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Abstract
NeuroHub: Portable and Scalable Time Synchronization Instrument for Brain-Computer
Interface and Functional Neuroimaging Research
Nicholas V. Grzeczkowski
Dr. Hasan Ayaz, PhD

The advent of new and improved brain imaging tools in recent decades has provided
significant progress in understanding the physiological and neural bases of motor and
cognitive processes and behavior. As neuroimaging and brain sensing technologies are
further developed, they are miniaturized and become portable and wearable, allowing brain
activity monitoring in ecologically-valid everyday environments. This introduces the
possibility of using multiple systems concurrently on i) the same brain: multimodal/hybrid
measurements for better identification of neurophysiological markers, and ii) multiple
brains: hyperscanning for novel investigations of brain functions during social interactions.

In all of these new directions, seamless integration of various neuroimaging
systems is required. More specifically, precise time synchronization of acquired data
streams is necessary for proper analysis and interpretation of results. However, there are
currently no standards for interoperability and neuroimaging systems have many different
designs and interfaces. Experiment setups using multiple systems may require extensive
development for a customized solution that would need reconfiguration at the expense of
additional time and effort, with the risk of possibly varying precision based on the custom
solution.

To address these issues, we have developed NeuroHub, a scalable device that can

provide plug and play and reliable time synchronization by interfacing with common ports
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in neuroimaging systems. The device consists of a custom printed circuit board that fits
atop an inexpensive and readily available development board for an Atmel ATmega2560
embedded microcontroller. Itis housedina 6 x 11 x 3.5 cm durable plastic casing, smaller
than most smart phones, and includes BNC, serial, and parallel communication ports
located around its perimeter. The device propagates any synchronization marker it receives
from one of the ports and broadcasts it to all systems connected at other ports. The device
can be extended as necessary by connecting multiple NeuroHub units. Verification and
validation tests indicated reliable byte transmission with 100% accuracy of transmission
and a consistent 1.020 millisecond latency in its standard configuration. A program was
also developed for automated testing with Monte Carlo simulation, by sending and
receiving event markers in various configurations. Through these tests, it became clear how
unfit the use of multiple common computer ports is for sub-millisecond precise modality
recording, due to their non-embedded nature. This problem is alleviated using NeuroHub
as it allows synchronization of each computer through only one port.

NeuroHub was implemented in two use cases to demonstrate its potential: i)
Multimodal spatial navigation brain computer interface (BCI) that used simultaneous EEG
and fNIR for enabling controlling actions within MazeSuite generated virtual environment.
i) Synthetic speech perception study which utilized two different fNIR systems
simultaneously to record from a larger area. In the first use case, the naive P300 response
is used as a selection mechanism for a number of options for first-person navigation of a
maze. fNIR measurements are used to assess if the person is attentive to the stimuli, which

results in higher accuracy scores. For this setup to be successful, markers between the
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software for stimulation presentation, EEG recording, P300 analysis, maze presentation,
and fNIR recording must be synchronized. In the second use case, subjects are presented
with audio recordings of 5 sentences over 4 levels of quality of speech signal, ranging from
natural speech to low quality synthesized speech, and asked to rate them for naturalness
and intelligibility, while fNIR measurements are recorded to provide quantitative data
about how cognitively taxing the synthesized speech is that has become common in
everyday devices. In this experiment, information must be synchronized between the
stimulus computer and the two fNIR recording devices. Both of these use cases
demonstrate NeuroHub’s utility in next generation experiment setups with the goal of

helping brain computer interface and functional neuroimaging research.
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Chapter 1: Introduction

1.1 Motivation

In the rapidly expanding field of neuroscience and brain-computer interface (BCI)
research, there is a proliferation of experimental setups that incorporate the use of more
than one recording modality. With multiple modalities, it is possible to extract new
features that aren’t possible otherwise, resulting in a more robust BCI or experimental
recording setup. This typically makes the experimental setup more complex and the
synchronization of data more difficult as there are more computers that need to work in
unison and more data to temporally align. Another type of experimental setup, in which
the neural basis for social interaction is studied by simultaneous recording from multiple
subjects, is referred to as hyperscanning. As with multimodal setups, the separate streams
of data must be aligned temporally. Event markers are used to align the data in both of
these types of setups, but this raises the problem of sending the markers from multiple
systems to multiple other systems in order to accurately align the data. Not only does this
require cumbersome setup, extra planning to get everything to work together seamlessly,
but it also involves the use of information transmission protocols that are not compatible
and were not designed to accommaodate signals with high temporal resolution, and

therefore are not precise in their transmission.
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1.2 Specific Aim

This project aims to develop a portable and scalable device to alleviate the
complexities that arise from hybrid multimodal and hyperscanning setups, for efficient
arrangement of custom setups and reliable event marker transmission. Currently, the
markers must be sent via temporally unreliable protocols and each setup requires the
development of this information flow. This project also aims to review current brain-
computer interface literature on hybrid setups and categorize them. With a device that is
specifically designed to overcome these challenges, new setups could more easily be
developed and temporal imprecision could be eliminated.

With the use of a dedicated embedded system, the envisioned device could
implement common ports (serial, parallel, and digital) and protocols (RS-232, SPP and
TTL) broadcast a received marker out to all other on-board ports with respective
protocols. The device would act as a hub that bridges multiple independent systems
including stimulus presentation, functional neuroimaging (EEG, fNIR and fMRI) and
other recording systems. The result would be that all recording computers receive all
event markers, which would allow simple data alignment. This would also eliminate the

need for a dedicated solution that can only work with a specific experimental setup.

1.3 Approach
First, current hybrid brain-computer interfaces are reviewed and common
neuroimaging modalities noted. This provided the foundation and basic understanding of

the present state of the field, and the context for which the device is intended. It does not
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provide an in-depth review of modalities or meta-analysis which can be found elsewhere,
rather, it shows the trend of hybrid setups and why they are a growing interest. From
there, the difficulty of setting up these systems is outlined, and design requirements are
identified. Then, system specifications are defined to accommodate these requirements.
Next step is the implementation of prototype systems and testing. The first few iterations
of the devices are prototyped, implementing new features and design changes. Finally,

the device is then tested for lag time and reliability.
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Chapter 2: Background

This chapter aims to review the literature in the field that has necessitated the
device. Brain computer interface research is especially useful for locked-in syndrome
patients who have no other way of communicating with the outside world. It provides
them with a method to control a computer or other machinery using their brains alone.
There are various paradigms that use different techniques to extract information from one
or more neuroimaging modalities. These modalities are being more and more frequently
used sequentially or in parallel to gain faster, more accurate control of a BCI, a more
useful BCI, or a deeper understanding of how the brain functions. With these increasingly
complex setups, communication protocols are utilized to synchronize the data being
recorded and analyzed on multiple computers. However, computers are not designed to
be highly accurate in their timing of the protocols, which results in varying lag times that
decrease the precision of timing. The proposed device is meant to both simplify the setup

of these complex systems and solve the lag time problem.

2.1 Brain-Computer Interfaces

Brain-computer interfaces, or BCIs, are systems that allow the user to voluntarily
control the computer using thoughts alone, in the case of active BCls, record the response
to a stimulus intentionally chosen by the user, as in the case with reactive BCls, or record
a response to understand the state the user’s brain is in, as with passive BCIs [1-3]. A

reactive BCI is one that is used for voluntary control, but relies on a response from an
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external stimulus, such as a light blinking at a certain frequency. These interfaces can be
either invasive or noninvasive. Invasive BCIs (also referred to as Brain-machine
interfaces, or BMIs) involve the implantation of electrodes, for single cell recordings
(which can be arranged in matrices) with high spatial frequency or implantation of
electrodes directly over the cortex under the skull to record large amounts of neurons
firing synchronously, known as electrocorticography (ECoG) [4]. Non-invasive imaging
has many forms, some examples being electroencephalography (EEG) [5],
magnetoencephalography (MEG) [6], functional magnetic resonance imaging (fMRI) [7,
8], functional near-infrared spectroscopy (fNIR)[9, 10], and positive emission
tomography (PET)[11]. The most popular brain imaging techniques rely on the
hemodynamic or electrophysiological responses. The following sections aim to outline a
medical condition BCls are typically intended for, two popular and portable
neuroimaging methods, EEG and fNIR, their usefulness in BCls, and a review of hybrid

BCls.

2.1.1 Locked-In Syndrome

Locked-in syndrome is a condition in which the affected is aware of their
surroundings but is unable to take action in it. It can be the result of various forms of
medical complications, such as amyotrophic lateral sclerosis (ALS), also known as Lou
Gehrig’s disease, multiple sclerosis, brain injury or hemorrhage, nerve damage, stroke, or
some circulatory diseases[11]. The most common cause for locked-in syndrome,

however, is ALS. ALS is a progressive neurodegenerative disease that causes the
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degeneration of motor neurons, resulting in an inability for the brain to control muscle
movement.[12, 13]. It starts with muscle weakness and eventually, as muscles become
less and less stimulated, they atrophy (become smaller). Eventually the afflicted can
become totally paralyzed and therefore categorized as having locked-in syndrome.
Locked-in syndrome patients cannot move anything with the exception of their eyes and
sometimes facial muscles, however cognitive activity and brain function stays intact
throughout this process in majority of these patients [14, 15].

Living in such a state is understandably a difficult hardship to cope with, with no
output to the ideas they wish to express. Their thoughts are absolutely suppressed and the
afflicted constantly need to be cared for by others, greatly decreasing their quality of life.
This is where the necessity for brain-computer interfaces is relevant. If better methods to
control communication setups or physical mechanisms are developed, some of the pain of

locked-in syndrome could be alleviated.

2.1.2 Non-invasive BCls

Non-invasive brain imaging has typically been used in brain-computer interfaces
to provide an output for the patient, although invasive devices have also been under
development for some time and the field is currently growing rapidly [2]. These non-
invasive BCls use different modalities and rely on different techniques to come up with
an appropriate method of control. Each of these modalities has benefits and
disadvantages which have to be weighed carefully according to application. By using

different modalities together, those benefits can be combined and new dynamics can be
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understood. Because communication is so important for the wellbeing and quality of life
of the patient, a lot of focus has been placed on developing speller setups and techniques
to make them faster. Research has not been limited to helping the disabled, however.
Much can be learned about the brain using BCIs and non-invasive imaging systems are

widely used for various forms of neuroscience research.

2.2 Electroencephalography in BCls

2.2.1 EEG Principles

Electroencephalography, or EEG, utilizes electrodes (conductive passive sensors)
to capture the electrical changes due to neural activity over the scalp noninvasively. The
change in voltage over the scalp is due to massive numbers of neurons firing in synch at
different frequencies. This is mainly due to the interactions between neurons: a synapse
from one neuron could excite or inhibit another neuron in various complex ways that are
beyond the scope of this review. The electrical signals picked up by the electrodes placed
on the skull are known as local field potentials (LFPs). Oscillations of LFPs due to
synchronous activity are more commonly known as brain waves. Reading these brain
waves allows certain insight on what is happening in the brain.

Historically four major types of continuous rhythmic sinusoidal EEG waves
(rhythms) are recognized (alpha, beta, delta and theta). Delta is the frequency range up to
4 Hz and is often associated with the very young and certain encephalopathies (cerebral

diseases) and underlying lesions. Theta is the frequency range from 4 Hz to 8 Hz and is
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associated with drowsiness, childhood, adolescence and young adulthood. This EEG
frequency can sometimes be produced by hyperventilation. Theta waves can be seen
during hypnagogic states such as trances, hypnosis, deep day dreams, lucid dreaming and
light sleep and the preconscious state just upon waking, and just before falling asleep.
Alpha (Berger's wave) is the frequency range from 8 Hz to 12 Hz. It is characteristic of a
relaxed, alert state of consciousness and is present by the age of two years. Alpha
rhythms are best detected with the eyes closed. Alpha attenuates with drowsiness and
open eyes, and is best seen over the occipital (visual) cortex. An alpha-like normal
variant called mu is sometimes seen over the motor cortex (central scalp) and attenuates
with movement, or rather with the intention to move. Beta is the frequency range above
12 Hz. Low amplitude beta with multiple and varying frequencies is often associated with
active, busy or anxious thinking and active concentration. Finally, Gamma is the
frequency range approximately 26-80 Hz. Gamma rhythms appear to be involved in
higher mental activity, including perception, problem solving, fear, and consciousness.

EEG recording has high temporal resolution, meaning it can differentiate activity
that are very close in time, as the readable signal has a fast fluctuation in voltage level.
One disadvantage of this modality, however, is that it has a low spatial resolution. It is
therefore difficult to identify and locate the source(s) of oscillations. Using high density
electrode array such as 128 or 256, and it may be possible to estimate source locations
and contributions using sophisticated techniques such as independent component

analysis[16]. Although more invasive techniques have been developed, such as
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electrocorticography (essentially intracranial EEG), that offer higher spatial resolution,
EEG remains popular for its noninvasiveness and its many uses.

The most common use of EEG is for clinical applications specifically epilepsy
and sleep studies, in which neuropathologies yield abnormalities in the EEG signals.
Epilepsy results in seizures in which normally asynchronous brain oscillation behavior
abnormally synchronizes and fires in excess. Surgeons that are about to perform an
epilepsy surgery on epileptic patients who do not respond to medication use EEG in the
process of locating the region of the brain that is the source of the seizure. EEG has also
been shown able to detect the onset of a seizure. Other diagnostic uses for EEG include
comas, encephalopathies (a wide variety of brain disorders), and brain death. EEG is also

used in sleep studies, as brain oscillations change at different stages during the night.

2.2.2 Sensors and Instrumentation

The standardized layout of the electrodes is known as the International 10-20
system, 10 and 20 being the percentages of distance between electrodes from the anterior
to posterior and medial to lateral directions, respectively. The ground electrodes are
usually placed behind the ear. Most electrodes are passive, requiring amplification and
the injection of a special conducting gel (or, in some setups, saline solution) to get a
signal. Active electrodes are able to acquire readings without the use of gel, but the signal
they pick up is noisier and the electrodes are too expensive to be considered useful in

many settings. For simpler objectives, such as entertainment purposes or to provide
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consumers with rough biometrics, active electrodes are used because they are simpler to
set up. For academic or clinical use, passive electrodes are usually used.

In passive electrode EEG setups, amplification of the signal is necessary. This is
accomplished with an amplifier that is hooked up to the electrodes on the cap which also
samples the signal and sends them to the recording program on the computer. The
particular model used in one of the use case setups was the NeuroScan NuAmps digital
amplifier model 7181. It has 40 unipolar analog inputs, and can also be used for other
types of neurophysiological signals, such as ECG, EOG, and EMG. It has a parallel port
connection in the back that allows the integration of event markers from a stimulation
software package to the recorded signal.

There are many software packages available for custom stimulus presentation.
Among the more popular packages are E-Prime, Presentation, and BC12000. They offer
standard paradigms and the ability to customize them to suit the needs of the
experiment/BCIl. Mazesuite [17], a spatial navigation software developed at Drexel

University, was another stimulation package that was used in one of the use case setups.

2.2.3 Examples of EEG based BCls

Over the past 30 years EEG has been demonstrated in many settings as a
successful brain sensing modality for various BCI paradigms. Among the most well
studied of these paradigms is the P300-based matrix speller [18] which uses the P300
evoked potential that occurs when a user recognizes a rare target stimulus. An event-

related potential (ERP) is an EEG based signal that is response to an internal or external
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stimulus. Experimental psychologists and neuroscientists have discovered many different
stimuli that elicit reliable ERPs from participants. The timing of these responses is
thought to provide a measure of the brain's information processing and communication
timings. P300 response occurs at around 300ms as a positive peak in the oddball
paradigm, for example, regardless of the stimulus presented: visual or auditory. Because
of this general invariance in regard to stimulus type, this ERP is understood to reflect a
higher cognitive response to unexpected and/or cognitively salient stimuli.

The P300 based BCI acts on a characteristic response due to a resolution of
anticipation of sorts. When an awaited stimulus presents itself, a positive response can be
seen at about 300 ms after the stimulus in the EEG recording. The usual stimulus
presentation is visual, although auditory [19, 20] and tactile [21, 22] based P300 BCls
have also been developed [23].

For visual stimuli, the presentation is usually a matrix of the alphabet and some
other characters necessary for typing. The characters randomly blink, one at a time, and
the user is instructed to watch their intended character and count the number of time it
blinks within a set amount of time. By identifying a consistent P300 response for a single
letter on all cycles of the run, the BCI analysis software can determine which of the
characters was intended to be selected during the run and in turn select that character.
This type of BCI was first developed in 1988 by Farwell and Donchin [18]. Other uses
for P300 in BCls have been developed and include other types of speller layouts and
analysis techniques that have improved performance [24-27] and P300 for spatial

navigation [28]. For a review of P300 based BCls paradigms, refer to [29]. Another
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notable improvement was the use of delta and beta band powers to predict when the user
IS paying attention to the system [30].

Another common type of BCI also makes use of the visually evoked rhythms in
occipital lobe[31]. One can cause entrainment of the EEG signal to a frequency by
gazing at a display flashing at that frequency. Thus, flashing icons at different
frequencies provides the user with a frequency-coded selection that can be identified
through EEG recordings made between the Pz and Oz locations over the visual cortex.
This type of BCI works off of a response known as steady state visually evoked potential,
or SSVEP. The amplitude of SSVEP greatly increases near the center of the visual field,
and therefore is strongest when the user is gazing at a flashing icon. Therefore, by
looking at an icon, the user can select it.

For analysis in searching for an SSVEP, first the peak frequency is detected, then
it is determined if the peak is above a certain threshold. If it is above the threshold, the
icon coded with the above-threshold frequency is selected. The amplitude of the response
also is dependent on the frequency, with some frequencies showing a greater response
than others. Therefore, it is advantages to use those frequencies that are more detectable.
Lower frequencies cause flickering that can be annoying to users, so higher frequencies
can be used; however, higher usable frequencies are more difficult to detect. The
advantages of SSVEP are that it is fast and there is no training required, as with most
other types of EEG based BCls [32-34].

Sensorimotor rhythms have also been incorporated in BCI[35]. Motor imagery

based BCls require the user to imagine using parts of their body as a control mechanism
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[36-38]. Typically this comes in the form of power asymmetry of mu (8 to 12 Hz)
rhythms between the left and right hemispheres [39]. For example, a user may be asked
to imagine moving their left, and alternatively their right, hand. Classifiers are identified
after training the BCI and online analysis used to control the system. These systems are
asynchronous and provide the user with self-paced timing of whatever the BCI is
intended to control, whether that be a wheelchair [40] or a specialized speller setup[41].
Another asynchronous feature that can be extracted from EEG to for control is the
regulation of slow cortical potentials, or SCPs [42, 43], although this is less commonly
used for inherent difficulties the method presents.

EEG has been shown to be a useful modality for controlling BCI systems, with a
few standard feature extraction methods with advantages and disadvantages of each.
Current research in the field often involves improving these methods by changing
stimulus presentation, using different analysis techniques, or using those features to
control different parts of a system. Other passive uses include sleep research [44] and
other neuroscience areas. All of these setups require event markers to align stimulus
presentation with sub-millisecond EEG data being acquired. It is therefore crucial for the

usefulness of the system that the event markers are precisely aligned.
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2.3 Functional Near-Infrared Spectroscopy in BCls

2.3.1 fNIR Principles

Optical brain imaging takes advantage of optical properties of hemoglobin in
blood to track metabolism related changes in order to reveal information about brain
function. Functional near-infrared spectroscopy, or fNIR, is the use of near infrared light
to measure the cortical hemodynamic changes of a brain area by observing changes of
light absorption in that specific area [45-47]. When neurons are activated, they use
energy in the form of glucose. This process requires oxygen, which is transported to the
cells by oxy-hemoglobin, which is then deoxygenated. Oxy-hemoglobin and deoxy-
hemoglobin absorb light at different wavelengths, hence two different near infrared
wavelengths can be used to spectroscopically resolve concentration changes of each
chromophore (light absorbing molecule). The changes in oxy-hemoglobin (HbO), deoxy-
hemoglobin (HbR), total-hemoglobin (summation of HbO + HbR) and hbD (difference in
hemoglobin) changes can be used to determine the brain activity in a specific location or
over time. This is also similar to functional magnetic resonance imaging (fMRI) based
Blood Oxygenation Level Dependent (BOLD) signal as both measure the same
underlying hemodynamic changes. However, due to large instrumentation, high cost,
complicated setup and subject restrictions (no metal, need to stay motionless in supine
position, high data collection nose) of fMRI, it is not as amenable to neuroergonomic

studies as fNIR. Diffuse optical techniques (those used for fNIR) have been shown to
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have similar results to fMRI measurements [48] and therefore could be used in situations
where fMRI is impractical either by nature of experimental protocol or cost.

fNIR operates on the fact that human tissue is relatively transparent to light in the
near infrared wavelength window (the optical window is around 650 to 950 nm) and light
in this range is therefore able to penetrate and read the relative changes in transparency.
While skin and bone are relatively invisible to near-infrared light, hemoglobin, the
protein that transports oxygen in red blood cells, is responsible for most of the attenuation
in tissue. Laser diode or LEDs are used to transmit light at wavelengths at which oxy-
Hemoglobin and deoxy-Hemoglobin are most responsible for absorption: 850 nm and
730 nm, respectively. The light travels through the tissue in a banana shaped curve to
sensors placed in the surrounding area, with the distance from the transmitter determined
by the depth of tissue intended to be read, which is approximately half the separation of
the light source to the sensor.

This modality is much less expensive to build and operate than fMRI, and is also
much more portable, which are reasons that it is gaining in popularity in research.
However, fNIR can only measure outer cortex and cannot measure deeper brain
structures as an inherent limitation due to optical nature of the tissue. However, temporal
resolution of fNIR can be much higher than fMRI, allowing recording more temporal
characteristics. The ability of the system to measure the hemodynamic response using
such a portable, even wearable low cost system has increased the popularity of the
modality. It is most commonly used in passive BCIs but, as it has been shown that a user

can voluntarily activate the hemodynamic response, it is also able to be used for active
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BCls. It has also been used in clinical applications such as depth of anesthesia monitor
[49], and even variations of the technology has been implemented as medical devices that
has received FDA approval for use in a portable handheld intracranial bleeding monitor,

Infrascanner [50].

2.3.2 Sensors and Instrumentation

There are various devices available that make use of optical diffusion techniques
to provide metrics about the hemodynamic response, and depending on their complexity,
are able to utilize several techniques for more information, at the tradeoff of a more
complex and expensive system. These measurement types are time domain, frequency
domain, and continuous wave. Time domain involves very short pulses into the tissue
that are measured and analyzed for temporal distribution of light by scattering and
diffusion. Frequency domain involves modulating the amplitude of the light at various
frequencies, where the amplitude decay and phase shift give information about the optical
properties of the tissue. Continuous wave flashes light at a constant amplitude and
measures the attenuation of the signal at relevant wavelengths. Each of these systems is
composed of one or more transmitters, sensors, and electronic hardware. If there is only
one light source, the system is a point-measurement system, while more than one source,
providing a map of brain activity, the device is classified as an imaging instrument.

The portable continuous wave fNIR sensor for prefrontal cortex has been
developed by the Optical Brain Imaging team at Drexel University in collaboration with

Dr. Britton Chance. The system has been used in a spectrum of application areas that
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require quantitative measurements of the hemodynamic response in a natural
environment, such as an objective analysis of cognitive workload [9, 51-54], working
memory [55-58], attention[59, 60], problem solving[61, 62], learning/training [46, 63],
neuromarketing[64], brain disorders[15, 65], and rehabilitation [66-69]. For such
applications, the continuous wave method is utilized, because it is portable, affordable,
and easier to engineer than time domain or frequency domain methods. This makes it
able to be used in a variety of situations that the other methods would be unable to.

The current fNIR imaging system consists of a headband that attaches to a base
system. The headband contains a flexible circuit board inside a silicone band, with 4 LED
light sources and 10 detectors, each 2.5 cm away from the light source. Each of the light
sources are measured by the four surrounding detectors for a total of 16 fNIR acquisition
channels, or voxels. Each source pulses 2 or 3 different wavelengths: one for oxy-
hemoglobin, one for deoxy-hemoglobin, and one for dark current. The sampling rate is 2
Hz, and during a sampling period 48 measurements are made (at each voxel, at each
wavelength). The measurement data is sent via USB port to a computer and recorded

using COBI Studio, also developed at Drexel University [47, 70].

2.3.3 Signal Processing and Analysis

To obtain useful information from the data acquired, the Modified Beer-Lampert
law is used. The Beer-Lampert law states that the amount of light that passes through a
medium is proportional to the amount of light absorbing molecules in the medium. It also

takes into account the absorption properties and concentration of the molecule and the



Page | 18

distance the light must travel through the medium. It must be modified, however, to take
into account the scattering effects of tissue. Using the following equation, one can
determine the amount of oxy-hemoglobin and deoxy-hemoglobin in the area between the

source and the detector.

Iy
log (7) =aclB+ G

I, represents the intensity of the light entering the medium, and I is the intensity
of the light measured after passing through the medium. a represents the absorption
coeffiencent of the molecule in question, c is the concentration of the molecule, and L is
the length the light must travel through the medium. Band Gare the modified parts of the
equation, and they represent an experimentally derived correction factor for L and a
constant attenuation factor due to the optical properties of tissue, respectively. To assess
the effect that a stimulus has on signal attenuation, a baseline recording is made and
compared to the post-stimulus reading. The difference can be rearranged to make the
following relation between the attenuation ratio and the change in concentration:

lOg (grest)
AC — test
alB + G
Although continuous wave systems are less susceptible to motion artifacts [71],
there is still a need for motion artifact correction. Motion artifacts appear as spikes that
corrupt the data. Numerous methods have been deployed to address this need, either by
using an accelerometer [72] to sense movement or by using signal processing methods

such as statistical filtering[73] or wavelet based algorithms [74] to reject the artifacts.

Also contaminating the data are scattering and absorption changes from the superficial
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layers of the scalp, another problem which correction efforts have been applied. Both
principle component analysis and independent component analysis have been applied to
remove changes due to the hemodynamic response in skin blood flow, as this is irrelevant
to brain function [75]. Classical statistical analysis methods, such as ANOVA and t-tests,
are commonly used to analyze fNIR data. A review of motion artifact removal for fNIR
can be found in [76]. A review of fNIR instrumentation and methodology can be found in

[77].

2.3.4 Examples of fNIR based BCls

This section reviews various recent BCls that utilized fNIR. A wide variety of
applications have been found for fNIR. Although there have been systems developed that
use the hemodynamic response as a voluntary control mechanism, the majority of fNIR
based BCls are passive studies on cognitive load. As fNIR measurements are directly
related to changes in levels of oxy-hemoglobin and deoxy-hemoglobin due to the
hemodynamic response, and the hemodynamic response is caused by brain activation,
fNIR can be used to predict brain activation due to cognitive workload with the correct
correlates [9]. It has also been used to monitor training of simulated piloting of unmanned
aerial vehicles (UAVs), where Ayaz et al. found a high correlation of brain activity to the
users’ performance as well as their self-reported experience [9, 56, 78]. Moreover, other
followup studies also confirmed that fNIR measurements can be used to predict the
mental task load as well as the training effect, level of expertise in a given task[46, 52,

54, 57, 58].
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In [79, 80], the assessment of cognitive neural correlates was convincing enough
to suggest the use of fNIR as a BCI mind switch. In other words, the user of the BCI
would be able to control a BCI by volitionally changing their mental state. A simple, one-
channel fNIR BCI was developed for this purpose in [81]. This idea was taken further
through implementation into a virtual environment in which the user navigated using a
traditional computer keyboard but interacted with doors in the environment using fNIR.
After a training phase in which the user received fNIR biofeedback, the user was then
assigned the task of navigating a maze with 5 doors, each being opened by voluntary
changes in brain state [82]. In another example, called Brainput, Solovey et al.
demonstrate the possibility of using fNIR data to control a passive negative feedback
system that in turn controls the autonomy of a system the user is controlling. They
showed that with this approach they were able to improve performance metrics [83].

fNIR has also been used to study how the brain learns. In [47], fNIR was used in
combination with Mazesuite [17] to show how to study the brain while it leans spatial
navigation. In other learning protocols, verbal-spatial working memory was studied for
increased working memory capacity in training, as well as other improvements to
learning that are based on experimental data [57]. That particular study found a negative
relationship between verbal working memory performance and bilateral ventrolateral
prefrontal cortex (VLPFC) activation.

More uses have been found to use fNIR as a BCI besides a two state mind switch.
In one study, fNIR data was used for a 4 class (left hand, right hand, left foot, and right

foot) motor-imagery BCI with which all three participants of the experiment achieved
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accuracies that were higher than chance (54 %, 50 %, and 33 %) [84]. It would then be
logical to use this in combination with EEG based motor imagery for a more accurate
system than the two modalities achieve individually. As fNIR used in the previous
example reads from the prefrontal cortex only, it is understandably more difficult to
predict intended movements than by measuring oxy and de-oxy hemoglobin at the motor
cortex, which was done successfully in [85]. Although this study was only comparing 2
states (left hand vs. right hand) compared to the other study’s 4, they achieved 73 %
accuracy using Support Vector Machines (SVM) and 89 % accuracy using Hidden
Markov Model (HMM) algorithms.

The number of uses for fNIR is growing constantly and are too numerous to list
everything here. Other notable examples include using fNIR for developmental
neuroscience [71, 86] and imaging the medial prefrontal cortex (where information about
self is processed) to understand how basic psychological need satisfaction affects the
difficultly of deciding while answering questions about self [87]. Following this trend,

studies will continue to improve fNIR data analysis and fNIR-based BCI performance.

2.4 Hybrid BCls

Hybrid BCI (or hBCI [88]) research has stemmed from the need for better
performance systems, which is necessary if BCls are ever to be commonly used in
clinical settings [89]. A hybrid BCI is one that employs the use of more than one BCls, or
one BCI and another system, or both [90]. It has been noted in [91] that there is

inconsistent language used in literature to describe the differences in hybrid BCls and
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attempts to categorize them. That group defines two BCls being used together as a pure
hybrid, a BCI that also incorporates another physiological signal as a physiological
hybrid, and a system that uses another, non-physiologically based assistive technology as
a mixed hybrid. In these definitions, they fail to categorize BCls that use different
features from the same modality. This is necessary as unimodal hybrid BCls have also
become a recent trend. The multiple systems can also be classified as being combined
sequentially, where one system controls the other, or simultaneously, where both systems
are processed in parallel. Reviews in hybrid BCI research can be found at [90] and [91].
This section aims to define the differences in unimodal and multimodal BCls and
give examples of each. The main categories can be broadly defined as follows: BCls that
utilize multiple analytical techniques from the same modality, BCls that employ multiple
modalities, and those that use a combination of both. The third category will not be
covered thoroughly, however, because no systems were found that match this description.

Physiological and mixed hybrids will not be separately covered.

2.4.1 Unimodal Hybrid BCls

Unimodal Hybrid BCIs make use of multiple paradigms from the same modality
at the same time. They extract different features from the same modality, but not
necessarily the same set of data. One EEG feature could be extracted from the occipital
lobe, which is being combined in a BCI with a motor imagery scheme that uses data from
the around the sensorimotor cortex. The advantages of various analysis techniques are

combined by using the strengths of each used feature in creative and appropriate ways.
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Using more than one modality can combine the advantages of each modality and make a
faster, more informative, and easier to use BCI setup. For example, an unimodal hybrid
setup mentioned earlier used both P300 in its traditional form, but added the use of delta
and beta band powers to improve accuracy by attempting to understand when the user
was paying attention to the system [30]. Another type of unimodal hybrid BCI technique
is known as hyperscanning. Hyperscanning typically involves measuring the same
modality on more than one subject to study social interaction. For examples of this
reference [92-97].

P300 ERPs and SSVEPs were used together in a P300-based speller matrix for an
asynchronous BCI that used SSVEP techniques to determine control state (on or off)
[98]. This is an improvement because P300-based BCls are typically synchronous and
require that the user be actively engaged at all times or the system will produce false
results. Looking at the screen produced an SSVEP, which the system responded to by
activating the P300 system. Because SSVEP is better suited for asynchronous control
than P300, it was also used to make another P300-based BCI asynchronous, in which the
user selected discrete commands for a smarthome environment in [99]. In this case,
SSVEP was used as an on/off switch for the system, and resulted in high accuracy and
reliability.

As P300 is a good feature to use when discretely selecting one out of many
options and motor imagery is better for continuous control of fewer options, the two have
been used together for various purposes. In [100], the two were combined sequentially to

control a wheelchair. P300 is first used to select a location to which the wheelchair is to
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travel, then for stopping the wheelchair, first a fast P300 stop command was
implemented, then a motor imagery stop command was used in its stead to see the
difference. Although the response time was very similar, the motor imagery command
managed to attain zero false acceptances. The two features were used together for control
of a virtual environment, using motor imagery for navigation and P300 to control virtual
devices [101]. Although this setup did not improve accuracy, it showed P300 and motor
imagery used in combination for a novel setup. The two features were also used in
combination in another example to control a robot [102].

Motor imagery has also been used in combination with SSVEP in various setups.
In [103], the two were used together to show that higher classification accuracy is
possible using both rather than each individually. LEDs blinking at SSVEP-appropriate
frequencies were used to indicate which direction the user was imagining. With motor
imagery alone, 74.8 % accuracy was achieved and with SSVEP alone, the average was
76.9 % accuracy. Using the two together in a hybrid system produced higher accuracy
that averaged at 81.0 %. Furthermore, the number of BClI illiterate subjects, who achieve
less than 70 % accuracy, was reduced to 0 (originally 5) in the hybrid setup. This is
significant as illiterate subjects are a great challenge for BCI research [104]. Motor
imagery was also used as a brain switch to turn on an SSVEP controlled orthosis. SSVEP
was used to control opening and closing tasks, and in combination with the motor
imagery controlled mind switch, false positives were reduced by more than 50 % [105].
Another example of an SSVEP-motor imagery hybrid BCI is [106], in which the two

were used in sequential combination to control functional electrical stimulation (FES), a
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technique used to control limbs that can no longer be controlled by the brain but still have

functioning muscles.

2.4.2 Multimodal Hybrid BCls

Multimodal hybrid BCls use more than one modality at a time. They work
together to overcome physiological and recording limitations imposed on systems by the
individual modalities, and in their combination are able to come to new findings, as well
as improving accuracy and reducing error. The most common modalities record
electrophysiological or hemodynamic changes. Since unimodal setups do not have high
spatial and temporal resolutions, combining modalities allows for a new spatiotemporal
resolution. Multimodal setups have also given insight to the mechanisms that govern
neurovascular coupling [107] although a clear description of it remains elusive [108].

Multimodal hybrid BCI analysis methods are categorized, although it is notably
difficult to do so. There are asymmetric or symmetric methods, and supervised,
unsupervised or model driven methods. Supervised methods are asymmetric because they
choose an independent variable from one modality, to which the other modality is fitted.
Unsupervised methods do not require the predictor variable, but interpretation of results
IS not as easy as with supervised methods. Model driven analyses are difficult to develop
because a robust realistic model of hemodynamic and electrophysiological measurements
is difficult to establish [107].

Electrooculography (EOG), the measurement of eye muscle potentials, has been

used as a control mechanism on its own [109-111], but has also recently been used in
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parallel with EEG for a novel control scheme [112]. In it, the user controls the direction
of a machine using EOG while controlling the state (stop, forward, or do nothing) of the
system with EEG. To control the state, power spectral density in the alpha and beta bands
were used, with different methods to control the bands instructed to the user. To stop, the
user closed their eyes, which increased the alpha band. To move forward, the user thinks
about moving forward, which increases beta. If both bands were under threshold, nothing
was done. In this fashion, 100 % accuracy was reached for stopping completely and
turning left or right, 87 % for moving forward, and 95 % for the no action state. In
another example, EEG was used in an EOG controlled system to tell if the user was
paying attention [113]. The combination of EOG with EEG is advantageous because
there is a relatively high accuracy rate, it doesn’t require many electrodes, and there is a
short training time.

EEG has also been used with other modalities. It was used with electromyography
(EMG), recording the electrical activity from skeletal muscles, to assist with the problem
of muscle fatigue [114]. Also using EEG with EMG, [115] proposed the development of
a speller using EMG to control a selection “click” on whatever letter the user was
viewing. In the paper, they compare the use of EEG to EOG for letter selection.

More frequently, EEG is being used with fNIR for improved systems. In [116],
the two were used together to improve accuracy in motor execution and motor imagery
tasks, although the slow hemodynamic response may increase reaction time. For executed
motor tasks, the mean accuracies without EEG were 71.1 % and 73.3 % for HbO and

HDbR, respectively, but with EEG accuracies were improved to 92.6% and 93.2%. For
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motor imagery tasks, the accuracies improved from 71.7% and 65.0 % to 83.2 % and 80.6
%. In the study, it is reported that classification accuracy was able to be improved in over
90 % of the subjects using the hybrid approach. NIRS measurements were also used as a
mind switch for an EEG motor imagery controlled robot in [117]. In chapter 5, a setup
using P300 with fNIR is presented in more detail.

In another example, fNIR was used for a mind switch to turn on or off an SSVEP-
based orthosis control BCI. With this setup, Pfurtscheller et al. were able to achieve 100
% accuracy [105]. In [118], fNIR data was used in parallel with a P300 spatial navigation
BCI to predict performance rates. In another study, NIRS measurements were used with
transcranial Doppler ultrasonography (TCD) to improve accuracies during a verbal
fluency task in a block-stimulus paradigm [119]. Used alone, NIRS produced a mean
accuracy of 76.1 + 9.9 %, and TCD an accuracy of 79.4 + 10.3 %. Used together, they
produced a mean accuracy of 86.5 = 6.0 %. In this study, 5 out of 9 participants were able
to significantly improve accuracies (p<0.05) using the hybrid setup over the two imaging
techniques used individually.

As stated previously, one of the advantages of using fNIR is the ability to use it in
more common situations than fMRI could for its size and nature of the signal. Also, it has
been shown to improve results being used in real life situations rather than mock tasks
that are common with fMRI. In one such example, the results from an fMRI and fNIR
recorded mock apple peeling task on the prefrontal cortex were compared to prefrontal
cortex readings on a real apple peeling task that would not have been possible in an fMRI

setup [120]. The results showed increased activation in the real apple peeling sessions,
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showing the potential for fNIR to be used in real situations that would not be otherwise
possible with fMRI. Also using fNIR data with fMRI data, [121] found that it was

possible to use fNIR to reduce variance in fMRI residual error by up to 36 %.

2.5 Need for a Solution

Because of the nature of novel experimental BCI setups, they require features
specific to the experimental design. This requires the added task of making all of the
involved systems work together, which is time consuming and gets in the way of the
research. These systems are often complex themselves, and when the data from more
than one monitor is required to be synchronized to markers that corresponds with the time
of an important protocol event or stimulus, there is the added task of temporally aligning
the data. Also, the imprecise timing schemes of standard computer protocols would cause
imprecise recording of event marker times, increasingly so with more data arriving at
another port, such as from a neuroimaging device or even a computer mouse. More

information on this in provided in chapter 4.

2.6 Current Approaches

Recording can be done on an expensive, hardware dedicated data acquisition
device, as long as the output is in volts. This leaves out the usefulness of transmission
protocols. Other efforts to synchronize data in real time include frameworks multimodal
interactions with virtual environments[122], augmented reality[123], and activity

recognition such as through wearable and ambient sensors [124]. Highly precise timing is
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not pertinent in these situations. There are a number of costly options at websites like

http://gridconnect.com/ that offer RS-232 to UDP options, RS-232 splitters, or similar

pieces of hardware, which could be used as routing solutions for the signals. However,

most previous efforts have been custom assembled for the requirements of a setup.
This issue has been addressed in a software based solution developed by the

Swartz Center for Computational Neuroscience at UC San Diego called the Lab

Streaming Layer, or LSL (https://code.google.com/p/labstreaminglayer/). It provides

support for a variety of devices to work over a network and temporally aligns them. It is
full featured, with a recording program, online viewers, and more, but requires
programming experience to integrate into a custom experimental setup. As is described
later in this document, through testing it was found that using the computers’ protocols
for time synchronization can be disastrous for temporal precision of data, for they are not
embedded systems and this sort of timing is inherently unimportant to the operating
system, and communication over these protocols is necessary for recording from devices.
Because of this, there is often lag that is unknown and unaccounted for in the results,
which could lead to false conclusions being reached. Effort is required if the user intends
to have a minimal lag time.

In LSL, each stream of data must have an offset timing according to the nature of
the stream for temporal correction. Different modalities in the streams have been tested

with varying results (http://sccn.ucsd.edu/~marivich/Synchronization.html). Also, the

attached computers are running on different computer clocks, and a variable drift likely

caused by temperature variations on the clocks speeds. This website explains that in their


http://gridconnect.com/
https://code.google.com/p/labstreaminglayer/
http://sccn.ucsd.edu/~mgrivich/Synchronization.html
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testing of LSL, outliers can be explained by OS lag or drift due to a statistical error in the

fit of a DAQ: http://sccn.ucsd.edu/~mgrivich/LSL_Validation.html. That is with one

stream of data from one computer to another, measured using a 2048 Hz sampling rate.
Time synchronization in LSL is described here:

https://code.google.com/p/labstreaminglayer/wiki/TimeSynchronization and is not

specialized for synchronization of multiple streams. It relies on the timestamp each
system/device provides via UDP, and if the device isn’t reliable, neither are the
timestamps. There are documented efforts to characterize devices’ lag time using LSL,

such as http://wiki.neuroelectrics.com/images/a/a5/NEWP201401-WhitePaper-

EventSynchronization.pdf. Essentially, lag time can only be corrected so much.

It is those drawbacks in mind that the device being presented here aims to
alleviate. Researchers ideally should be able to focus on the experiment at hand rather
than devoting time to working out inevitable technical difficulties. These difficulties both
distract the researcher with frustration and waste time that should be used on the
experiment itself, setting back the flow of progress.

An ideal setup would allow the researcher to simply connect all event trigger
output ports (whatever type of port it might be) to a single plug and play microcontroller-
based device that is also connected to the computers that need to receive the markers
through those same ports. The device would replicate all data flowing in to all ports
flowing out for maximum simplicity in setup. Because the system would be a dedicated

embedded device, all input to the device is being sent to all receiving computers at the


http://sccn.ucsd.edu/~mgrivich/LSL_Validation.html
https://code.google.com/p/labstreaminglayer/wiki/TimeSynchronization
http://wiki.neuroelectrics.com/images/a/a5/NEWP201401-WhitePaper-EventSynchronization.pdf
http://wiki.neuroelectrics.com/images/a/a5/NEWP201401-WhitePaper-EventSynchronization.pdf
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same time, and lag time due to OS port protocol would be negligible because all data is

coming in through one port.



Page |32

Chapter 3: Device Design and Development

3.1 Device Design

The selection of the microcontroller used required an understanding of both the
specifications of the desired application as well as what is available on the market to fill
those requirements. The first step was deciding what the most important features the
device must have, and from there make a list of general requirements. After determining
the general requirements necessary for the device, a microcontroller and development
platform were chosen that could fulfill those needs, and development was continued from

there.

3.1.1 System Requirements

The device must be able to make connecting computers in BCI setups simpler. It
must be highly temporally precise and reduce the time needed to wire the system
together. The first and most important two requirements decided were that the device had
to be fast enough to respond in time to sub-millisecond event triggers and that the most
popular communication protocols used for transmitting event triggers must be available.
The timing was so important because EEG requires high temporal precision and the event
triggers must be sent immediately after they are received. The popular protocols are
important because the device is meant to make custom setups easier, so the popular
protocols are the most important to be incorporated. That way, incorporating systems

with different networking options can easily be integrated, providing an easy plug and
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play setup procedure. Another advantage of having multiple commonly used ports is the
ability to convert protocol types to types without having to write custom conversion
scripts in the stimulus software.

Design constraints were decided on with the idea to make the device inexpensive
and simple to use. For example, the device was first developed (when still in the
breadboard development phase) to have switches from each of the ports to each of the
other ports, to provide custom routing abilities. That way, the user could control which
port is sending to which other port. Several methods were implemented and tested, but
this was later decided to be omitted, as this could provide a problem to a researcher. In
the nature of a simplistic design, the extra complexity was deemed unnecessary and could
possibly cause more harm than good. Redundancy of information showing up at ports
would not be a problem, as the researcher must intentionally be listening to the data
anyway. It is likely that during the setup of an experiment, the user could become
frustrated trying to troubleshoot why a marker isn’t being transmitted because a switch
was accidently overlooked, and typically some software is listening to the signal, which
is why information being redundant is not a problem. Compared to the complexity and
cost of neuroimaging systems, the device should be simple to use and the cost of making
it should be minimal. Testing must show the device to have negligible and repeatable lag

time to prove efficacy.
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3.1.2 System Specifications

In picking the most useful connection types to integrate, the serial port was
determined to be the most important because of its popularity. Another important event
marker method is through the use of a transistor-transistor logic, or TTL pulse, which was
to somehow be transmitted in some fashion to the other ports. For the first generation of
the device, these two were deemed necessary and other protocols were to be implemented
in later generations.

Because the serial port is so commonly used in these applications and provides
bidirectional information transfer, it was decided to put 4 serial ports on the board. If
more ports are needed, NeuroHub could be daisy chained to other NeuroHubs by simply
connecting a serial cable between them. Typically, serial communication is achieved
using the RS-232 protocol, which does not operate at the same voltage levels as most
microcontrollers. Microcontrollers operate at 0 V (logic 0) to 5 V (logic 1), while RS-232
operates at around 13 V (logic 0) and — 13 V (logic 1). A level conversion chip is
necessary in this case.

Software serial communication is possible by bit banging. Bit banging is the
process of sampling the pins at a rate sufficient to read all bits and implementing the
protocol by use of software. However, bit banging is notoriously unstable and therefore
not optimal for this application. Microcontrollers often have UART communication that
allows the hardware to control the serial data. This method is more stable and therefore

hardware serial communication was decidedly necessary.
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The serial communications settings were to be set for standard, i.e. the most
common, settings, and the settings of the computer needed to be adjusted if necessary.
The standard RS-232 connector is the DE-9 connector, shown below. For more

information on RS-232 protocol, see the development section, 3.4.

f’/;;— Data carrier detect

b Oo—— Data set ready
20— Receive data

7 o0—— Reguest to send
AC0—— Tranzmit data

A o—— Clear to zend
4 &—— Data terminal ready

4 o——— Ring indicator

\EG{ Signal ground
Protective ground

Figure 1: Picture of a male DE-9 connector and serial pinout.

TTL pulses were to be sensed by input pins and converted to a byte to be
transmitted through the other ports. A popular connector used to connect TTL
communicating devices, and the one on the back of the fNIR Devices fNIR Imager, is a
Bayonet Neill-Concelman, or BNC, connector. Perhaps the BNC port could send the byte
serially, but this would add unnecessary complexity for an uncommon procedure in this
sort of setup. Serial digital interface (SDI) using a BNC connection exists in the
professional video world, but is not used to send event markers in experimental setups

and therefore is unnecessary. Because the bytes from other ports could not simply be
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converted to a TTL pulse, the TTL port was decided to be input only. The way this was
handled was sending the American Standard Code for Information Interchange (ASCII)
code for the character “1” to all other ports if the TTL line was pulled high, and likewise
“0” if the line was pulled low. Any other TTL cable could easily connect to the BNC
connector by attaching the signal wire to the inner wire and the ground to the outer

conductor and it would work the same way, as long as it operates at 5 V.

Figure 2: Picture of a BNC connector.

During development of the first generation board, more research went into
popular communication connections that event markers are sent across. One such
connection, the parallel port, has become somewhat outdated in the computer world and
is no longer included on most computers, but is still used for event marker

communication from various software and hardware packages. For example, the
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NeuroScan NuAmps EEG amplifier receives event markers via parallel port and places it
alongside the incoming EEG data. There are different protocols that are used over the
parallel port. There is protocol for automatically detecting the type of protocol that will
be used to communicate over the line, but because only basic parallel communication was
found to be used on available systems, implementation of other protocols was put off
until found to be necessary. The parallel port was implemented into the second generation
board, and although basic parallel communication does not require all of the pins to be
used, the lines were still physically connected to microcontroller ports in the case that
other protocols were to be implemented. For this, the chip used needed to have enough
digital in and out ports to accommodate the 25 pins on the DB-25 connector, the most

common connector used for parallel ports and the one that was to be used the NeuroHub.
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CEEEEFED Gl

\é@@@éooéoobo
©92200000000

o e )

Control Register

Figure 3: Picture of a male DB-25 connector and parallel port pinout.
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The reasoning for the inclusion of mentioned protocols and microcontroller
selection was stated above for the purpose of reasoning design decisions. The specifics of

development of these features will be described in the development section that follows.

3.2 Device Development and Implementation

After making the decision as to what the development environment and
microcontroller should be, the development of required features was begun. Initial
implementation was completed on a breadboard before committing to a design. The
printed circuit board was designed using CAD software, printed, and tested for
functionality after the chip was programmed. The device was then assembled into a

finished product.
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Software
Test: Recode

Firmware Assembly

Test: Reflash Test: Repair

Hardware
Test: Rework

Figure 4: Board bring-up cycle diagram.

The development of an entire electronic 