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Abstract. The goal of query expansion is to reduce the migmat
between documents and queries by expanding thg gsigrg words or
phrases with a similar meaning or some other $tigelation to the
set of relevant documents. One of the limitatiorith wuery expansion
techniques is that a query is often expanded omlythle linguistic
features of terms. To tackle this problem, we psepa novel semantic
guery expansion technigue that combines associatides with
ontologies and Natural Language Processing techaidDur technique
utilizes the association rule discovery to find da@andidate terms to
improve the retrieval performance. These candidsens are
automatically derived from collections and addeth®original query.
Our technique is differentiated from others in thatit utilizes the
semantics as well as linguistic properties of wtstmred text corpus,
2) it makes use of contextual properties of impuartarms discovered
by association rules, and 3) ontologies’ entryddesl to the query by
disambiguating word senses. Experiments conductad TREC
collections give encouraging results. We achievanfr13.41% to
32.39% improvement in term of P@20 and from 8.38%4.22% in
terms of F-measure with TREC ad hoc queries. Detadescriptions
of the experimental results are discussed in tperpa

1 Introduction

An Information Retrieval (IR) System consists afatabase, containing a number
of documents, an index, that associates each dotuiodts related terms, and a
matching mechanism, that maps the user's quengistomg of terms, to a set of



associated documents. A typical goal of an IR sydteto find a set of documents
containing information needed by searchers in fivengindexed database(s). In
processing queries that searchers formulate, thgeotional IR query languages
require the searcher to state precisely what theytwSearchers need to be able to
express their needs in terms of precise queri¢lefein Boolean form or natural
languages). However, due to searchers' lack of ledye in the search domain
(anomalous state of knowledge -- An anomaly instdte of knowledge, or lack of
knowledge, with respect to a problem faced), ayggntax formulated by searchers
often does not meet the searchers’ information siekd addition, a single-term-
query that a normal user formulates often retriewasy irrelevant articles as well as
fails to find hidden knowledge or relationshipsibdrin content of the articles.

To overcome this limitation with query formulatiomany IR systems provide
facilities for relevance feedback, with which séars can identify documents of
interest to them. IR systems can then use the kelgvassigned to these desired
documents to find other potentially relevant docnteeHowever, these IR systems
fail to distinguish among the attributes of theidks documents for their relative
importance to the searchers' needs.

With these issues in current Query Expansion (Q€hriques in mind, we
introduce a novel querying technique, called SeniBgr§@mbining association rules,
ontologies, and IR techniques to retrieve promistgaguments for information
retrieval. SemanQE has several unique strengthsatiier QE techniques. First, it
proposes a hybrid query expansion algorithm combinassociation rules with
ontologies and natural language processing techksigsecond, our technique
utilizes the semantic as well as linguistic projsrtof unstructured text corpus.
Third, our technigue makes use of contextual pta@serof important terms
discovered by association rules. To evaluate th€omeance of SemanQE, we
compare SemanQE with cosine similarity-based QEapDkBM25[11], and
SLIPPER[2]. Okapi BM25 is a powerful probabilistimery expansion technique
widely used in IR and SLIPPER is a rule-based AdmBdechnique. We also
investigate whether ontologies impact retrievafgrenance.

This paper makes the following contributions: (1fisT method utilizes the
semantic, as well as linguistic, properties of mndtred text corpus and thus our
system is able to expand queries based on indisaciciations embedded among the
terms. (2) Our method uses of contextual propediésportant terms discovered by
association rules. (3) With similarity-based woehse disambiguation technique,
ontologies’ entries are added to the query set\Wd)demonstrate the effectiveness
of our method through experiments conducted onbaetuwf TREC collections. We
achieve from 13.41% to 16.93% improvement in tefl@ @20 with TREC-5 ad hoc
gueries. With TREC-6 and TREC-7 ad hoc queries,obgerve from 24.18% to
32.39% improvements and from 17.85% to 21.51% ntiyaty in terms of P@20.
In terms of F-measure, we achieve from 8.39% t@2%. in terms of F-measure
with TREC-5, TREC-6, and TREC-7 ad hoc queries.

The remainder of paper consists of the followingptkers: Section 2 summarizes
the related work. Section 3 describes the overaliecture of SemanQE. Section 4
describes the evaluation. Section 5 concludesaperp



2 Reated Work

The quality of a query for an IR system has a dimapact on the success of the
search outcome. In fact, one of the most imporantrustrating tasks in IR is query
formulation [3]. Relevance feedback is a populad amdely accepted query
reformulation strategy. The main idea consists @éding important terms, or
expressions, attached to the documents that haerm identified as relevant by the
user, and of enhancing the importance of thesestémna new query formulation.
The expected effect is that the new query will beved towards the relevant
documents and away from the non-relevant ones.

Pseudo-relevance feedback methods improve retrigadibrmance on average
but the results are not as good as relevance fekdlmapseudo-relevance feedback,
problems arise when terms or phrases taken froomestto-be relevant documents
that are actually non-relevant are added to theyqeaising a drift in the focus of the
qguery. To tackle this issue, Mitra, et al. [9] inworated term co-occurrences to
estimate word correlation for refining the set otdments used in query expansion.

Mihalcea and Moldovan [8] found that using the ctdd passages from
documents for query expansion is effective in r@duthe number of inappropriate
feedback terms taken from non-relevant documendsn-Adesina and Jones [5]
applied document summarization to query expandionheir approach, only terms
present in the summarized documents are considereduery expansion. Lam-
Adesina and Jones adopted a summarization techbiaged on sentence-extracted
summaries that are found by scoring the sentencélei documents. The scoring
method is simply a sum of the scores gained bydhesummarization methods: 1)
Luhn’s keyword cluster, 2) title terms frequency,|8cation/header, and 4) query-
bias methods. Whereas their technique is basedrmptesmathematical properties of
terms, our techniques are information theory-basedell as mathematically solid.

Liu et al. [6] used noun phrases for query expansBpecifically, four types of
noun phrases were identified: proper names, datiophrases, simple phrases, and
complex phrases. A document has a phrase if altdh&ent words are in the phrase
within the defined window, and these documents thate matched phrases are
considered to be relevant. They also apply a siityilaneasure to select the content
words in the phrases to be positively correlateithécollection.

Latiri et al. [7] approached query expansion bysiering the term-document
relation as fuzzy binary relations. Their appro&zlextract fuzzy association rules
is based on the closure of an extended fuzzy Galomection, using different
semantics of term membership degrees.

Because we also investigate whether adding conéeptsWordNet to query sets
by SemanQE improves the retrieval performance, vieflyp survey some related
works to our approach. Liu et al. [6] add selecssionyms, hyponyms, and
compound words based on their word sense disarilwguchnique. Our approach
to word sense disambiguation is different in tha& aéisambiguate word sense by
similarity criteria between all the non-stopwordsn the synonyms and definitions
of the hyponym synsets and keyphrases extracted fhe retrieved documents.
Voorhees’ [14] used WordNet for adding synonymgjoéry terms whereas we use
WordNet to add synonyms and substantial hyponynthetop N ranked terms and
phrases.



3 TheSemantic Query Expansion System

In this section, we describe the semantic quergam®sipn system. In Section 3.1,
we present the system architecture of our semayiery expansion system. In
Section 3.2, we discuss the ontology used in odhode Finally, Section 3 explains
our semantic query expansion algorithm called Se@&t

3.1 The System Architecture

The system architecture of our semantic query esipansystem, SemanQE, is
illustrated in Fig. 1. SemanQE consists of threggomaomponents: 1) core
association rule-based query expansion 2) featleetton, and 3) ontologies-based
expansion components.
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Fig. 1. System ar chitecture of SemanQE

We use the Lemur IR system as a backend engirfgefornQE in that Lemur is
robust and achieves high accuracy in terms of giedil0]. Lemur is developed by
collaboration between the Computer Science Depattatehe University of
Massachusetts and the School of Computer Sciercaratgie Mellon University.
Lemur is designed to facilitate research in languagdeling and information
retrieval. The core association rule-based exparadgorithm is based on a well-
known Apiori algorithm [1]. The apriori algorithmah been widely used to mine
useful knowledge in large transaction databases.stipport of a set of items in a



transaction database is the fraction of all tramsas containing the itemset. An
itemset is called frequent if its support is greateequal to a user-specified support
threshold. An association rule is an implicatiorihe form X =>Y where X and Y
are disjoint itemsets. To apply association ruleing to our query expansion, we
assume that each document can be seen as a ti@msédte each separate word
inside can also be seen as items, represented rolgeto

The feature selection component processes the dgmuiments to select
important terms. In doing so, unimportant wordshsag functional words and stop
words are excluded. We applied TF*IDF techniquexwact important terms and
phrases. In addition, we applied a POS taggingniqdie to filter out less important
terms in terms of POS tags. TF*IDF was first pregmb by Salton and Buckley
[13]. It is a measure of importance of term in awdoent or class. Brill POS Tagger
is chosen for our POS tagger. Brill's techniqueris of the high quality POS tagging
techniques.

Ontologies component expands queries selectedtfieroore component.
WordNet is used as ontologies for our system. \Wiget of terms and phrases, we
first disambiguate word senses based on formulpgsed in Section 3.2. WordNet
is then referenced to find relevant entries seroaltyiand syntactically.

The outline of the approach described in Figure dsifollows:

Step 1. Starting with a set of user-provided sesthinces (the seed instance can
be quite small), our system retrieves a sample amfuthents from the backend
indexes via a search engine. At the initial stafj¢he overall document retrieval
process, we have no information about the docum#ras might be useful for
extraction. The only information we require abdug target answer sets is a set of
user-provided seed instances. We use some simgliéegu(just use the attribute
values of the initial seed instances) to extraet document sample of pre-defined
size from the search engine.

Step 2: On the retrieved document set, we parded@mment into sentences and
apply IR and natural language processing technitue®lect important terms and
phrases from the input documents.

Step 3: Applying a hybrid querying expansion altjori that combines
association rules and ontologies to derive queidegeted to match and retrieve
additional documents similar to the positive exasapl

Step 4: Reformulate queries based on the resuisepf 3 and query the search
engine again to retrieve the improved result seisihed to the initial queries.

Fig. 2 shows the how SemanQE works and what oittgenherates in each step.
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3.2 Ontologies

We adopted WordNet for ontologies of SemanQE. WetdN an online lexical
reference system in which English nouns, verbsectigdes and adverbs are
organized into synonym sets, each representing umterlying lexical concept.
Different relations link the synonym sets in WordNgarly results on sense-based
guery expansions were not encouraging [12, 13]. él@y more recent work [4]
analyzes the effect of expanding a query with WatdNynsets, in a "canned"”
experiment where all words are manually disambigglaOur usage of WordNet is
for retrieving the promising documents by expandopgeries syntactically and
semantically. We traverse WordNet hierarchy to fod the best entries for the
terms to be expanded.

A challenging problem with WordNet that we encounsethat there are multiple
senses of given a term. To tackle this problemjntreduce a straightforward Word
sense disambiguation technique, which is basediritasties between WordNet
phrases and the keyphrases extracted by our teshnlg WordNet, a group of
synonyms with the same meaning composes a “synge&.synsets are linked to
each other through relationships such as hyponggmernyms, and holonyms. If no
synsets are found for the given phrase, we traxdam in the synset list to find the
sysnet. For multiple synsets, all the non-stopwarscaptured from synonyms and
their descriptions, hyponyms and their descripticensd other relations for each
synset. These terms and phrases are then compétedhes keyphrase list by the
similarity functionSm(S).

M
Sm(S) = “
™) =3, maxw(p;)



Wherew(p;)) is the frequency of phragg if it occurs in a synset, S, and is 0
otherwise. The synset with the highest similaréue is chosen and synonyms from
the synset are added for query expansion.

3.3 The SemanQE Algorithm
In this section, we provide details of SemanQE rélgm. As shown in Table 1,

Table 1: Association Rule-based SemanQE Algorithm

(1) Retrieve initial results from Lemur based or tjueries provided by a
user
(2) Select important noun and phrases from RDiéwe#d documents) by
POS ad TF*IDF
(3) Apply Apriori to find all X->Y rules
For (i = 1; i < Size ofLi; i++) do
(4) Build Qi based on rules generated by Step 2.
(5) Apply Ontologies to expand Qi.
(6) Query Lemur with Q' constructed by Step 5
If hit count !=0
(7) Retrieve TREC records for information extraatio

SemanQE takes the user-provided queries to rettiewenitial set of documents
from Lemur. The general description of the algartis as follows: Once the data
were parsed, the important nouns and noun phrases extracted based on the
following two techniques: TF*IDF and Brill's Partf cSpeech (POS) tagging
technique [2]. After the important noun and noumapks are extracted, the Apriori
algorithm [1] is applied andSemanQE builds a seguéries based. Finally, we
applied ontologies to expand queries generatedsbycaation rules. As example of
the query is:

(Adult+AND+Antineopl astic+Combined+Chemother apy+Pr otocolstAND+Daca
rbazine)+NOT +raynaud

Lemur was then searched with the query construnyestep 4 and retrieve TREC
records. In the feature selection, important teamghrases are represented in the
following term x document matrix.

D =t t,,...t. (1)

Each document in the retrieved resull3, | consists of vector of selected terms or

phrases {;,,). The terms and phrases that exceed the threshelghcluded in the
vector as the input for semantic association rules.



4  Evaluation

We present the data collections used for the exgats, the experimental methods,
and the other QE techniques for comparison. TouatalSemanQE, we compare it
with two other query expansion techniques: 1) Gosimilarity-based, a traditional

IR technique for the vector space model, 2) SLIPP&Rile-based query expansion,
and 3) Okapi BM25, a probabilistic query expansid®erformance of these

techniques is measured by F-measure and P@20.ataaused for experiments are
retrieved from TREC via the Lemur search engine.

4.1 Data Callection

The Text Retrieval Conference (TREC) is sponsosetdbh the National Institute
of Standards and Technology (NIST) and U.S. Depamtrof Defense. NIST TREC
Document Databases (TREC data) are distributethéodevelopment and testing of
IR systems and related natural language processdsgarch. The document
collections consist of the full text of various repaper and newswire articles plus
government proceedings. The documents have beentasievelop a series of large
IR test collections known as the TREC collections.

Our method is evaluated using the TREC-5, TRECHg, BREC-7 ad hoc test
sets. The ad hoc task investigates the performaheystems that search a static
document collection using new query statements. dbeument set consists of
approximately 628,531 documents distributed onetf@®-ROM disks (TREC disks
2, 4, and 5) taken from the following sources: FabRegister (FR), Financial Times
(FT), Foreign Broadcast Information Service (FBIEbs Angeles Times (LAT),
Wall Street Journal, AP Newswire, and Informatimomi Computer Select disks.

The format of the documents on the TREC disksl&bealed bracketing expressed
with XML tags. The datasets on the disks have idahimajor structures but have
different local structures. Every document is betedl by <DOC>...</DOC> tags
and has a unigue document identifier, bracketedm®CNO>...</DOCNO> tags.

Tables 2, 3, and 4 show the statistics of recorolstained in three disks
respectively.

Table 2. Statistics of TREC Disk 5

Data Description Size of Dataset
Foreign broadcast information service Approx. 180,8ocuments
Approx. 470 MB
Los Angeles Times (from 1989 to 1990) Approx. D80, documents
Approx. 475 MB

Table 3. Statistics of TREC Disk 4

Data Description Size of Dataset
Congressional Record of 1&ongress Approx. 30,000 documents
Approx. 235 MB
Federal Register (1994) Approx. 55,000 documents
Approx. 395 MB




Financial Times (1992-1994) Approx. 210,000 docuisien
Approx. 565 MB

Table 4. Satisticsof TREC Disk 2

Data Description Size of Dataset
Wall Street Journal (1986-1989) Approx. 100,000uthoents
Approx. 255 MB
AP Newswire (1989) Approx. 85,000 documents

Approx. 248 MB

Information from Computer Select Approx. 75,000 documents
disks (Ziff-Davis Publishing) Approx. 188 MB

Federal Register (1988) Approx. 26,000 documents
Approx. 211 MB

~

4.2 Cosine Similarity M odel
There are a number of different ways to compute shmilarity between

documents such as cosine and correlation-basethstgni In our comparison, we
use the cosine similarity-based model which isavem IR technique in the vector
space model. In the case of cosine similarity, lwouments are thought of as two
vectors in them dimensional user-space. The similarity betweemtlsemeasured by
computing the cosine of the angle between these v@ators. Formally, in the
mxn ratings matrix in Fig. 2, similarity between iteinandj, denoted byim(i,j)
is given by

L o i Of 2)

sm (i, j)=cos(i,]) HTHZ* THZ

where “.”" denotes the dot-product of the two vegto

4.3 SLIPPER

We chose SLIPPER to compare the performance of 8@Ban generating
gueries. SLIPPER is an efficient rule-learning sggtwhich is based on confidence-
ruled boosting, a variant of AdaBoost [3]. SLIIPPE#rns concise rules such as
“protein AND interacts” --> Useful which shows that if a document contains both
term protein and term interacts, it is declaretb¢auseful. These classification rules
generated by SLIPPER are then translated into notige@ queries in the search
engine syntax. For instance, the above rule iskagéed into a query “protein AND
interacts.”
4.4 Okapi BM25
The Okapi BM25 probabilistic model was developedRmpertson [11] and has been
widely adopted in many experimental IR systems. @&M25 is based on the
following simple heuristics:

1) The more occurrences of a query term in a docuntieatmore likely it
is that the document is relevant.
2) A long document containing the same number of oecges of a query

term as a short one is less likely to be relevant.



The Okapi BM25 weighting function is a very welldan mathematical formulation
of these heuristics. The algorithms used in tlpeements are denoted as follows:
BM25: The standard Okapi BM25 formula is used as thelives

- -+ f
BM25= Zlog(N fit 0'5)><(K AT
0 f, +05 K+ 1y,

(4.1)

wheret is a term of query. f;is the number of occurrences of a particular tezross
the document collection that contaiNsdocuments andy, is the frequency of a
particular termt in documentd. K is ki((1-b)+b * Ly / AL .wherek; and b are
parameters set to 1.2 and 0.75, respectilglis the length of a particular document
andAL is the average document length.

4.5 Experimental Results

We conducted a set of experiments to measure thermpance of the four
techniques: 1) Cosine similarity, 2) SLIPPER, 3) B\i4) SemanQE-Base, and 5)
SemanQE-Ontologies. Because we are interested ethethontologies have positive
impact on the retrieval performance, we evaluateé®®)E in two different ways: 1)
SemanQE with ontologies and 2) SemanQE withoutlogies. Fig. 3 shows the
results of the performance among these four teclsigThe y-axis is F-measure. The
F-measure combines precision and recall to praaisiegle number measurement for
information extraction systems (3).

- _(b*+1)PR
b2P+R
where P is precision, R is recall, b=0 me#&nhs precision, b®o meansF =
recall, b=1 means recall and precision are equadiighted, b=0.5 means recall is
half as important as precision. b=2.0 means régalice as important as precision.
Becausep < P,R < 1, a larger value in the denominator means a smudkre

overall.

Table 5 shows the overall performance of the fdgorghms executing the query
set 1-5 on TREC 5 data. The results indicate theawements in precision at top
twenty ranks (P@20) of each algorithm comparedstprieceding algorithm. Among
the algorithms, SemanQE with Ontologies shows &t bnprovement among the
algorithms by achieving from 13.41% to 16.93% imt& of P@20.

Table5. Results for TREC 5 with Four Query Expansion Aitjons by P@20

Algorithm TREC 5
P@20
SLIPPER 27.17
Cosine similarity 31.52
Okapi BM25 32.94
SemanQE+base 33.68
SemanQE+Ontologies 33.98




As shown in Fig. 3, SemanQE-Ontologies outperfotimes other four techniques
from 8.39% to 9.72% better in F-measure in all fiegses with TREC 5. The second
best technique is SemanQE-base. The performantte &M25 technique is almost
equivalent to the SemanQE-base one, which is feltbviby cosine similarity.
SLIPPER turns out to be ranked fifth.
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Table 5 indicates the overall performance of ther falgorithms executing the
query set 10-15 on TREC 6 data. As shown in Tableebobserve the improvements
in precision at top twenty ranked response (P@2@aoh algorithm compared to its
preceding algorithm. SemanQE with Ontologies acsethe best performance and
outperforms by leading others from 24.09% to 32.38%er in terms of P@20.

Table 6. Results for TREC 6 with Four Query Expansion Aitjons by P@20

Algorithm TREC 6
P@20
SLIPPER 25.18
Cosine similarity 31.56
Okapi BM25 32.67
SemanQE+base 33.26
SemanQE+Ontologies 35.09




As shown in Fig. 4, the SemanQE-Ontologies methdgesforms the other four
techniques from 8.55% to 12.82% better in F-measuial five cases. The second
best technique is SemanQE-base. The performantte &M25 technique is almost
equivalent to the SemanQE-base one, which is feltbviby cosine similarity.
SLIPPER turns out to be ranked fifth.
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Fig. 4. Performance Comparisons among the Four Technmud&REC-6

As with TREC 5 and 6, the experimental resultscaig that the improvements in
precision at top twenty ranks (P@20) of each allgoriwith TREC-7 compared to its
preceding algorithm. Among the algorithms, Semanfh Ontologies in P@20
shows the best improvement among the algorithmsdhyeving from 17.85% to
21.51% improvement in terms of P@20.

Table 7. Results for TREC 7 with Four Query Expansion Aitjons by P@20

Algorithm TREC 5
P@20
SLIPPER 33.13
Cosine similarity 37.31
Okapi BM25 38.78
SemanQE+base 39.10
SemanQE+Ontologies 41.11




As shown in Fig. 5, the SemanQE-Ontologies metlkdokiter than the other four
techniques in terms of F-measure from 10.37%% t@2P4 in all five cases. The
performance of SemanQE-base and the BM25 techrageiealmost equivalent to
each other. Cosine similarity is ranked fourth &4PPER is last.
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Fig. 5. Performance Comparisons among the Four Technmu@REC-7

Overall, the results of the experiments show tham&QE combined with
ontologies achieve the best performance in botheRsore and P@20.

5 Conclusion

We proposed a novel effective query technique fdormation extraction, called
SemanQE. SemanQE is a hybrid QE technique thatam®#mantic association rules
to the information retrieval problem. Our approaahtomatically discovers the
characteristics of documents that are useful foraekion of a target entity. Using
these seed instances, our system retrieves a saimgteuments from the database.
Then we apply machine learning and informationigetl techniques to learn queries
that will tend to match additional useful documents

Our technique is different from other query expangiechniques in the following
aspects. First, it proposes a hybrid query exparaigorithm combining association
rules with ontologies and NLP techniques. Secomd,technique utilizes semantics
as well as linguistic properties of unstructured t®rpus. Third, the similarity-based
word sense disambiguation technique that we probissable to find the target sense
and add semantically related ontologies’ entriegjueries. Fourth, our technique



makes use of contextual properties of importaninsediscovered by association
rules.

We conducted a series of experiments to examinéheheur technique improves
the retrieval performance with TREC collections. Wempared our technique,
SemanQE+Ontologies with cosine similarity, SLIPPERapi BM25, and SemanQE
without Ontologies. The results show that SemanQiealOgies outperforms the
other four techniques from 8.39% to 14.22% betigierms of F-measure in all five
cases. In addition, in terms of P@20, the SemanQiot@pies method is
significantly better than other technique from 1340 32.39%.

As future studies, we will apply SemanQE to extrantity relations such as
protein-protein interactions. We are interested how SemanQE performs in
discovering novel connections among the disjoirterditures where indirect
connections exist among the segmented literature.
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