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ABSTRACT 

 

Influence of Structure and Surface Chemistry of Porous Carbon Electrodes on 

Supercapacitor Performance 

Boris Dyatkin 

Advisor: Professor Yury Gogotsi 

 

Electrochemical double layer capacitors, which rely on electrosorption of ions in 

nanostructured carbon electrodes, can supplement or even replace traditional batteries in 

energy harvesting and storage applications. While supercapacitors offer > 10 kW/kg 

power densities, their ~5 Wh/kg energy densities are insufficient for many automotive 

and grid storage applications. Most prior efforts have focused on novel high-performing 

ionic liquid electrolytes and porous carbons with tunable pore diameters and high specific 

surface areas. However, existing research lacks fundamental understanding of the 

influence of surface heterogeneity and disorder, such as graphitic defects and functional 

groups, on key electrosorption properties at electrode-electrolyte interfaces. These 

interactions significantly impact charge accumulation densities, ion transport 

mechanisms, and electrolyte breakdown processes. Subsequently, they must be 

investigated to optimize ion screening, charge mobilities, and operating voltage windows 

of the devices.  

The research in this dissertation examined the influence of surface functional groups 

and structural ordering on capacitance, electrosorption dynamics, and electrochemical 

stability of external and internal surface of carbon electrodes. High-temperature vacuum 

annealing, air oxidation, hydrogenation, and amination were used to tune pore surface 

compositions and decouple key structural and chemical properties of carbide-derived 

carbons. The approach combined materials characterization by a variety of techniques, 

neutron scattering studies of ion dynamics, electrochemical testing, and MD simulations 
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to investigate the fundamental intermolecular interactions and dynamics of ions 

electrosorption in different pore architectures and on planar graphene surfaces. Contrary 

to expected results and existing theories, defect removal via defunctionalization and 

graphitization decreased capacitance. Hydrogenated surfaces benefitted electrosorption, 

while oxygen-containing groups, which increased the wettability and ionophilicity of 

electrodes, positively impacted capacitance by decreasing ion densities in confined pores 

and improving electrolyte diffusion. The influence of surface defects strongly depended 

on ion properties, carbon particle size and internal-to-external surface ratio, porosity, and 

ion confinement. These fundamental concepts were applied to several energy storage 

systems, including high-performance coarse-grained and core-shell carbide derived 

carbon electrodes, a novel in situ spectroelectrochemical analysis method, and design of 

an environmentally benign “green” supercapacitor.  
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CHAPTER 1: BACKGROUND AND LITERATURE SURVEY 

 

 

1.1 Introduction to Electrical Energy Storage 

As the Earth’s population approaches 8 billion habitants, our society exponentially 

demands increased energy sources to fit our needs.  Consumption has risen from 7 to 30 

quadrillion watt-hours in the United States over the last 70 years.[1] A large percentage 

of this energy is now needed to power remote, off-the-grid devices. These vary greatly in 

scale and function: from microelectronics and nanoscale sensors to mobile phones to 

automobiles and large aircraft, consumers demand greater functionality, reliability, and 

operating capabilities. As soon as a new electric car or laptop enters the market, 

performance differentiators typically include: how long can it operate without 

recharging? How much does it cost? How heavy is it? How quickly can it accelerate or 

perform complex functions? These considerations include hand-held devices, 

transportation networks, industrial applications, and military systems. Subsequently, 

energy storage technology must improve in the interest of economic growth, improved 

information exchange, higher quality of life, and stronger national security. 

Improved energy storage devices are an important component of our pathway to 

improved sustainability. The key metrics are summarized in Fig. 1.1. The United States 

currently derives most of its energy from non-renewable sources, such as hydrocarbons 

(39% coal, 27% natural gas, and 1% oil) and nuclear materials (19%).[1] These resources 

are finite, and many economic indicators and market analysts predict fierce competition 

for them in the near future. Population increase (and corresponding energy use) is closely 

tied to CO2 release into the atmosphere – a greenhouse gas and contributor to global 

climate change. Although this provides a strong incentive for efficient use of generated 
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energy, demands vary (by as much as 400%) during regular operation and pose undue 

strain on our aging power distribution grid. 

 
Figure 2.1. a) Correlation between energy consumption and CO2 emission for a rising 

world population.[2]
1
 b) Energy loads on a power grid of a typical modernized town 

during different years.[2] c) Breakdown of electricity generation sources for the United 

States for 2014, adapted from Ref. [1]. d) Breakdown of consumption of energy by 

technology sector for the United States in 2009, from Ref. [1]. 
 

One of the key elements to national energy independence includes greater use of 

renewable energy resources, including wind turbines and photovoltaic cells. It is a widely 

recognized goal; even the Department of Defense includes environmentally sustainable 

approaches in its operations plan.[3] Although these “green” alternatives allow better off-

the-grid operations and reduce overall demand, they introduce greater day-to-day 

variability and require reserve storage banks. Those only hold 2.5% of energy produced 

                                                           
1 Reprinted by permission from Macmillan Publishers Ltd: Nature Chemistry (Ref. [2]), copyright 2015. 
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annually in the U.S., primarily in the form of pumped water for hydroelectric 

generation.[4] Although a number of other solutions, such as flywheels, thermoelectric 

generators, and electrolyzers are being considered, electrochemical energy storage 

devices offer an optimal combination of scalability, cost, and energy and power density. 

These include batteries (both solid state and flow systems), fuel cells, electrolytic 

capacitors, and electrochemical capacitors. Although they only provide a solution to the 

energy storage problem (and not energy generation), they improve operating efficiencies 

of devices at all scales and allow a smarter, more nimble nationwide electric grid design. 

Novel materials will improve operating capabilities of these devices. The most 

common metrics are energy (measured in Wh kg
-1

) and power densities (measured in kW 

kg
-1

), which, respectively, measure the total amount of stored energy and the maximum 

rate at which it can be effectively stored or released.[5] They are normalized by mass 

(gravimetric) or volume (volumetric) of the electrodes or total systems. Fig. 1.2 shows 

the Ragone plot that compares the power and energy tradeoffs. 

 
Figure 1.2. Specific power and energy comparisons.[5]

2
 

                                                           
2 Reprinted by permission from Macmillan Publishers Ltd: Nature Materials (Ref. [5]), copyright 2008. 
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In addition to maximizing specific energy and power capabilities of energy storage 

materials, research efforts aim to improve their cyclabilities and reliabilities. Energy 

storage systems must accommodate the full life of devices, which have very divergent 

demands, in which they are implemented. They must operate efficiently and pose 

minimal flammability and explosion hazards. Certain applications require extreme 

temperature ranges (-100 ºC ↔ 200 ºC) and, in certain military applications, minimal 

heat generation signatures. Energy storage materials must implement environmentally 

benign alternatives that minimize the impact of the entire energy generation cycle. 

Component synthesis, use, and disposal must minimize electronic waste and greenhouse 

gas emissions. Most importantly, novel energy storage materials must reduce cost of 

precursors and synthesis to improve their accessibility and widespread implementation.  

Electrical energy storage alternatives are typically grouped by charge transfer 

systems, including most batteries and pseudocapacitive systems, and charge 

accumulation systems, which involve charge or ion electrosorption on electrode surfaces 

of capacitors. Table 1.1 summarizes cost and performance comparisons of common 

Faradaic and non-Faradaic systems. This dissertation primarily focuses on a fundamental 

investigation of electrochemical capacitors, but the concepts that it discusses are 

applicable in development efforts for energy storage systems in a broad range of energy 

storage applications, including hybrid utility vehicles, grid storage banks, public 

transportation, and standalone street lighting systems. 
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Table 1.1. Comparison of performance metrics and costs of electrical energy storage 

technologies. Adapted from Ref. [6]. 
Technology Energy 

density 
(Wh/kg) 

Recovery 

Efficiency 
(%) 

Development Capital cost 

(€/kW) 

Advantages Disadvantages 

Supercapacitors 0.1 – 5 85-98 Developing 200-1000 Long cycle life, 

efficiency 

Low energy density, 

toxic compounds 

Nickel batteries 20-120 60-91 Available 200-750 High power and energy 
density, efficiency 

Highly toxic 

Lithium 

batteries 

80-150 60-95 Available 150-250 High power and energy 

density, efficiency 

High cost, difficult 

production, recycling 
issues 

Lead-acid 

batteries 

24-45 75 Available 50-150 Low cost Environmental 

concerns 
Zn-Br flow 

battery 

37 50 Early 

commercialization 

900 High capacity Low energy density 

Metal air 
battery 

110-420 > 86 Developing - High energy density, 
low cost, 

environmentally benign 

Poor recharge 
ability, short lifetime 

Na-S battery 150-240  Available 170 High energy density, 
efficiency 

High cost, recycling 
difficulties 

 

1.2 Electrochemical Capacitors: Fundamental Theory and Key Advantages 

General Electric was the first entity to patent a concept for an electrochemical 

capacitor, which is also referred to as an electric double layer capacitor (EDLC) and 

supercapacitor (Becker et. al., U.S. Patent 2 800 616), in 1957.[7] It covered a simple 

design of a crude porous charcoal electrode and an aqueous electrolyte. The specific 

charge mechanism was unclear at the time, and only a 1966 SOHIO patent established 

the electrical double layer (at the electrode-electrolyte interface) as the primary charge 

mechanism.  NEC licensed the technology in 1971, and companies such as Maxwell, 

Dynacap, Nesscap, and Skeleton Tech have also commercialized supercapacitors,[8] and 

the entire market is expected to exceed $382 million in 2015.[9] They continue to attract 

scientific interest: since 2000, over 7100 publications have explored this technology.  

The classical view of the charge storage mechanism of EDLCs resembles that of the 

traditional capacitor. In the latter, charge accumulates at two parallel plates with vacuum 

or a strong dielectric in the middle. Charge is driven by an applied voltage (V) through an 

electric circuit. The total capacitance is determined using (Eq. 1.1) below: 
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𝑪 = 
𝜺𝒓𝜺𝟎𝑨

𝒅
                                                          (1.1) 

The capacitance (C) is dependent on the permittivity of free space and the dielectric 

(εr and ε0) and the cross-sectional area of the parallel plates (A), and it is inversely 

dependent on the separation distance between the plates (d). The total capacitance, as 

measured in Farads (F), correlates charge (Q) with applied voltage (Eq. 1.2): 

𝑪 =
𝑸

𝑽
                                                             (1.2) 

To maximize C, capacitors may maximize the area of the parallel plates, increase 

dielectric strength, and minimize plate separation. Since the device rapidly accumulates 

electrons under an applied electric field, its charge/discharge time is in the 10
-6

 – 10
-3

 

second range. However, even in concentric tubular arrangements, parallel plates cannot 

reach high surface areas (not even 1 m
2
), and even high-k dielectrics typically do not 

exceed the permittivity of vacuum by more than a factor of ~25-50.[10] Subsequently, 

although traditional capacitors may offer high power densities (» 10,000 W kg
-1

), most 

devices can store 10
-6

 F – 10
-12

 F and have a 0.1 Wh kg
-1

 threshold.[8] Although 

traditional capacitors are usable in many power management systems, especially those 

that require rapid current bursts, they cannot function as standalone energy sources. 

Electric double layer capacitors similarly rely on charge accumulation at electrodes 

under applied potentials. However, electrodes are typically highly porous with high 

specific surface areas (SSAs): 100 – 3,000 m
2
 g

-1
. Furthermore, instead of vacuum or a 

dielectric, an electrolyte with cations (+) and anions (–) occupies the space between the 

electrodes. When voltage is applied across the EDLC, electrons travel across the circuit 

to accumulate at the negative electrode and give each electrode a surface potential (Ψ). 

To balance them out and maintain overall device charge neutrality, ions and counterions 



7 

 

assemble into organized layers at electrode surfaces. Subsequently, the separation 

thickness more appropriately describes the distance between the electrode surface and the 

electrostatically adsorbed (electrosorbed) ions. It is typically in the range of 1-50 

picometers, and, along with greater SSA, substantially increases the capacitance of 

EDLCs as compared to traditional capacitors.[11] However, Eq. 1.1 does not directly 

translate to properties of the ionic double layer and is not practically used to evaluate its 

key properties. 

The most conventional ion double layer model involves the Stern model, which 

combines a dense monolayer of ions (the Helmholtz layer) at the fluid-solid interface 

(FSI) and a diffuse layer of ions and counterions (the Gouy-Chapman layer). The outer 

layer acts to screen the inner, dense layer and is more mobile under the influence of self-

diffusion and electrostatic forces between ions and counterions. Different, oscillating 

gradations of co-ions and counterions screen preceding layers and reach the 

electrochemically neutral point between two electrodes. Since the strength and charge 

concentration of each layer is different, the electrical double layer does not preserve 

electroneutrality.  The total capacitance (CT) of an EDLC is, therefore, the series sum of 

Helmholtz layer (CH) and the diffuse layer (Cdl) contributions (Eq. 1.3): 

𝟏

𝑪𝑻
=

𝟏

𝑪𝑯
+

𝟏

𝑪𝒅𝒍
                                                 (1.3) 

Although initial double layer models simplified ions as point charges, recent efforts 

have incorporated ion finite sizes into mean-field approximations to correlate ion 

densities with applied potentials. The modified Poisson-Boltzmann (MPB) model, which 

assumes a binary and symmetric electrolyte, is described in the simplest form by 

Bikerman’s equation (Eq. 1.4) for the diffuse layer: 
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𝛁 ∙ (𝝐𝟎𝝐𝒓𝛁𝝍) =  
𝟐𝒛𝒆𝑵𝑨𝒄∞ 𝐬𝐢𝐧𝐡(

𝒛𝒆𝝍

𝒌𝑩𝑻
)

𝟏+𝟒𝑵𝑨𝒂𝟑𝒄∞ 𝐬𝐢𝐧𝐡𝟐(
𝒛𝒆𝝍

𝒌𝑩𝑻
)
                                 (1.4) 

The equation denotes ε0 and εr as the permittivities of the free space (8.854∙10
-12

 F m
-

1
) and the electrolyte solution, kB as the Boltzmann constant (1.38∙10

-23
 J K

-1
), e as the 

elementary charge (1.602∙10
-19

 C), NA as the Avogadro number (6.02∙10
23

 mol
-1

), T as the 

temperature, and c∞ as the bulk ion concentration.[12] The specific ion concentration as a 

function of at a given distance (r) from the electrode is governed by Eq. 1.5: 

 𝒄𝒊(𝒓) =  
𝒄∞ 𝐞𝐱𝐩(

−𝒛𝒊𝒆𝝍(𝒓)

𝒌𝑩𝑻
)

𝟏+𝟒𝑵𝑨𝒂𝟑𝒄∞ 𝐬𝐢𝐧𝐡𝟐(
𝒛𝒊𝒆𝝍(𝒓)

𝒌𝑩𝑻
)
   for ion (i = 1) and counterion (i = 2)       (1.5) 

For a porous electrode (with pore radius R0), the boundary condition at the 

Stern/diffuse layer interface (Cs
St

) assumes a Helmholtz layer with a thickness H and is 

expressed as a function of local electric field (EH) in Eq. 1.6: 

𝝐𝟎𝝐𝒓(𝑬𝑯)𝛁𝝍
𝒓𝑯

𝑹𝟎+𝑯
= 𝑪𝒔

𝑺𝒕(
𝑹𝟎

𝑹𝟎+𝑯
)𝒑[𝝍𝒔 −𝝍(𝒓𝑯)]                          (1.6) 

The planar electrode capacitance assumes a thickness that is approximately equal to 

the Debye length of λD = √(ϵ0ϵrkBT/2e
2z2NAc∞) with ion packing parameter defined 

as vp = 2a
3NAc∞. The areal (normalized by SSA) capacitance for planar electrodes (Cs) 

is defined by Eq. 1.7: 

𝟏

𝑪𝒔
=

𝒂

𝟐𝝐𝟎𝝐𝒓
+

𝝍𝑫

𝟐𝒛𝒆𝑵𝑨𝒄∞𝛌𝐃
× {

𝟐

𝒗𝒑
𝐥𝐧 (𝟏 + 𝟐𝒗𝒑 𝐬𝐢𝐧𝐡

𝟐(
𝒛𝒆𝝍𝑫

𝟐𝐤𝐁𝐓
))}

−𝟏/𝟐

          (1.7) 

The structure of the double layer and its implementation in a symmetrical EDLC is 

shown in Fig. 1.3. Classical calculations and novel molecular dynamics show that both 

ions and counterions contribute to the charge screening layer at each electrode.[13] 

Subsequently, accurate simulations and experimental results must consider the sizes of 
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ions, presence and properties of solvent molecules, and their localized electrostatic 

interactions with both the electrode surfaces and with corresponding electrolyte species. 

 
Figure 3.3. a) The model representation of electrical double layer at a positively charged 

electrode.[12]
3
 b) Schematic of a symmetrical EDLC in a charged state.[8]

4
 c) Molecular 

Dynamics (MD) simulation of a charged cell between two carbon electrodes (blue) with 

positive cations (red) and negative anions (green).[13] 
5
 

 

In a two-electrode configuration, each electrode acts as a capacitor in series, so that 

the total capacitance of the system (CT) is defined as the sum of the working electrode 

(CWE, typically measured using electrochemical techniques) and the counter electrode 

(CCE, acts to balance charge) with Eq. 1.8:[14] 

𝟏

𝑪𝑻
=

𝟏

𝑪𝑾𝑬
+

𝟏

𝑪𝑪𝑬
                                                            (1.8) 

                                                           
3 Reproduced with permission from J. Electrochem. Soc. (Ref. [12]). Copyright 2015, The Electrochemical Society. 
4 Reprinted from Ref. [8], Copyright 2006, with permission from Elsevier. 
5 Reprinted by permission from Macmillan Publishers Ltd: Nature Materials (Ref. [13]), copyright 2012. 
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The EDLC’s total stored energy (E) depends on the capacitance of the system (C) and 

the applied voltage (V) across the system (Eq. 1.9): 

𝑬 =  
𝟏

𝟐
𝑪𝑽𝟐                                                         (1.9) 

The specific power density of the system (P) depends on the applied voltage and 

electrical resistance of the EDLC (R), as defined using Eq. 1.10: 

𝑷 =  
𝟏

𝟒𝑹
𝑽𝟐                                                            (1.10) 

These relationships further underscore the importance of applied electric potential 

across the device, as increases in operating voltage windows exponentially increase both 

energy and power densities. At the same time, EDLC energy and power densities benefit 

from greater charge storage densities (higher capacitance) and lower resistance 

contributions from electrodes and electrolytes.  

The porous electrode structure adds some complexity to the assumed model of 

capacitance and charge dynamics in a typical EDLC. This pore network system is 

typically approximated as a transmission line model;[15] each pore “capacitor” acts as a 

resistor and in parallel with a capacitor.[16] Subsequently, EDLCs feature an RC constant 

(τ = time constant) that is calculated using Eq. 1.11:  

𝝉 = 𝑹 ∙ 𝑪 =  
𝛌𝐃𝑳

(𝑫𝟏+𝑫𝟐)/𝟐
                                                   (1.11) 

The constant approximates the time to charge or discharge a capacitor to 68% of its 

total density given equilibrium conditions and is affected by diffusion constants (D1: 

across the EDL; D2: from one electrode to the other) and mobility lengths (L) of the 

individual ions.[12] To produce a desired high surface area, various forms of carbon 

allotropes are typically implemented as electrodes. These materials are very lightweight, 
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electrically conductive, and customizable for different electrolytes and geometric EDLC 

configurations. They are discussed in section 1.3. 

 The conventional structure of an EDLC is shown in Fig. 1.4. The supercapacitor 

typically features a porous, electrically insulating separator between the two 

electrodes.[17] This system compresses into a smaller volume and reduces bulk diffusion 

limitations. The separator is often composed of PTFE, polypropylene, a surfactant-coated 

polymer, or cellulose-based fibers.[18] Each electrode is attached to an electrically 

conductive current collector (typically a metal), which transfers charge from the positive 

electrode to the negative one through the electric circuit.[19]  

 
Figure 1.4. a) Cross-sectional diagram of a typical porous carbon supercapacitor. b) 

Cylindrical cell that is the conventional commercial configuration for most EDLCs.[5] c) 

Schematic of assembly of a porous carbon electrode film, with a current collector and 

separator, which is rolled into the cylindrical cell.[5]
6
 

 

Traditional, basic supercapacitor electrolytes had implemented a binary salt dissolved 

in a solvent. Recent advances have also reported gel and solid electrolytes in unique 

EDLC configurations.[20,21] Most prior studies have used aqueous (solvated in H2O) 

electrolytes: [H
+
][HSO4

-
] (sulfuric acid), [Na

+
][Cl

-
] (sodium chloride), 2[Na

+
][SO4

2-
] 

(sodium sulfate), and [K
+
][OH

-
] (potassium hydroxide) were most prevalent in 

measurements and computational simulations. All of these have different ionic diameters 

([Na
+
] < [K

+
] < [SO4

2-
]), and different solvation shells: hydrated sodium cations are 3.59 

                                                           
6 Reprinted by permission from Macmillan Publishers Ltd: Nature Materials (Ref. [5]), copyright 2008. 
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Å in diameter, potassium cations have a 3.34 Å diameter, and sulfate anions are 7.33 Å in 

diameter.[22] The size of the individual ion radii and their intermolecular interactions 

with water determine the hydration number and solvation shell(s) of H2O around each 

ion. Although they provide high capacitance and rate handling abilities, their operating 

electrochemical window is limited by 1.23 V: H2O begins to split into H2 (g) and O2 (g) 

and irreversibly degrade electrosorption at that threshold.[23] Nevertheless, aqueous 

electrolytes remain inexpensive and non-toxic electrolyte alternatives, and companies 

such as Aquion Energy implement them in commercial products. 

More recent designs have shifted to organic salts and solvents with larger 

electrochemical stability windows. The most common salts use quaternary ammonium 

cations, such as tetraethylammonium ([C8H20N
+
] or [NEt4

+
]), and [BF4

-
] or [PF6

-
] anions. 

They dissolve in acetonitrile (CH3CN) or propylene carbonate (C4H6O3). The desolvated 

[NEt4
+
]’s diameter is 6.7 Å (13 Å solvated), and [BF4

-
]’s diameter is 4.8 Å (11.6 Å 

solvated).[24] These electrolytes offer a stable operating voltage window up to ~2.5-2.7 

V. At higher potentials, ethane elimination (of the alkylammonium cation via Hoffman 

pathway), hydrolysis of [BF4
-
] to HF and boric acid derivatives, and other reactions all 

perpetuate electrochemical breakdown.[25] Furthermore, as with aqueous electrolytes, 

organic solvents set a relatively narrow operating range: neither electrolyte can operate 

below ~ –10 ºC ↔ 0 ºC and above +85 ºC ↔ +120 ºC or under vacuum conditions.[26] 

In the past few decades, research has increasingly explored organic salts with poor 

coordination at room temperature that remain liquid at room temperature without any 

solvent. They are commonly known as ionic liquids (ILs) or room-temperature ionic 

liquids (RTILs). Numerous ionic liquids have been successfully developed for different 
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industrial processes. Cations in electrochemical electrolytes often include imidazolium, 

pyridinium, or pyrrolidinum rings with attached alkyl groups; typical anions include 

[BF4
-
], [PF6

-
], and [TFSI

-
]([NS2O4C2F6

-
]). Although most prior work assumed a coarse-

grained approach and simplified their structures to point charges or spherical molecules, 

RTIL charges have complex molecular structures and ellipsoid shapes (Fig. 1.5). The size 

of 1-ethyl-3-methylimidazolium ([EMIm
+
], one of the most common cations, is 8.5 Å x 

5.5 Å x 2.8 Å (158 Å
3
 volume),[27] and bis(trifluoromethylsulfonyl)imide ([TFSI

-
]) is 

10.9 Å x 5.1 Å x 4.7 Å (224 Å
3
 volume).[28] Although the neat (solvent-free) RTILs 

have greater theoretical electrochemical stability (~ 4.0 – 5.2 V)[23] and operating 

temperature range (–80 ºC ↔ +120 ºC)[29,30] than organic or aqueous solvated systems, 

they are denser and more viscous.[31] Even without a solvent, they still have solvation 

shells of co-ions and counterions around each ion. For [EMIm
+
][TFSI

-
], the first 

solvation shell around a cation is 13 Å and the second solvation shell is 17 Å in diameter. 

The parabolic dependence of energy densities on electrochemical stability windows is 

shown in Fig. 1.5. All electrolytes and solvents have unique dimensions, molecular 

structures, and local dipole moments. These interactions are sufficiently strong to interact 

with electrode surfaces and influence charge accumulation and stability at the solid-

electrolyte interface. Furthermore, organic molecules feature long tails, such as sulfone 

groups and alkyl chains (n = 2, 4, 6, 8, etc.) that influence steric limitations of their 

mobilities in confined pores.   
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Figure 1.5. a) Voltage vs. energy density relationship and schematics of aqueous 

(Na2SO4), organic ([NEt4
+
][BF4

-
] in CH3CN), and [EMIm

+
][TFSI

-
] ionic liquid 

electrolytes. b) Atomic partial charges around [EMIm
+
], [TFSI

-
], and CH3CN.[28]

7
  

 

The ion electrosorption charge mechanism of supercapacitors gives them several 

performance advantages over conventional batteries with Faradaic storage mechanisms. 

The latter, as in the sample case of Li-ion batteries (LIBs), implement graphite anodes 

and metal oxide cathodes (such as LiCoO2), along with lithium salts (typically LiPF6, 

LiTFSI, or LiBF4) electrolytes.[32] Single cells typically operate at 3.6 V and can store 

700 to 2400 mAh per cell. The LiCoO2 cathode has a theoretical gravimetric capacity of 

274 mAh g
-1

  (140 mAh g
-1

 practical), while the anode is capable of storing up to 372 

mAh g
-1

 (300-320 mAh g
-1

 practical).[33] However, the [Li
+
] shutting and anode 

intercalation process is much slower than electrostatic ion exchange in EDLCs. 

Consequently, while power densities of batteries do not exceed 1 kW kg
-1

, 

supercapacitors offer 0.5 – 10 kW kg
-1

. EDLCs can recharge in 0.5 – 60 seconds, whereas 

batteries typically require 1-5 hours. Battery modules are typically overloaded (more 

batteries than needed are connected in a network) to compensate for low output rates and 

add unnecessary weight and cost.[8] The cycle life of LIBs is limited by electrode 

stability and the solid-electrolyte interface (SEI) layer, which are both prone to 

                                                           
7 Reproduced from Ref. [28] with permission of The Royal Society of Chemistry. 
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exfoliation, degradation, short-circuiting, and breakdown after 1,000 cycles. On the other 

hand, supercapacitors can charge/discharge over 1,000,000 times and typically exceed the 

lifetimes of the devices that they power. Electrosorption efficiency is not limited by 

thermodynamics and kinetics of phase reactions of ion intercalation, and EDLCs operate 

without swelling or generating heat. [8,34,35] 

Despite these key advantages, electrochemical capacitors suffer a critical setback: 

they offer 90% smaller energy densities than their Faradaic energy storage systems. From 

a thermodynamic perspective, charge transfer is more energy-dense than electrostatic 

accumulation. Capacitance strongly depends on the accessible surface area; the highest 

theoretical SSA is 2,630 m
2
 g

-1
 of graphene (discussed in section 1.3), and its highest 

attainable capacitance (Csp) is ~46 µF cm
-2

.[36] No commercial devices currently operate 

above 2.7 V; this limits the energy density of EDLCs to ~8 Wh kg
-1

.[34] Modules daisy-

chain multiple supercapacitors in series and, subsequently, downgrade their power and 

energy densities. Electrodes with high surface areas and optimal pore structures typically 

implement expensive nanostructured carbons. Finally, many electrolytes, separators, and 

other device components are inherently toxic and unsafe to dispose or incinerate at the 

end of their usable life.[2,37,38] Future research efforts must holistically address these 

drawbacks, from fundamental electrosorption mechanisms to macroscale environmental 

sustainability, to facilitate broader implementation of electrochemical capacitors. 

 

1.3 Porous Carbon Material Electrodes 

Carbon electrodes are grouped into two main categories: porous (internal surface) and 

non-porous (external surface) materials. The most basic form of a non-porous, planar 
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electrode is graphene, which was first reported in 2004.[39] The structure is a sheet of 

sp
2
-bonded carbon benzene rings and is mostly flat (with slight wrinkling). The π-π 

bonding nature of the material aligns its k-space Dirac cones to make the material a zero-

bandgap semiconductor. Subsequently, it showcases near-metallic conductivity under an 

applied potential and a sufficiently high carrier density.[40] In addition to offering 

exceptionally high mechanical, electrochemical, and thermal stabilities, the single-sheet 

material offers a high theoretical SSA: 2,630 m
2
 g

-1
.[41]  Owing to its idealized structure 

and high conductivity, graphene often acts the model electrode for molecular dynamics 

(MD) and density functional theory (DFT) simulations of charge accumulation and 

dynamics on its surface.[42] Single-layer graphene is produced via various mechanical or 

chemical exfoliation methods or via chemical vapor deposition. These approaches are 

expensive and difficult to scale up for commercialization. Furthermore, although single-

layer graphene offers a Csp of > 80 µF cm
-2

 (> 200 F g
-1

),[43] it does not have sufficient 

areal capacitance to power any practical device. Other, scalable graphene synthesis 

approaches typically use thermal or chemical reduction of graphite oxide and further 

increase SSA with KOH activation.[44-46] The resulting electrodes, while still planar, 

feature few stacked layers (2-50) and an SSA in the 200 – 3,100 m
2
 g

-1
 range. Although 

most models have, to date, overlooked the differences between edge and planar sites, the 

former are more reactive; this 1) makes them more susceptible to chemical modifications 

and 2) influences the dynamics and electrosorption densities of ions in supercapacitors. 

In addition to graphene, other external surface allotropes of carbon offer high 

capacitance and power densities as supercapacitor electrodes. Carbon nanotubes (CNTs), 

especially as vertically aligned arrays on metallic current collector substrates, are highly 
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conductive electrodes with 100-200 m
2
 g

-1
 SSA.[29,47] They are also often used in MD 

simulations as models of cylindrical pores, and various computational approaches have 

calculated ion[48] and molecule[49] adsorption both inside and outside of these 

structures. In actuality, there is no current clear consensus of whether charges actually 

enter nanotubes or just use the external surface; inner diameter dimensions (~1-10 nm), 

end caps, and any defects alongside the length[50] are important factors.[51] Other 

external surface carbon allotropes include carbon black (CB) powders, which are 

polycrystalline nanoparticles (~30 nm diameter) with 75-200 m
2
 g

-1
 SSAs.[52] Spherical 

onion-like carbons (OLCs),[53] which are concentric fullerene structures (5-10 nm 

diameter), are produced via thermal treatments (vacuum annealing or laser heating) from 

nanodiamond precursors, offer 200-500 m
2
 g

-1
.[54] External surface carbons offer highly 

graphitized, electrically conductive electrodes that may be used as either standalone 

electrodes or conductive additives in conjunction with larger, disordered porous carbons 

(described below). Although external surface carbons exhibit inherently smaller SSAs 

(and smaller Csp) than their porous counterparts, they do not confine ions in narrow pores. 

This critical difference minimizes ionic resistance (through bulk to electrode interface) 

and maximizes power densities of non-porous electrodes.   

Internal surface carbons are a family of particles (20 nm – 100+ µm diameter) with 

nanostructured micropores (dav < 2 nm), mesopores (2 nm < dav < 50 nm), or macropores 

(dav > 50 nm).[55] The pores are typically in the form of branched porous architectures 

inside of particles. Subsequently, internal pore systems offer greater specific surface 

areas (500 – 3,100 m
2
 g

-1
). Most of these carbons are semi-amorphous and feature 

heterogeneous mixtures of sp
2
/sp

3
 bonding and polycrystalline graphitic domains.[56] 
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The most common porous material is activated carbon (AC), which is produced via 

chemical (CO2 or H2O treatment at 800-900 ºC) or physical activation of carbonaceous 

materials (peat bog, phenolic resin, wood char, etc.).[57] Coconut shell precursors yield 

over 1,500 m
2
 g

-1
 and nanostructured, well-ordered porosities (dav ≈ 0.8 nm). Other 

chemical processes, such as air,[58] acid (H2SO4 or HNO3),[59] and KOH activation[44] 

may further activate materials (including non-porous carbons described above) and 

maximize the prevalence of micropores. Templated mesoporous carbons, which are 

typically synthesized from silica templates and involve carbonization of various 

precursors, yield more monodisperse pores but are typically more expensive.[60] Carbide 

derived carbons (CDCs), which are synthesized via chemical etching of carbides, offer a 

highly tunable route to nanostructured internal surface electrodes with well-defined 

porosities and customizable graphitic structure.[61] Their structure, which is a key 

element of this dissertation, is described in greater detail in section 1.4 of this chapter.  

Schematics of basic porous and non-porous electrodes and electrosorbed charges in 

each are shown in Fig. 1.6. Most internal and external surface materials are in the forms 

of powders. They mix with polymer binders, conductive additives (if needed), and 

assemble into freestanding electrode films (0.05 – 0.25 mm thick) using mechanical 

rolling and pressing. They can also be screen-printed or drop cast onto current collectors 

(like LIBs). Certain electrodes are synthesized as thin films (< 100 nm thick) or as bulk 

monoliths (> 1 mm) and can be directly transferred into cells. Suspension electrodes 

resemble redox flow batteries and rely on carbon-electrolyte slurries for grid-scale energy 

storage modules.[62] Finally, activated carbon fibers interweave, combine into elastic 

structures, and seamlessly integrate into textiles and flexible devices.[63] In practical 
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applications, total device capacitance strongly depends on areal capacitance (F cm
-2

 of 

electrode surface area), so high-density electrodes (typically with dense, porous 

materials) may be more advantageous than single-layer graphene structures.[64] 

 
Figure 1.6. Ion electrosorption schematic for a) porous and b) non-porous electrodes. 

 

 Specific surface area and porosity are just a few of the numerous differences that 

influence capacitance and charge dynamics in external and internal surface electrodes. 

Non-porous carbons exhibit different surface curvatures. Based on MD simulations, 

smaller curvatures (narrower diameters of OLCs or CNTs) increase charge overscreening 

(counterions over co-ions) over a broad potential range and linearly increase differential 

capacitance (
𝑑𝑄

𝑑𝑉
) with voltage.[65] On other hand, planar electrodes exhibit bell- and 

camel- shaped 
𝑑𝑄

𝑑𝑉
 curves (Fig. 1.7) and offer lower capacitance.[66] Since external 

surface carbons do not require ions to travel through narrow pores, bulk electrolyte 

limitations are lower for non-porous carbons. This advantage substantially decreases 

ionic resistance and increases the power densities and rate handling abilities of external 

surface electrodes.  

ba
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Figure 1.7. a) Influence of electrode surface curvature for internal surface (a = 

mesoporous and b = microporous carbons) and external surface (c = spheres and d = 

cylinders) electrodes.[48]
8
 b) Influence of curvature of non-porous carbons on differential 

capacitance (R∞ = planar).[65]
9
  

 

On the other hand, Csp, which inherently correlates with SSA, is inherently greater in 

porous electrodes. More importantly, the structure, ion exchange, overscreening, and 

packing density of the electrosorbed layer of ions in narrow pores (with matching ion-

pore diameters) is fundamentally different from the diffuse double layer on external 

surfaces. While latter has more spatial degrees of freedom for ions and may be described, 

to a large extent, by classical models, confined ions require additional considerations of 

their behaviors and dynamics (described in section 1.5 of this chapter). From a 

geometrical perspective, ions in pores have greater contact with electrode surfaces. 

Subsequently, their chemical, electrical, and surface morphology properties are expected 

to have a significant (and different) influence on electrosorption behavior. 

 

1.4 Carbide-Derived Carbons: Key Structures and Properties 

CDC synthesis process was initially developed in 1918 for high-purity SiCl4 

production [67] and has since been optimized to maximize production of tunable 

                                                           
8 From Ref. [48], copyright 2010, reproduced with permission. 
9 Reprinted with permission from Ref. [65]. Copyright 2011 American Chemical Society. 
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nanoporous carbon. The method chemically etches metals from metal carbides (MC) 

using Cl2. The most common reaction is shown below in Eq.1.12:[68] 

𝑀𝐶(𝑠) + 2𝐶𝑙2(𝑔)  → 𝑀𝐶𝑙4(𝑔) + 𝐶(𝑠)                              (1.12) 

The reaction is thermodynamically favored to proceed above 200 °C. At that 

temperature, metal chloride products are in a gaseous state and can easily escape the 

particle structures, leaving the pure carbon behind.[67] As the metal is etched out the 

carbon retains the original material’s volume and structure, self-reorganizes around new 

vacant sites, and bonds to local carbon atoms to form the corresponding pore structure. 

Resulting pore size distributions depend on the carbide precursor, factoring in both the 

initial lattice structure (NaCl,[67] orthorhombic,[68] trigonal (B4C), hexagonal (MAX 

phase,[69]) etc.) and the diameter of the removed metal atoms to determine the resulting 

conformation to specific porous structures. Virtually any carbide may act as a precursor. 

Titanium carbide (TiC) and silicon carbide (SiC) yield most ordered porosities and are 

often used for synthesis of CDCs for supercapacitors, but molybdenum carbide 

(Mo2C),[70,71] vanadium carbide (VC),[72] and many others have also been reported. 

 The chlorine treatment temperature is a key factor that influences pore size 

distribution. At higher temperatures, carbon atoms are more mobile and re-arrange 

themselves to increase the SSA and shift the pore size distribution from a predominantly 

microporous to a mesoporous range. CDC structure and the relationship between various 

carbide precursors, synthesis conditions, and the resulting pore sizes are shown in Fig. 

1.8. Systematic studies of the various CDC synthesis parameters have produced SSA 

values between 500 m
2
 g

-1
 [68] and 2,000 m

2
 g

-1
 [73]. Average pore diameters range from 

0.33 nm to over 5 nm [69] and are significantly more monodisperse than comparable 
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nanostructured activated carbons. Select systems, such as B4C-CDC and Mo2C-CDC, 

offer tunable bimodal pore size distributions (PSDs) at certain synthesis 

conditions.[74,75] In addition to offering high capacitance, these properties make CDC a 

useful model system for fundamental ion confinement and electrosorption studies.  

 
Figure 1.8. a) Influence of carbide precursor on resulting typical CDC pore size 

distributions. b) Influence of synthesis temperature on resulting average pore size.[67]
10

 

Quenched Molecular Dynamics estimate the temperature-dependent graphitic structure of 

TiC-CDC synthesized at c) 600 ºC, d) 800 ºC, and e) 1,200 ºC.[76]
11

 
 

Graphitic structures of initial CDCs resemble typical internal surface carbons (Fig.1.8 

(c)-(e)). They contain a mixture of graphitized and amorphous phases, have small 

heterogeneously distributed sp
2
 and sp

3
 bonding, and feature short-range correlations.  

Higher Cl2 synthesis temperatures yield greater graphitization and sp
2
 domain growth 

along the [100] direction, as evidenced by narrower Raman G band peaks [77]. At 

chlorination temperatures above 1,000 °C, grain growth along both [100] and [002] 

                                                           
10 Reprinted by permission from WILEY-VCH Verlag GmbH: Adv. Functional Materials, Ref. [67] copyright 2011. 
11 Reprinted from Ref. [76], Copyright 2010, with permission from Elsevier. 
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directions become more pronounced, along with thermodynamically-favored 

rehybridization of remaining sp
3
 bonding into sp

2
.[78] Transitions from amorphous 

carbon to turbostratic graphite increase prevalence of graphitic ribbons, barrels, and 

fullerene-type allotropes.[67] Magnetotransport and electrode conductivity measurements 

[79] showed that, at the same 1000 °C temperature threshold, the electron transport 

network through CDCs shifts from a semiconducting to a metallic one. Conductivity 

modeling [80] determined that the percolation threshold (transition to metallic 

conductivity) accompanied emergence of long-range networks of ordered graphitic 

domains. Most prior computational models of capacitance and charge dynamics in CDCs 

had assumed universal metallic conductivity for all carbons (disregarding structured that 

had actually corresponded to the simulated PSDs), and no studies have addressed the 

implications of this discrepancy. 

Immediately after chlorination, porous carbons contain many dangling and chlorine-

terminated bonds, which are likely to react with air or electrolytes. To stabilize the 

surfaces, CDCs are typically annealed with H2 (g) or NH3 (g) at 600 °C to remove any 

residual Cl2.[81] Since the newly synthesized carbon structure has a chemically unstable 

surface, these annealing steps selectively deposit functional groups and graft treatment-

specific chemical species onto pore walls. Typically, hydrogenation yields the C–H 

functional group, while amination yields a heterogeneous mixture of C–N groups 

(C=NH, C–NH2, quaternary nitrogen, etc.). [82] The resulting CDC surface chemistry is 

very robust and significantly influences interactions with electrosorbed ions. 

Since carbides undergo a conformal transformation during synthesis,[83] their 

diameters remain unchanged (1-5 µm diameters, typically produced via ball milling of 
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coarser TiC powders). Although most commercial devices use micrometer-sized carbon 

particles, a recent study [84] had shown greater capacitance for 30 nm sized particles. 

These nanoparticles [85] require high-energy plasma synthesis of 20 nm TiC precursor 

nanopowders.[86] Nanosized CDC powders are significantly more expensive and are, at 

present, at an economic disadvantage compared to most cheap activated carbons. 

Beyond economic costs, the fundamental advantage of fine-grained electrode 

particles is still ambiguous. There is some debate about thermodynamics and phase 

transitions of ion filling and defilling.[87] Behaviors of ions in bulk and in confined 

states may be inherently different.[88] In that case, the FSI will significantly influence 

ion exchange during cycling and resulting capacitance of charges in confined pores. 

CDCs have a broad range of potential promising applications beyond electrochemical 

energy storage. Their pores have demonstrated high capabilities of cytokine sorption, and 

are, subsequently, useful in dialysis medical devices to treat sepsis and 

inflammation.[89,90] Much like activated carbons, CDCs can filter water and convert 

seawater brine to potable water via capacitive deionization.[91] CDCs with larger pores 

have shown promising performance as substrates for high-SSA catalytic supports and 

mechanically strong tribological coatings.[92] These applications require finely-tuned 

deposition of materials (Au, Pt, Cu, etc.) into pores and favorable pore wall substrates. 

Therefore, insights into chemical and structural properties of CDCs are applicable to 

diverse applications and will expand the use of these unique porous carbons. 

 

1.5 Influence of Ion Confinement on Capacitance and Charge Dynamics 
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Most prior efforts have focused on the charge: pore size ratio and have noticeably 

optimized porous carbon structures to accommodate ions. Conventional wisdom had 

predicted that larger pores, which yielded higher specific surface areas, would linearly 

correlate with higher capacitance. However, a 2006 study by Chmiola et. al. discovered 

anomalous capacitance increases for CDCs with 0.6 – 0.8 nm pore diameters (Fig. 

1.9(a)).[77] These dimensions matched the sizes of desolvated [NEt4
+
] and [BF4

-
] ions. 

Subsequent work has repeatedly shown that a tailored pore structure, which matches its 

diameter with the ion that it confines, desolvates ions and maximizes capacitance.[35] 

±0.05 nm diameter deviations have drastically (±40%+) influenced Csp (Fig. 1.9(b)).[93]  

Confined ions, especially in such narrow pores, are expected to exhibit fundamentally 

different double layer configurations dynamics that deviate from prior classical 

understanding. To that end, recent Molecular Dynamics (MD) and Density Functional 

Theory (DFT) simulations have evaluated the behaviors of individual ions in pores and 

discovered an oscillatory relationship between ion size and pore size.[94] Depending on 

the number of ions that can fit across the diameter of the pores, the resulting layers of co-

ions and counterions may form constructive or destructive interferences (shown in Fig. 

1.9(c-d)).[95] However, most of these models have simplified ions to coarse-grained 

spheres with no remarkable interactions between the surfaces of ions and pores.  
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Figure 1.9. a) Relationship between ion size and resulting capacitance. Region I 

corresponds to larger pores and less confinement. Region II corresponds to slight ion 

desolvation, and Region III corresponds to total ion desolvation and highest 

capacitance.[77]
12

 b) Experimentally derived relationship between CDC pore diameter 

and capacitance of acetonitrile-solvated [NEt4
+
][BF4

-
].[96]

13
 c) MD-derived 

14
 and d) 

DFT-derived 
15

 oscillation curves that demonstrate the constructive and destructive 

interference between double layers from confined ions in differently sized pores.[94,95] 
 

Since narrow pores must allow tight packing of similarly charged ions, a considerable 

amount of electrostatic repulsion must drive co-ions further apart and establish minimal 

separating distances (in part, governed by the Lennard-Jones potential). However, a 

superionic state model, which was proposed in 2011, described a mechanism by which 

counterions are expelled from pores (and replaced by even more co-ions) at sufficiently 

high potentials.[97] This process maximizes charge packing densities.[98] Conductive 

metallic pore walls generate sufficient point charges to screen identically charged co-ion 

neighbors and allow them to achieve maximum proximity and packing in pores (Fig. 

                                                           
12 From Ref. [75]. Reprinted with permission from AAAS. 
13 Reprinted with permission from Ref. [77]. Copyright 2008 American Chemical Society. 
14 Reprinted with permission from Ref. [96]. Copyright 2011 American Chemical Society. 
15 Reprinted with permission from Ref. [95]. Copyright 2011 American Chemical Society. 
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1.10.(a)).[99] Recent Nuclear Magnetic Resonance (NMR) measurements of CDCs 

partially corroborated this behavior: graphitized carbons, with larger ordered sp
2
 domain 

sizes, exhibited stronger ring currents and more effectively shielded electrosorbed 

ions.[100] Smaller pores exhibited overlapping ring current effects from carbon 

structures on both sides of pores and further amplified this effect. In situ small-angle 

neutron scattering (SANS) measurements showed that smallest pores can, in fact, be only 

filled (“electrowetted”) under sufficiently high applied potentials.[101] However, most 

porous carbons (including CDCs) exhibit very diverse graphitic structures with 

corresponding electronic properties. As described in section 1.4, this behavior depends on 

CDC synthesis temperature and ranges from semi-conductive to conductive. 

Furthermore, pore diameters are positively correlated with graphitization: narrow pores 

are typically present in amorphous CDCs. Existing research does not present a specific 

electrode conductivity threshold at which image forces in the carbon structure become 

sufficiently strong to screen co-ions and facilitate the superionic state in pores. 

The superionic state of carbon electrode likely strongly correlates with the electronic 

densities of state (DOS) of the material. Since graphene is a zero-bandgap semiconductor, 

increased applied voltages inject additional charge carriers into higher electronic DOS 

near the Fermi level.[102] This voltage-dependent capacitance increases charge screening 

of electrosorbed ions and boosts Csp at higher potentials.[103] From a measurement 

perspective, it is described by a “butterfly”-shaped current-voltage relationship,[104] 

which contrasts with the idealized rectangular shape of ideal, classic supercapacitors 

(Fig. 1.10(b)). Physical distortion of the carbon structure, such as mechanical bending or 

crumpling, may press π–π delocalized bonding regions closer and achieve the same 
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effect.[105] However, all studies that have demonstrated this effect have implemented 

external surface carbons (nanotubes, OLC, etc.) and have not considered confined ion 

systems, which specifically applies to the superionic state model. 

 
Figure 1.10. a) Saturation of the total charge accumulated in a pore. The charge vs. 

voltage relationship differs for each pore diameter (L).[97]
16

 b) Cyclic voltammogram 

behaviors for conductive and semi-conductive non-porous carbon electrodes.[103]
17

 

 

Although pore diameter has been the focus of most studies of electrosorption and 

capacitance, pore shape also significantly influences capacitance. Calculations of 

interaction potentials for ions in cylindrical pores (i.e., nanotube-shaped) showed greater 

co-ion screening than in similarly sized slit (i.e., peapod-shaped) pores. Cylindrical pores 

surround ions with “metallic” surfaces from more directions than slits, and the screening 

length is 0.21∙dav (as opposed to 0.32∙dav in slit pores).[106] CDC synthesis temperatures, 

along with precursor carbides, likely influence resulting pore shapes. Small-angle neutron 

scattering (SANS) measurements had shown that microporous, low-temperature TiC-

CDCs (Cl2 < 600 ºC) predominantly feature spherical pores, whereas higher-temperature 

CDC pores are mostly slit-shaped.[107] Previous studies, which had analyzed influence 

                                                           
16 Reproduced from Ref. [97] with permission of The Royal Society of Chemistry. 
17 Reprinted from Ref [103], Copyright 2008, with permission from Elsevier. 
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of Cl2 synthesis temperature on capacitance, had ignored pore shape differences. On the 

other hand, SANS-derived conclusions regarding pore shape were primarily based on 

comparison of neutron scattering and gas sorption data, and the accuracy of “fits” of 

scattering with Density Functional Theory (DFT) modeling of N2 adsorption isotherms. It 

is a fairly imprecise process and limited by the predetermined software data kernels. 

Other methods, such as Transmission Electron Microscopy, cannot accurately assess pore 

dimensions in internal surface carbons, and no existing studies provide more definitive 

analyses of the impact of pore shape on charge densities and dynamics in supercapacitors. 

The work described above has universally overlooked specific interactions of ions 

with surface groups or evaluated the structural arrangement and interactions of 

electrosorbed charges in pores. However, recent efforts have partially considered the 

significance of the ion and pore dimensions and correlated them with resulting ion 

dynamics and capacitance. Densities of electrolytes typically decrease upon entering 

narrow pores, as charges assemble into complex clusters and attempt to establish 

configurations with minimal Gibbs free energies. Although confined ions typically 

exhibit lower mobilities than their bulk counterparts, lower electrolyte densities (ρ ≈ 

0.8∙ρbulk) maximize ion transport rates.[108] Furthermore, lower pore loading results in 

localized clustering of ions and heterogeneous pore filling in terms of local 

densities.[109] Surface functional groups, which may attract (or repel) such charge 

agglomerations, influence densities and resulting electrolyte dynamics.[110,111] 

Although structural lattice gas models (for electrodes) have correlated diffusion-driven 

mobilities with electrosorption dynamics,[112] this coarse-grained approach cannot be 

directly applied to heterogeneous, semi-disordered carbon-electrolyte interfaces. 
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The density of electrolyte filling in porous systems depends on the intrinsic properties 

of electrosorbed electrolytes. Although RTILs require no solvents, they demonstrate a 

certain degree of ion-ion correlation in the bulk state and weak solvation radii of cations 

and anions around each other.[31,113] The molecules typically feature functional groups 

with strong dipole moments (C–F, S=O, –S–N–S–, etc.) and interact with surface charges 

and functional groups. Depending on the matching electrode-electrolyte surface 

chemistries, the FSI may be either ionophilic or ionophobic, which, in turn, may align the 

ions in parallel or perpendicular configurations with respect to pore walls.[28,114,115] 

Although prior research has demonstrated greater ion mobilities in functionalized 

pores,[116] differences in ion dynamics between oxidized and defunctionalized pore 

systems are not yet certain. Since the cations and anions of RTILs typically feature 

different sizes and functional groups (with different dipole moments),[28] 

simulations[108] and initial experimental data[116] predict different dynamics for each; 

cations are expected to be more mobile than anions. MD simulations predict that alkyl 

chains (on imidazolium-based cations) take advantage of lower pore fillings and occupy 

leftover void space in the pores.[117] Such configurations, which are affected by pore 

wall surface chemistry and hydrophobicity of the FSI, change the viscosity of confined 

ionic liquids and facilitate formation and swelling of macrophase ion aggregates. These 

arrangements significantly change the ion-ion correlation and layering in the confined 

diffuse ion/counterion layer. Simulations predict a 15-20 Å limit[118] to long-range 

charge ordering in pores (2-3 layers) and negligible contributions of ions outside of this 

threshold to the overall capacitance of the system.[118,119] Although this finding closely 
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correlates with the oscillatory behavior of MD/DFT simulations, it requires proper 

understanding of the significance of heterogeneity and disorder at the FSI. 

 

1.6 Impact of Functional Groups and Graphitic Defects  

The structure and surface composition of most experimental carbon electrodes is far 

from ideal. CDCs often include C–Cl, C-–H, and C–NH2 groups that stem from halogen 

treatment and subsequent H2/NH3 annealing.[81] Various hydroxyl (–OH), acid/carboxyl 

(–HCOO), and carbonyl (–O–C=O, =O) groups originate from exposure of the material to 

air.[85] Structural defects and lattice strain points are often present[120] in carbons. The 

predominantly amorphous carbon structure is composed of short-range sp
2
 bonding,[76] 

heterogeneous sp
3
 (and even sp) bonding phases, and grain boundaries. Planar graphite 

structures contain monovacancies and divacancies, Stone-Wales transformations, and 5–, 

6– and 7– member rings (with 108º, 120º, and 129º, respectively, as internal angles). 

Graphite edges, which are present around planar graphene and may randomly protrude on 

pore surfaces, influence surface heterogeneity and texture.[121] These defects alter 

surface charge concentrations, Fermi energy levels of distinct domains, surface 

morphology (roughness) of interfaces, electrode-electrolyte intermolecular interactions, 

and steric limitations of ion mobilities. These heterogeneous surface features have 

diverse, and, in certain cases, contradictory influences on capacitance, electrolyte 

dynamics, and electrochemical stability under higher applied potentials. 

Surface defects (both functionalities and structural deformations) disrupts sp
2
-inherent 

π-π bonding symmetry, magnify the pz-controlled density of states, and drive extra charge 

carriers into defective graphene’s conduction band under sufficiently high applied 
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potentials. This charge accumulation, which acts as a quantum capacitance (CQ) 

contribution, may increase by over 300% due to electrode surface defects.[122] Recent 

fundamental investigations[122,123] simplified the total supercapacitor charge storage 

calculation to a 2-capacitors circuit, in which the contributions act in in series as follows: 

1

𝐶𝑡𝑜𝑡𝑎𝑙
=

1

𝐶𝑄
+

1

𝐶𝑑𝑙
                                     (1.13) 

This relationship dictates that the smallest capacitor in series has the greatest impact 

on total capacitance. When considering electrode systems with several stacked graphene 

layers, the quantum capacitance contribution (governed by electron density of states, EF 

level, and Brilloin zone boundaries[123-125]) dominates until sheet stacking number 

reaches 4. When those conditions are exceeded, CQ becomes exceedingly large and the 

Cdl (“standard capacitance” from ions) becomes the rate limiting, dominant factor.[126]  

Previous modeling work calculated a 0.0 V Dirac point for ideal graphene that 

correspons to a thermally-governed value of 0.8 µF cm
-2

. The capactiance increases 

nearly linearly from that position in the positive and negative applied voltage 

directions,[123] at an approximate rate of 23 µF cm
-2

 V
-1

. Although single-layer graphene 

includes structural imperfections (Stone-Wales defects, monovacancies, curvature, 

chemical species, etc.), it operates under a linear CQ vs.  V relationship.[127]  

As shown in Fig. 1.11, all defects independently contribute different magnitudes to 

total Cq. However, all computaiton analyses and experimental results concern steady-state 

charge accumulation and do not account for ion dynamics during charge/discharge 

processes. All prior CQ studies have focused on few-layer graphene. None have 

successfully evaluated this effect for porous electrodes with ions in confined pores. 

Furthermore, since Cdl becomes the limiting capacitor in thick electrodes, the magnitude 
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of CQ contribution strongly depends on the interpore thickness (the number of graphene 

sheets in the pore walls between each electrolyte-occupied pore). This is, in all likelihood, 

a heterogeneous value that varies throughout electrode particles; there is no reported 

consensus on its magnitude or distribution in CDCs. Furthermore, since prior WAXS 

results have indentified greater sheet stacking in the [002] direction for CDCs that had 

been synthesized at higher temperatures,[128] this parameter (and the resulting CQ 

contribution) is unique to each electrode system. 

 
Figure 1.11. Voltage-dependent CQ contributions from a) vacancies and surface chemical 

species and b) ripples and corrugation of graphene.[122]
18

 c) Measured CQ contribution 

from single-sided graphene and double sided graphene (the latter resembling a wall 

between adjacent pores).[41]
19

 d) Relative influence of CQ and Cdl on total capacitance 

(Cg). Transition at the 4-layer thickness is clearly visible.[126]
20

  

                                                           
18 Reprinted with permission from Ref. [122]. Copyright 2013 American Chemical Society. 
19 Reproduced from Ref. [41] with permission of The Royal Society of Chemistry. 
20 Reproduced with permission from Ref. [126] from the Nature Publishing Group. 
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Structural defects on pore surfaces also likely influence the packing and arrangement 

of ions at charged electrode-electrolyte interfaces. Recent MD simulations suggested that 

voltage-dependent differential capacitance (DC) exhibits a camel (U)-shape on 

atomically smooth basal planes and a bell-shape on atomically corrugated, prismatic 

surfaces (Fig. 1.12). The latter case yields greater DC values, primarily because the rough 

surface reconstruction inhibits dense ion packing and improves ion mobility under 

applied potentials.[129] Furthermore, structural defects do not noticeably slow down ions 

that fill pores.[130] However, this assessment somewhat contradicts prior conventional 

wisdom, which had correlated denser charge packing in the Helmholtz layer with greater 

capacitance. Other computational analyses have also shown that uneven electrodes 

interfere with double layer oscillations on planar surfaces, and charging/discharging 

processes disturb ion arrangement on surfaces and result in less dense, disordered co-ion 

and counterion layers.[131]  This property has been universally overlooked, and few 

experimental techniques can properly assess atomic-level corrugation on pore walls, 

which originate from microcrystalline grain boundaries or protruding functional groups. 

 
Figure 1.12. a) Differential capacitance for atomically smooth (camel-shaped) and 

corrugated (bell-shaped) electrode surfaces.[129]
21

 b) Charging dynamics of ions into 

pores with smooth surfaces and protruding defects (inset shows top view of pore).[130]
22

 

                                                           
21 Reprinted with permission from Ref. [129]. Copyright 2011 American Chemical Society. 
22 Reprinted by permission from Macmillan Publishers Ltd: Nature Materials, Ref. [130]. Copyright 2013. 
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Porous carbons, including CDCs, typically become exposed to reactive synthesis 

conditions and air-filled environments. As a result, their surfaces rapidly obtain different 

chemical groups. The most common ones include hydroxyls,[132] quinones,[81] 

lactones,[133] carboxyls,[52] and nitrogenous groups, all of which either chemisorb 

during post-chlorination treatment or subsequent air exposure (Fig. 1.13(a)). They 

transform carbon surfaces, which are initially hydrophobic,[134] into more hydrophilic 

ones that decrease interfacial energies between electrodes and electrolytes. Per the 

combined Dubinin-Serpinsky-Do water adsorption model, maximum H2O intake by 

porous carbon surfaces depends on the presence of adsorption sites (mesopores or 

functional groups), capillary action, and subsequent saturation.[134] The dynamics of 

pore wetting with solvent-free neat ionic liquids are still being developed, and the effects 

of surface functionalization and subsequent hydrophobicity [135] in the nanoporous 

regime are not yet completely clear.[52] Furthermore, since the functional group tails and 

dipole moments of electrolytes and solvents may be either hydrophilic or hydrophobic, 

each (functionalized) FSI is inherently unique. Subsequently, modifications of the carbon 

structure must account for changes to surface functionality and liquid adsorption sites to 

accurately predict ion dynamics and capacitive behavior. 
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Figure 1.13. a) Summary of acidic and basic oxygen functionalities on carbon 

surface.[136]
23

 Top view of orientation of H2O molecule on graphene surface with b) –

OH groups and c) =O groups.[137]
24

 d) MD simulation results that compare capacitance 

of differently functionalized graphene in [BMIm
+
][OTf

-
] ionic liquid electrolyte.[138]

25
 

 

Specific chemical species (–OH, –R–O–R–, etc.) may interact with ions and 

selectively influence their orientation on the functionalized pore wall, impeding their 

mobility and depressing Csp by 2-3 µF cm
-2

.[138,139]  Certain chemical groups (–HCOO, 

–O–C=O, etc.) may sterically hinder ion movement by pinning ions at narrow pore 

openings and blocking rapid electrolyte transport (Fig. 1.13).[113,140] Orientations of 

polar molecules (such as H2O) on functionalized surfaces depend both on the dipole 

moments of the molecules and their unique interactions with selective functional groups 

                                                           
23 Reprinted from Ref. [136]. Copyright 2003, with permission from Elsevier. 
24 Reprinted from Ref. [137], Copyright 2015, with permission from Elsevier. 
25 Reprinted with permission from Ref. [138]. Copyright 2014 American Chemical Society. 
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on surfaces.[141] Certain groups, such as carboxyls or complex amines, are larger than 

elemental hydrogen or oxygen adatoms on surfaces. Subsequently, selective surface 

chemistry compositions may promote or impede ion and solvent molecule 

mobilities.[113] However, the influence of pore chemistry on ion permeability has been 

calculated mostly for aqueous electrolytes. Those studies had driven ion and solvent 

motion by osmotic pressure (and not applied potential), and observed behaviors may not 

directly translate to identical electrosorption trends. Furthermore, pore shape, length, and 

termination (i.e., whether the channel is open on one or both ends) are unique for each 

system and affect ion transport. Existing characterization methods cannot trace each pore 

from start to finish and assess every bulk electrolyte-pore opening interface.  

There is no clear consensus regarding the benefits or drawbacks of ionophilic pore 

surfaces. Although they may improve ion mobility, they reduce ion filling density, and 

the net effect on capacitance is unique to each electrode-electrolyte interface. Recent 

work by Kondrat and Kornyshev holistically examined the entire pore, including both the 

interface and confined ions, and compared it to a mechanical spring.[87] A tight spring is 

harder to compress, but stores more energy. Recent Monte Carlo simulations applied 

mean-field theory and determined that ionophobic pores, which repel ions, charge 

quicker than ionophilic pores (Fig. 1.14). This approach moves beyond the classic free 

energy density functional and integrates it into a lattice gas model to derive a continuum 

kinetic equation for an interacting 2-component system.[112] The resulting model for 

charge dynamics resembles the Poisson equation and assumes coarse graining, with ion 

dynamics closely dependent on charge densities in pores. Ionophobic pores are initially 

empty (vacuum-filled) and do not require counterion de-filling; the ionic liquid moves 
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through the empty channels in a front-like manner.[142] On the other hand, ionophilic 

pores incur diffusion limitations and decrease overall energy and power densities.[143]  

 
Figure 1.14. a) Charging energies for different pore systems under applied potentials.[87] 

b) Map showing average charge densities in ionophilic and ionophobic pores under 

neutral and applied potential regimes. Total charge is the shaded grey area.[130]
26

 

Charging dynamics are shown for c) ionophilic pores  (inset shows “congestion” of ions 

at pore entrances) and d) for ionophobic pores.[142]
27

 
 

This approach requires ionophobic pores to be initially under vacuum,[144] which is 

impractical in any experimental condition: most pores either contain some electrolyte or 

ambient gas (Ar, N2, O2, etc.) from standard cell preparation. The model, which 

simplifies pores to identical metallic cylinders, does not explain the origin of 

ionophobicity or ionophilicity of different system; interfaces are identical in both cases. 

However, experimental systems with tuned surface chemistries composition could 

resemble ionophilic or phobic interfaces and yield different filling dynamics. 

 Although oxygen-containing groups are the most common surface functionalities on 

porous carbons, various studies have evaluated the presence of nitrogen-containing 

                                                           
26 Reprinted by permission from Macmillan Publishers Ltd: Nature Materials, Ref. [130]. Copyright 2013. 
27 Reprinted with permission from Ref. [142]. Copyright 2013 American Chemical Society. 
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groups on capacitive performance of carbon electrodes.[145-148] Nitrogen can be added 

using wet chemistry methods (such as reaction with nitric acid, urea, melamine, and other 

reagents [146]) or by reacting the carbon substrate with ammonia. The resulting 

nitrogenous groups are either N-6/N-5 pyridines in the graphitic lattice or quaternary 

nitrogens (with bonded hydrogen) on plane edges.[147] Depth profiling elemental 

analysis showed that 70% of the adsorbed nitrogen is on the outermost carbon layer, with 

27% of the remaining N atoms contained in the first few graphitic layers.[145] The extra 

electrons from nitrogen’s valence shell add to the delocalized π-bonding of the material 

and enhance conductivity.[149] Potentiometric titration measurements showed strongly 

charged surface sites enriched with nitrogen that could attract polar molecules.[146]  

 Incorporation of nitrogen in carbon electrodes has attracted some interest due to 

possible pseudocapacitive reactions that maximize the material’s charge storage. A 

possible reversible pseudocapacitive reaction is described in Eq. 1.14 below [150]: 

𝐶∗ = NH +  2e−  +  2H+ ↔  C ∗ H − NH2                                (1.14) 

Although most redox-active pseudocapacitors exhibit distinct charge transfer cyclic 

voltammogram peaks, charge/discharge processes of aminated carbons are generally 

rectangular and more characteristic of classic supercapacitors.[150] To date, no specific 

redox peak has been identified for the reaction in Eq. 1.14, and nitrogen-enhanced 

capacitance remains open to interpretation.[145,146,149] This behavior occurs in both 

aqueous and organic electrolytes (which are less likely to protonate electrodes).[150] 

 Surface defects likely significantly influence the electrochemical stability of 

electrolytes.  Aqueous-based electrolytes (such as H2SO4 and Na2SO4) suffer from the 

dielectric breakdown of water.[23] While the loss of solvent will, over time, result in the 
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solid deposition of salts and device failure, irreversible reactions protonate surface 

functional groups and produce various pore-blocking organic compounds.[151] 

Therefore, most aqueous supercapacitors may only operate in the 0.5-1.0 V window.  

 While ionic salts (such as [NEt4
+
][BF4

-
] dispersed in organic solvents, such as 

acetonitrile, are thermodynamically stable up to 4.0 V applied potentials (the [BF4
-
] ion 

itself is stable up to 5.1 V),[23] functional groups react with both the solvent and the 

dissolved ions to similarly degrade cyclability. Spectroscopy and chromatography studies 

have revealed CH4 and HF byproducts and suggest several breakdown processes at 

positive and negative potentials (Table 1.2).[25] Breakdown-induced pore blockage can 

reduce electrodes’ SSA by as much as 49% [151] and effectively negate all advantages 

microporous, internal surface carbons. Ionic liquid ions ([BF4
-
], [PF6

-
], [TFSI

-
], etc.) 

decrease electrochemical stability of organic solvents, such as CH3CN and various 

carbonates, via proton transfer and H– and F– abstraction reactions.[152] Spectroscopy 

studies have suggested possible formation of solid-electrolyte interfaces (SEI), which are 

common for batteries but not expected for supercapacitors, on carbon surfaces after 

[TFSI
-
] and [PF6

-
] electrochemical cycling.[153] Reactions with –OH and –COOH 

groups may promote breakdown of [EMIm
+
] (releasing H2 that blocks pores and degrades 

charge storage).[154] Analysis of decomposition materials had previously identified 

breakdown byproducts (such as HBO3) that only form at high temperatures [25]. These 

findings suggest that functional groups, which increase electrical resistance of electrodes, 

may amplify Joule heating and accelerate electrochemical breakdown.  
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Table 1.2. Summary of selected electrochemistry breakdown processes of organic 

solvents and ionic liquid anions. All shown reactions incorporate H
+
 ions or H2O 

functionalities that are chemisorbed on electrode surfaces. Adapted from Ref. [25]. 
Reaction Type Starting Species Reaction Pathways 

Hydrolysis H3C–C≡N 

𝐻2𝑂
→   

𝐻2𝑂
→   

Dimerization H3C–C≡N 

𝐶𝐻2𝐶𝑁𝐼
−/𝐻+

→                      

Hydrolysis [BF4
-
] [BF4

-
] → BF3 + F

-
 

BF3 + HF → HBF4 

HBF4 + H2O  → HBF3(OH) + HF 

4BF3 + 3H2O → B(OH)3 + 3HBF4 

 

Although proton transfer reactions may significantly depress electrolyte voltage 

windows in supercapacitor electrodes, even defect-free surfaces cannot prevent 

irreversible breakdown reactions. Recent experiment results and MD simulations 

suggested that ions may undergo catalyzed dimerization under high applied potentials 

(shown in Fig. 1.15.a). Several simulations predict a potential-induced breakdown of 

the S-C bonds and, subsequently, the C-H bonds (both of which are present in the 

[TFSI
-
] anion) under applied potentials.[152] Conductive, accessible surface (i.e., 

graphene or OLCs) may rapidly overcome activation energy barriers, accelerate these 

processes, and increase their contribution to electrolyte decomposition. 

 
Figure 1.15. a) Catalyzed dimerization reactions of [EMIm

+
][BF4

-
], which forms [B2F7

-
] 

and insoluble imidazolium salts under high applied potentials.[154]
28

 b) Lithiation 

                                                           
28 Reprinted from Ref. [154], Copyright 2014, with permission from Elsevier. 
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cycling of defunctionalized and oxidized carbon black in [Li
+
][PF6

-
]/carbonate electrolyte 

(unpublished results by R. Kostecki, Freedon Car Fuel Partnership 2011 presentation). 

 

These processes likely depend on ion confinement, pore wall conductivity 

(derived from graphitization), and chemical species present at the ion-carbon 

interface. Experiments by Kostecki et. al. demonstrated improved electrochemical 

stability of oxidized external surface (carbon black) electrodes and suggested that 

surface chemistry groups may act as protective passivation layers (Fig. 1.6.5.b).[155] 

This (somewhat contradictory) behavior demonstrates that ion behavior in confined 

states, and resulting interactions with surface defects, are unique for each electrode-

electrolyte interface and are strongly convoluted with porosity.  

 Multiple chemical functionalization pathways allow different functional groups to be 

selectively grafted onto carbon surfaces (illustrated in Fig. 1.16).[82,156] As described in 

section 1.4, CDCs are typically treated with NH3 and H2 gas (300-600 ºC) after Cl2 

etching and, respectively, contain amine and hydrogen groups on surfaces. Previously 

reported surface chemistry studies of differently treated CDCs have been convoluted with 

Cl2 synthesis conditions and cannot yield clear comparisons. Although NH3 treatment has 

enhanced graphitic ordering (narrower D and G bands) compared to Ar treatment,[81] no 

comprehensive studies have decoupled the influence of resulting surface compositions on 

capacitive behavior. These annealing approaches have been used arbitrarily and 

interchangeably in prior studies. Multiple wet chemistry (acid treatments with 

H2SO4/HNO3/HCl, Piranha etch with H2SO4/H2O2),[58,157] plasma (C2F6 or NH3), 

hydrothermal (autoclave treatments with KMnO4/melamine/urea),[158] high-temperature 
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fluidized bed furnace treatments (NH3, H2, O2, CO2, air),[58] and organic synthesis 

(SOCl2, LiAlH4) approaches have also successfully functionalized carbon surfaces.[156] 

 
Figure 1.16. Pathways of common chemistry pathways for porous carbons.[82]

29
 

 

Some methods implement high-temperature treatments to remove surface chemistry 

groups and graphitize surfaces. Characterization studies have shown that most functional 

groups are completely removed from carbon substrates at 300-1,000°C.[159,160] 

However, per reaction equilibrium principles, high-vacuum treatments accelerate onset of 

removal of surface compounds. In addition to surface purification, thermal treatments 

facilitate mobilities of carbon atoms and allow them to graphitize above 800°C.[161] 

High-temperature vacuum annealing re-hybridizes sp
3
 bonding into sp

2
 structures.[162] 

Although the treatments are highly tuneable, the final surface composition of each 

carbon structure also strongly depends on the initial pore composition of each 

material. Its initial chemical makeup, pore size, sp
2
/sp

3
 bonding ratio, and degree of 

graphitization all significantly influence the surface modification procedures. Since 

                                                           
29 Reprinted by permission from WILEY-VCH Verlag GmbH: Advanced Materials, Ref. [82] copyright 2009. 
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porous carbons exhibit extremely heterogeneous surface chemistries, and external 

carbons include equally unpredictable edge sites, findings may not directly translate 

from one carbon-electrolyte system to other electrodes. Furthermore, most chemical 

treatments also activate carbons and modify their porosities. Although many studies 

often implement these approaches to maximize accessible surface areas for greater 

Csp, pore restructuring has involved multiple variables and inhibited proper 

fundamental comparisons of specific surface effects and their influences on the FSI.  

 

1.7 Summary of State of the Art 

Through the last few decades, numerous studies have yielded important fundamental 

insights into the mechanisms of electrochemical capacitors and improved their energies 

and power densities. However, comparatively, few studies have investigated the 

influence of surface functional groups and graphitic structure on capacitance. The 

majority of fundamental work is limited to computational modeling of systems, which 

only partially resemble real-life supercapacitor systems. Almost every simulation that 

addresses the effects of pore wall composition delivers its results with multiple caveats 

and parameter restrictions, such as neutral-potential systems and coarse-grained models, 

which may not apply to practical electrochemistry measurements. Although multiple 

experimental studies have successfully introduced functional groups onto electrode 

surfaces and changed graphitization of porous and non-porous carbons, they pursued 

higher capacitance at the expense of fundamental analyses. Successful efforts activated 

electrodes and reported increased surface areas with larger pores, or grafted groups that 

yielded redox-active surfaces and improved energy densities via pseudocapacitive 
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contributions. As such, most prior efforts did not investigate FSI interaction mechanisms 

or deconvolute specific influences of surface defects from pore size and ion confinement. 

Modeling and experimental results have highlighted significance of surface groups 

and graphitic defects. Furthermore, their relative influence on measured capacitance, rate 

handling abilities, and electrolyte voltage windows greatly depend on pore diameter or 

external surface curvature. Conclusions regarding influence of surface chemistry and 

ordering inherently depend on the understanding of long-range and short-range 

interactions at the FSI. Research efforts must determine the mechanics and limitations of 

ion exchange during charge/discharge processes and how those dynamics change on 

external and in internal surfaces. Subsequently, this thesis aims to decouple each of those 

parameters and examine the fundamental mechanisms. 

Many efforts that had described electrode-electrolyte interactions and influences of 

surface defects contradicted each other. They evaluated inherently different model 

systems (slit pores vs. cylindrical nanotubes vs. graphene, static capacitance vs. dynamic 

charging, etc.) and could not incorporate comparable simulations. As such, the existing 

body of research cannot compare the relative magnitudes of different effects and assign 

their relevance to specific, real-life systems. Parameters of empirical findings and 

computational simulations must converge, and this thesis implements this approach. 

Divergence of computational and experimental findings also stems from the fact that 

specific surface-ion interactions strongly depend on individual properties of both 

electrodes and electrolytes. Charge densities and dynamics strongly depend on a large 

range of variables – dipole moments of ions, sizes of molecules, solvation shells, ionic 

conductivities, temperature-dependent viscosities, solvent effects – that all influence 
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charge interactions at the fluid-solid interface. Steric limitations, intermolecular forces, 

and electrochemical breakdown pathways are unique for each FSI. Results from well-

described electrode-electrolyte systems may apply to similar FSIs, and this thesis aims to 

provide findings that may be incorporated in such predictive chemistry. 

Existing research also underscores the complexity and heterogeneity of each 

experimental electrode-electrolyte system. Certain surface chemistry groups and graphitic 

defects are difficult to detect and quantify using conventional techniques, especially in 

porous CDCs with robust surface chemistries and complex 3D pore architectures. Surface 

defects and corresponding ion dynamics require advanced in-depth techniques that 

specifically probe surface defects and ion dynamics in the double layer. Neutron 

scattering has proven to be an important complementary tool to gain novel insights, and 

this thesis uses them for in-depth explanations of previously undetected processes. 

Research efforts, which properly investigate the influence of surface chemical groups 

and graphitic defects on electrosorption, will find use in practical systems that employ 

tailored pore structures and surface compositions. Novel in situ materials characterization 

techniques will help tailor electrosorption mechanisms for specific applications and 

operating standards (temperature range, rate handling ability, and voltage window). 

These findings will extend beyond just electrode surface structure and pore size and will 

facilitate the design of properly sized electrode particles with maximized power and 

energy densities. This holistic approach is beneficial beyond limited electrode design: 

research efforts must subject all supercapacitor components to strict scrutiny and 

overhaul its materials to maximize capacitance, minimize cost, and improve the 

environmental sustainability of these important energy storage devices. 



47 

 

CHAPTER 2 – DISSERTATION OBJECTIVES 

 

 

The main objective of this dissertation is to investigate the influence of surface 

heterogeneity, composition, and disorder on electrochemical capacitance. 

The dissertation aims to fundamentally address the following important, unresolved 

scientific questions: 

1. Are surface defects beneficial or harmful to capacitance, rate handling abilities, and 

electrochemical stability of supercapacitors? 

2. What is the influence of specific chemical groups on capacitance and ion dynamics? 

3. What are the correlations between the electrode-electrolyte interfaces, ion densities in 

pores, and resulting specific energy and power of supercapacitors? 

4. How significant is the contribution of quantum capacitance in porous carbons? 

5. What structural ordering properties in porous carbons have the highest influence on 

charge storage? 

6. How are ion confinement and pore length convoluted with individual, decoupled 

influences of pore wall defects? 

Four specific tasks, which are discussed in chapter 4 of this dissertation, address these 

questions and the main objective: 

1. Investigate the influence of pore surface defunctionalization and graphitization on 

capacitance, rate handling, and voltage window (section 4.1) 

2. Decouple the influence of surface functional groups on ion dynamics (section 4.2) 

3. Decouple the influence of ion confinement and pore length on capacitance, 

electrochemical stability, and charge/discharge rates (section 4.3) 

4. Implement findings in specific practical applications (section 4.4) 
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CHAPTER 3: EXPERIMENTAL APPROACH 

 

This chapter describes the precursor materials, synthesis and structural/chemical 

modification pathways, materials characterization, and electrochemical testing (including 

the properties of tested electrolytes and key derivations from experimental techniques). 

Unless stated otherwise, all experiments were conducted at Drexel University in 

Philadelphia, PA, USA. Application of fundamental discoveries in specific materials 

measurements and device applications (chapter 4.4) include different experimental 

approaches that are explained in specific, relevant sections. 

 

3.1 Materials 

3.1.1 Porous Model System: Carbide-Derived Carbons 

Carbide-derived carbons (CDCs) were selected as internal surface carbon model 

systems for these studies.  As discussed in section 1.4, they offer a well-tuned, narrow, 

ordered porosity and high SSAs.[83] All CDCs were synthesized from granular metal 

carbide powders. Several different precursors, which were converted to CDCs at different 

temperatures, were used to obtain distinct porous systems that were suitable for different 

electrolytes. Nanosized (20 nm diameter) and coarse-grained (75-300 µm diameter) 

particles were included to deconvolute surface composition properties from pore length 

and particle aspect ratios. Table 3.1 summarizes four distinct binary carbides that had 

been implemented for different approaches. 
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Table 3.1. Summary of metal carbide precursor particles used in this dissertation 

Precursor Medial Particle Size Manufacturer Material Notes 

SiC[163] 20 – 30 nm MTI Crystal, USA 99% purity 

SiC 1.0 – 5.0 µm Alfa Aesar, USA 99.5% purity 

TiC[164] 2.0 – 5.0 µm AEE, USA 99+% purity 

TiC 75 – 250 µm “Reaktiv,” Ukraine 
Ball-milled for 0-20 hours 

from 300 µm precursor 

Mo2C[71] 0.8 – 1.0 µm Alfa Aesar, USA 99.5% purity 

 

 All CDC materials were synthesized in horizontal quartz tube furnaces (Fig. 3.1). 

Small batches of carbide powders (0.8 grams or lower per synthesis run, to minimize 

powder compaction and maximize sample yield and uniformity) were loaded into quartz 

boats. Sacrificial carbon black was placed upstream from the sample boat to react and 

absorb any oxygen impurities in the gas flow. All reagent gasses used during synthesis 

were purchased from Airgas Co. and were of ultra-high purity (UHP) grade or higher. 

 
Figure 3.1. a) Schematic of tube furnace used for synthesis of CDC particles via Cl2 

etching. Gas flow is from left to right.[61] b) Conformal transformation of SiC cubic 

lattice to carbon-only CDC system.[67]
30

 c) SEM image of micron-sized TiC-CDC.  

                                                           
30 Reprinted by permission from WILEY-VCH Verlag GmbH: Advanced Functional Materials, Ref. [67] copyright 

2011. 

500 nm

a

b c
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 The loaded and sealed furnace was purged with Ar gas for 2 hours at room 

temperature (200 cm
3
 min

-1
 flow rate). The furnace was ramped-up to the desired 

synthesis temperature (600 – 1,000 ºC) under flowing Ar gas. Upon reaching it, Ar was 

shut off and pure Cl2 gas flowed over the material (400 cm
3
 min

-1
 flow rate) for 6 hours. 

This procedure removed metal carbide products (in the form of TiCl4 (g) or SiCl4 (g)) 

along with excess Cl2.[70] Byproducts accumulated in condensation bulbs and 

neutralization flasks (filled with KOH solution) downstream of the reactor. Following the 

Cl2 etching step, the furnace was purged with pure Ar for 30 minutes while it was 

brought to a 600 ºC temperature. The sample was, subsequently, exposed to flowing H2 

gas (500 cm
3
 min

-1
 flow rate) for 3 hours to stabilize surfaces and remove any trapped Cl2 

(via HCl (g)) or residual metal chlorides from pores. CDCs then cooled to room 

temperature (typically overnight) under flowing Ar gas. For select samples, NH3 (g) was 

used in place of H2 with identical synthesis steps. Unless explicitly noted otherwise in 

text, all described CDCs were annealed with H2 after chlorination. The samples were 

removed from the furnace and dried under low vacuum (0.1 torr, 100 ºC). Additional 

samples (75-250 µm TiC-CDC particles and Mo2C-CDC) were synthesized at, 

respectively, Y-Carbon (Bristol, PA, USA) and Materials Research Centre (Kiev, 

Ukraine) using identical procedures. Coarse-grained, large CDC particles were pelletized 

with polyvinyl acetate (PVA) to minimize powder compaction and preserve high yields. 

 In addition to various CDCs, commercially available activated carbon (AC) was used 

in most studies for electrochemical cell troubleshooting, baseline performance 

comparisons with CDCs, and implementation in environmentally benign supercapacitors 
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(section 4.4). The material, which carries a commercial name of YP-50, is a coconut 

shell-derived AC (Kuraray, Japan), with a 1,500 m
2
 g

-1
 SSA and dav=0.79 nm.[20] 

 

3.1.2 Non-porous Model System: Graphene Nanoplatelets and Carbon Black 

To decouple the influence of surface chemistry groups and graphitic defects from ion 

confinement, non-porous carbon materials were used as external surface model systems. 

Onion-like carbons (OLCs), which are graphite spheres (~5-10 nm diameter) that 

resemble multi-layered concentric fullerenes, were synthesized via vacuum annealing 

(10
-6

 torr) of UD-90 nanocrystalline diamonds (Nanoblox, Inc.) at 1,800 ºC for 8 hours 

(described in section 3.1.3).  Commercially available Graphene Nanoplatelets (GNP, XG 

Sciences), which are multilayer (10-100 layers) graphene flakes with a 1-5 µm cross-sectional 

diameter,[165] served as planar electrodes. Commercially available carbon black (CB, Alfa 

Aesar) nanoparticles were used as semi-spherical, graphitized (polycrystalline) electrodes. 

Finally, commercially available graphite foil (Toya Tanso, 0.380 mm thick) acted as a non-porous 

flat carbon substrate. Fig. 3.2 shows different external surface model systems. Although 

porosimetry analysis (details in section 3.2.1) assesses porosities of both internal and external 

systems, external surface “pores” are more accurately described as interparticle slits, which are 

formed by particle-to-particle contact in the bulk phase, and do not suggest ion confinement. 

 
Figure 3.2. Schematic a) OLC [54]

31
 and b) GNP.[166]

32
 c) External system porosities. 

 

                                                           
31 Reprinted from Ref. [54]. Copyright 2012, with permission from Elsevier. 
32 Reprinted from Ref. [166]. Copyright 2010, with permission from Elsevier. 
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3.1.3. Vacuum Annealing and Chemical Functionalization 

Carbon powders were loaded into graphite crucibles and placed in a graphite 

vacuum furnace (Solar Atmospheres). The furnace was outgassed for 24 hours at 

room temperature, during which time the pressure decreased to approximately 10
-6

 

torr. Samples were heated at a rate of 10 °C min
-1

 to specific peak temperatures. Most 

samples were treated at 700 °C – 1800 °C temperatures.[167] Low-temperature 

annealing primarily removed surface functional groups (Table 3.2), and higher-

temperature treatment (> 1,100 °C) both defunctionalized and graphitized the 

surfaces. High vacuum accelerated surface defunctionalization kinetics: process 

byproducts were gases, which were rapidly removed from surfaces and drove the 

equilibrium towards chemical decomposition of weakly bonded groups.  Samples 

were held at set isothermal conditions for 8 hours each and, subsequently, cooled to 

room temperatures under the same low pressure. 

 

Table 3.2. Thermal treatment removal of specific groups from porous carbons.[168]  

Treatment Temperature Functional group removed (gas product decomposition) 

150 ºC Physisorbed water (H2O) 

230 ºC Anhydrides (H2O) 

> 300 ºC Phenols (H2O) 

300 ºC Carboxylic acids (CO2) 

500 ºC Carboxylic anhydrides (CO2) 

600 ºC Phenols, carbonyls, quinones, ethers (CO) 

> 750 ºC Lactones (CO2) 

  

 Various chemical functionalization and defunctionalization pathways are shown in 

Fig. 3.3. The starting CDC structure (Fig. 3.3(b)) results from standard Cl2 synthesis, 
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short H2 annealing (2 hours), and exposure to ambient air. To maximize the presence of 

H– rich groups on surfaces, selected CDC materials were annealed with H2 at 600 ºC for 

4 hours (Fig. 3.3(a)). Aminated CDCs relied on the same strategy and used 4 hours of 

600 ºC NH3 annealing following Cl2 treatment (Fig. 3.3(c)). Vacuum annealing described 

above (shown in Fig. 3.3(d)) was used to remove surfaces and graphitize structures. 

Flowing dry air (<0.01 ppm H2O) oxidized surfaces (at 425-570 °C) using the same quartz boat 

and tube furnace as Cl2/H2/NH3 treatments (Fig. 3.3(e)). To determine the appropriate air 

treatment temperature, which oxidized surfaces without activating or restructuring pores, 

thermogravimetric analysis (TGA) identified oxidation onset temperatures (99.5% remaining 

mass); this technique is described in section 3.4.2.  

 
Figure 4.3. Chemical functionalization pathways for a) Hydrogenated, b) Initial 

(starting), c) Aminated, d) Defunctionalized, e) Oxidized, and f) Hydrogenated surfaces. 
 

3.2 Characterization of Pore Structure 

3.2.1 Gas Sorption and Porosimetry 

Gas sorption measurements were carried out using the Autosorb-1 or Quadrasorb 

(Quantachrome Instruments, USA) sorption analyzers. Samples (0.01 – 1.0 g) were 

a b c

fed
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loaded into glass cells and outgassed at 120 ºC for 24 hours prior to analysis. The 

instruments collected gas adsorption and desorption isotherms (adsorbed volume vs. 

relative pressure) using the following gases and relative pressures (P/P0): 

1. N2 gas: 7.5∙10
-4

 – 0.9995 P/P0 range, 77 K isotherms (liquid N2 coolant), P0 = 760 torr 

2. Ar gas: 7.5∙10
-4

 – 0.999 P/P0 range, 77 K isotherms (liquid N2 coolant), P0 = 240 torr 

3. CO2 gas: 2∙10
-5

 – 0.03 P/P0 range, 273 K isotherms (ice water bath), P0 = 26,100 torr 

The shape of the isotherms provided qualitative comparisons of typical pore structure 

and distinguished microporous from mesoporous carbons (Fig. 3.4).  

 
Figure 3.4. Gas sorption a) Type I (microporous), b) Type IV, and c) Type V (both 

mesoporous) adsorption isotherms that are characteristics for porous carbons. Mesopores 

exhibit hysteresis in their desorption behavior. Respective isotherm shapes are 

characteristic of d) cylindrical-shaped, e) slit-shaped, and f) bottleneck-shaped 

pores.[169] 
 

The Brunauer-Emmett-Teller equation (BET, Eq. 3.1) was used to calculate the SSA 

(Vα is the adsorbed gas volume at pressure P, Vm is amount of gas required to form 

monolayer, C is the BET constant related to energy of adsorption of 1
st
 monolayer):[170] 

𝑷

𝑽𝜶(𝑷−𝑷𝟎)
=

𝟏

𝑽𝒎𝑪
+
(𝑪−𝟏)

𝑽𝒎𝑪
∙
𝑷

𝑷𝟎
                                         (3.1) 
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The equation was calculated using a linear regression for 0.05 – 0.30 P/P0 values and 

normalized by the sample mass to obtain m
2
 g

-1
 values. For N2 sorption, a Quenched 

Solid Density Functional Theory (QSDFT) data reduction analysis provided information 

on a secondary SSA value, cumulative pore volume (cm
3
 g

-1
 values), and pore size 

distributions (PSDs, pore diameter vs. dV dr
-1

 plots).[171] DFT data reduction used only 

the adsorption isotherms and assumed slit pore configurations.[172] PSDs were provided 

from CO2 data using Non Local Density Functional Theory (NLDFT) models. 

Quantachrome’s Quadrawin software provided all BET calculations and DFT data 

modeling kernels and computational analysis. 

 

3.2.2 Small-Angle Scattering 

Small-angle neutron scattering (SANS) experiments on pure CDCs and on 

electrolytes confined in CDCs were carried out in EQ-SANS instrument at Oak Ridge 

National Laboratory (ORNL) (BL-6 beamline).[173] The data were collected covering 

the Q, a momentum transfer vector, range between 0.003 Å
-1

 and 1.4
-1

 Å
-1

 at 300 K and 

353 K. The data was reduced using Mantid software, and expressed in terms of scattering 

intensity (I) versus Q from integration over 2D detector counts.[174] The scattering 

intensity is the function of the neutron contrast, i.e. the scattering length density 

differences between the carbon matrix and the ionic liquid used and the volume fraction 

of the filled liquid.  Measurements combined a 1.3 m sample to detector (SDD) distance 

(1.13 – 4.65 Å) and a 4.0 m SDD (2.61 – 5.61 Å and 9.51 – 12.91 Å) to obtain a broad Q 

range (radius of gyration: 𝑅𝑔 ≈  
2𝜋

𝑄
).[110] 
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Small-angle X-ray scattering (SAXS) experiments were performed using a Rigaku S-

MAX 3000 setup. Samples were sealed in Kapton capillaries and placed under low 

vacuum in the sample chamber. The setup used a 3 pinhole collimation, a MicroMax 

002+ CuKα (λ = 1.54 Å) radiation source, and a Gabriel 2D Multiwire X-ray 

detector.[175] Each SAXS measurement was collected for 300 seconds in the 0.01 – 0.15 

Å
-1

 Q-range. Data was processed using the SAXS GUI (JJ X-ray Systems ApS). 

Surface corrugation of pure CDC materials was evaluated by assuming surface 

fractals in the Porod scattering region (0.01 Å
-1

 < Q < Å
-1

 range). The scattering intensity 

was fitted to the following power law (Eq. 3.2) (K is a collection of measurement and 

sample-specific constants and c accounts for atomic-scale disorder):[176] 

𝐼(𝑄) ≈ 𝐾𝑄−𝑛 + 𝑐                                                        (3.2) 

Measurements assumed identical K and c values for sample sets and evaluated 

changes to the Porod constant (n). N approached 4 for smooth surfaces and decreased 

(approaching n = 3) in atomically rough surfaces.[177] The different scattering regimes 

from the entire Q range (from SANS and SAXS) are shown in Fig. 3.5: 

 
Figure 3.5. Different characteristic small-angle scattering regimes for porous carbons. 
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3.3 Characterization of the Graphitic Structure  

3.3.1 Raman Spectroscopy 

Raman Spectroscopy assessed changes in graphitic ordering and characterize ordering 

in CDCs. Measurements were collected using a Renishaw inVia Spectrometer with a 514 

nm (green) Ar laser. Additional measurements used a 633 nm red (He-Ne) laser. Data 

was deconvoluted using an 1800 grooves mm
-1

 grating. Measurements typically involved 

80-second collections and averaged measurements over 6 scans. The typical scan range 

was set between 1000 and 3500 cm
-1

 wavenumbers. WIRE 3.2 software (Renishaw 

Instruments, UK) analyzed the results and fit the vibration modes.  

 
Figure 3.6. a) Characteristic vibration modes for porous, semi-graphitized carbon. b) Key 

influences of graphitic features on the Raman spectra and bonding in the carbon.[56]
33

 

 

Several distinct modes, which are characteristic of amorphous carbons, were the 

focus of most measurements (Fig. 3.6). The D band, which is centered at 1355 cm
-1

, 

corresponds to a breathing mode of A1g symmetry and is indicative of disorder in the 

carbon. Its intensity positively correlates with the relative prevalence of 6– membered 

rings in the structure.[178] The G band, which is centered at 1580 cm
-1

, corresponds to 

E2g symmetry and is correlated with perfect sp
2
 ordering along the [100]/[101] direction 

                                                           
33 Reprinted with permission from Ref. [56] Copyright 2000 by the American Physical Society. 
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in graphite. It does not require only benzene rings and can respond to 5– and 7– 

membered rings as well. Other resonance modes, such as the 2D band (centered at 2700 

cm
-1

) and the D+G band (centered at ~ 3100 cm
-1

), are indicative of graphitic ordering in 

the carbon.[56] Some carbons also include a faint G’ mode (at 1595 cm
-1

). Peak 

information (intensities and full width at half maxima (FWHM) were derived using 

Lorentzian approximations with WIRE 3.2 software.  

 

3.3.2 X-Ray Diffraction 

X-ray diffraction (XRD) provided information about graphitic ordering and 

crystalline impurities (unreacted carbides, solid metal chlorides, etc.). Data was collected 

using an Empyrean Series 2 Diffractometer (PANalytical, Netherlands). Measurements 

were conducted in reflection mode using a flat stage in the 5-90° 2θ range (0.026° step 

size, 3.03° min
-1

 rate). Measurements were completed at ORNL. 

 

3.3.3 Electron Microscopy Imaging 

Transmission Electron Microscopy (TEM) provided qualitative information about key 

structural features and domain sizes. A JEM 2100 (JEOL Instruments) TEM with a 200 

kV accelerating voltage generated images, which were subsequently processed using 

Digital Micrograph software. Samples were mounted on lacey copper grids. 

Scanning Electron Microscopy (SEM) images provided additional information about 

microstructure of carbons and resulting electrode films, and the complementary energy 

dispersive X-ray spectroscopy (EDS) component provided elemental analysis comparison 
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of carbon surface chemistries. A Zeiss Supra 50VP SEM with built-in Oxford Energy-

Dispersive X-ray Microanalysis was used for all micrographs in this dissertation. 

 

3.3.4 X-Ray and Neutron Scattering and Pair Distribution Function Analysis 

Although XRD and Raman spectroscopy provide useful characterization of carbons, 

they cannot comprehensively describe the structure of partially amorphous, disordered 

structures. Total elastic scattering provides a statistical analysis of the prevalence and 

distribution of bond lengths, structural defects, and vacancies. Pair distribution function 

(PDF) analysis, which is the Fourier transform of total scattering, provides relative 

intensities (denoted as G(r)) for different correlation distances (r).[179] The 

transformation of total scattering (S(Q) vs. Q) to PDF uses the following Eq. 3.5: 

𝑮(𝒓) =  
𝟐

𝝅
∫ 𝑸[𝑺(𝑸) − 𝟏] 𝐬𝐢𝐧(𝑸𝒓)𝒅𝑸
∞

𝟎
                             (3.3) 

X-rays and neutrons were used to collect scattering information for PDF. While the 

former is unaffected by neutron flux and is better suited for characterization of pure 

carbons, the latter is more sensitive to diverse elemental compositions and offers better 

resolutions for carbon + electrolyte systems. Total scattering was conducted using X-rays 

at the 11-1D-B beamline of the Advanced Photon Source (ANL). Samples were loaded 

into Kapton capillaries, and synchrotron X-ray total scattering measurements analyzed 

powders in transmission mode. Scattering measurements used 58.65 keV incident 

radiation (0.2114 Å wavelength) in the 0.01 Å
-1

 < Q < 22.2 Å
-1

 range at 298 K.[180] The 

Fit2D program was used to calibrate the measurement and PDFGetX2 to derive G(r) 

plots.  Neutron scattering was conducted using the BL-1B NOMAD beamline at the 

Spallation Neutron Source (ORNL).[181] Materials were analyzed at 100 K and 300 K 
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temperatures. Neutron scattering was collected in the 0.1 – 3.0 Å incident wavelength 

range at 3º - 175º scattering angles, with a 108 neutrons cm
-2

 sec
-1

 flux on sample.  

 

3.3.5 Four-point Probe Measurements 

Electrical conductivity of carbons was measured by attaching evenly spaced gold 

wires to material surfaces using silver paste. A Keithley 4ZA4 current-voltage source or 

a JANDEL 4-point probe collected resistance values by applying a 20 mA current. 

Measurements used identical electrode films as the carbon-binder rolled films used for 

electrochemical tests; their preparation is described in section 3.7.1. The film thickness 

(t) was significantly lower than separation between probes. The intrinsic conductivity 

was calculated using the 4-point probe method that measured voltage (V) as a function of 

applied current (I) derived from Eq. 3.4: 

𝝈 = 
𝑰 𝐥𝐧 𝟐

(𝑽 𝝅 𝒕)
                                                                    (3.4) 

 

3.4 Characterization of Structural Bonding and Surface Chemistry 

3.4.1. FTIR  

Fourier-transform infrared spectroscopy (FTIR) is the most common method that is 

typically used to characterize surface functionalities on porous carbons. The chemistry 

groups are concentrated solely on the surfaces of the porous carbon materials. Therefore, 

although the relative amounts are small, they significantly alter the composition of carbon 

surfaces. Several measurements were attempted using an attenuated total reflectance 

(ATR) mode with an FTIR spectrometer (Nicolet 6700 Series, Thermo Electron 

Corporation). Samples were placed on the surface of a diamond attenuated total 
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reflectance ATR crystal with a surface area of 3.42 mm
2
 using an anvil from the Golden 

Gate
TM

 accessory (Specac Inc.). However, the carbon materials are black and 

significantly absorb the FTIR signal. Even in grazing-angle mode, with attenuated total 

reflection, the functionalized materials showed very similar spectra with very low 

intensities for distinct vibrational modes. Subsequently, it was not used for surface 

chemistry characterization. The instrument was used, however, to conduct several in situ 

measurements on supercapacitors (discussed in section 4.4). 

 

3.4.2 X-Ray Photoelectron Spectroscopy 

X-ray photoelectron spectroscopy (XPS) offers the most reliable surface-sensitive 

spectroscopy information. XPS analysis was performed on a VersaProbe 5000 instrument 

employing a 100 µm monochromatic Al-Kα X-ray beam to irradiate the sample surface. 

Photoelectrons were collected by a 180
°
 hemispherical electron energy analyzer. Samples 

were analyzed at a 45
°
 takeoff angle between the sample surface and the path to the 

analyzer. Survey spectra were taken at a pass energy of 117.4 eV and with a step size of 

0.500 eV. High-resolution spectra in the C 1s, O 1s, and N 1s regions were taken at a pass 

energy of 23.5 eV and with a step size of 0.050 eV. Spectra were taken before and after 

sputtering with an Ar beam operating at 2 kV for 5 minutes. All binding energies were 

referenced to that of graphitic carbon at 284.4 eV. The quantification and peak fitting of 

the core-level spectra was performed using CasaXPS Version 2.3.16 RP 1.6. Prior to both 

the quantification and peak fitting the background contributions were subtracted using a 

Shirley function. Although this technique can provide elemental analysis and prevalence 
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of different surface functional groups, it cannot detect hydrogen and, subsequently, relies 

complementary methods for complete surface chemistry characterization. 

 

3.4.3 Thermogravimetric Analysis 

Thermogravimetric analysis (TGA) provided important information about the thermal 

stability of carbons, functional groups, and electrolytes. The technique heated samples 

and measured mass changes during the process. All samples were loaded into small 

alumina crucibles and placed onto Pt balance pans. This setup prevented any catalytic 

contributions from the sample pan to sample oxidation/decomposition. Measurements 

were conducted using an upright furnace of a Q50 Thermal Analyzer (Thermal 

Instruments, Inc.). Thermal Analysis software provided calculations of temperature-

dependent remaining mass (%) and derivative changes (dM dT
-1

 or dTG) of mass at 

dynamic temperatures. TGA used 2 distinct modes: air oxidation (hereafter referred to as 

“Air TGA”) and thermal decomposition in Ar (hereafter referred to as “Inert TGA”). 

Air TGA was conducted with a 10 ml min
-1

 air flow rate parallel to the sample 

(flowing over it to oxidize the carbons). Samples (typically 5-10 mg) equilibrated at 100 

ºC and, subsequently, were ramped up to 850 ºC at a 5 ºC min
-1

 ramp rate. Disordered, 

amorphous carbons were expected to burn off in air at lower temperatures.[44] 

Inert TGA procedures involved a similar procedure, except that UHP-grade Ar gas 

flowed over the sample (at 30 ml min
-1

 flow rate). This approach did not oxidize the 

carbon surface, but allowed thermally unstable functional groups (and organic molecules 

from electrolytes) to desorb and be removed with the flowing inert gas; bulk carbon 

remained intact.[160] The samples initially equilibrated under flowing Ar for 2 hours at 
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110 ºC and desorbed H2O water. The slower 2 ºC min
-1 

heating rate for these samples 

allowed functional groups sufficient time to escape the porous structures.[182]  

 

3.4.4 Dynamic Water Vapor Sorption 

One of the most important surface properties of carbons includes the interfacial 

energy at the electrode-electrolyte interface. Pristine and hydrogenated graphene is 

expected to be hydrophobic, and oxygen- or nitrogen- rich surfaces are expected to favor 

water contact and become more hydrophilic. Pore wettability (and, thus, hydrophilicity), 

can be assessed with H2O vapor uptake isotherms. Dynamic Water Vapor Sorption 

(DVS) was performed using a Q5000 SA Analyzer (TA Instruments). Samples were 

placed in Pt-coated pans. The relative humidity of the chamber increased from 0% to 

90% using 90-minute equilibration steps, while the temperature was held at a 298 K 

isotherm.  The sample mass changes correlated with H2O uptake. 

 

3.4.5 Electron Energy Loss Spectroscopy 

Initially synthesized CDCs are typically composed of mixtures of sp
2
 and sp

3
 

hybridized carbon bonding. Highly graphitized carbons exhibit greater sp
2
 bonding 

throughout their structures. Furthermore, bond energies, bond polarization, and 

reactivities are likely different for materials with different sp
2
/sp

3
 bonding ratios.[183] 

These factors all underscore the significance of quantifying bonding ratios for carbon 

electrodes to properly assess their surface compositions and interfaces. 
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Figure 3.7. a) Schematic of the EELS data collection instrument. b) Typical EELS 

spectra for structures composed of solely sp
2
 bonding (graphite and fullerenes), which 

exhibit K-shell excitation peaks at 284 eV and 291 eV, and sp
3
-bonded carbon 

(diamond), which does not have a π bonding orbital and cannot exhibit a 284 eV peak.
34

 
 

Electron Energy Loss Spectroscopy (EELS) was used to probe the sp
2
/sp

3
 bonding 

character (Fig. 3.7).[184] Measurements were conducted at Oak Ridge National 

Laboratory. This method relied on the carbon K ionization edge to describe the bonding 

properties through intensity of the * and * peaks.  A 60 kV Nion UltraSTEM was used 

to avoid laser heating and re-graphitization. This microscope was equipped with a cold-

field emission gun and was aberration-corrected for atomic resolution imaging 

spectroscopy. EELS analysis focused on two K-shell excitation peaks.[185] The first 

peak, centered at ~291 eV, corresponded to the 1s → σ∗
 
transition that is ubiquitous to 

both sp
2
 and sp3 bonding. The ~284 eV peak, which corresponded to the 1s → π∗, was 

                                                           
34 Image obtained from http://eels.kuicr.kyoto-u.ac.jp/eels.en.html. Retrieved September 10, 2015. 
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only present in sp
2
 (double) bonding. To calculate the relative sp

2
/sp

3
 ratios, the peak 

deconvolution data was fit to the following Eq. 3.5: 

𝒔𝒑𝟐

𝒔𝒑𝟐+𝒔𝟑
=

𝑰
𝝅∗
𝒖

𝑰
𝝅∗
𝒖 +𝑰

𝝈∗
𝒖

𝑰
𝝅∗
𝒈

𝑰
𝝅∗
𝒈
+𝑰
𝝈∗
𝒈

                                                  (3.5) 

The equation used I
u
 (intensity of carbon sample) and I

g 
(intensity of baseline 

reference HOPG reference). Measurements were collected in the 200 – 374 eV range. 

Digital Micrograph software deconvoluted the peaks with a built-in processing script. 

 

3.5 Characterization of Ion-Surface Interactions and Confinement Effects 

3.5.1 Contact Angle and Ellipsometry Measurements 

Differently functionalized surfaces are expected to exhibit different interfacial 

energies between electrodes and electrolytes. Surfaces with unfavorable with H2O or 

electrolyte contact interfaces are, respectively, hydrophobic and ionophilic. The favorable 

counterparts are, respectively, hydrophilic and ionophilic. Repulsive surfaces tend to 

minimize liquid contacts with the surface, and contact angle ellipsometry calculations, 

which assess the liquid-solid interfacial energy (γsl) as a function of the liquid-vapor 

interface (γlv) and solid-vapor interface (γsv) by measuring the angle (θγ) between a liquid 

droplet and the surface (Fig. 3.8): 

 
Figure 3.8. Schematic of a standard contact angle measurement.[186] 
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 Contact angle measurements used a 2-axis goniometer. Defunctionalized or oxidized 

surfaces were set up on the adjustable flat sample stage. To avoid result convolution with 

capillary action effects (liquid drawn into pores or between small particles in electrode 

films), flat graphite foil films (with no microscale porosity or macroscale crevasses; SEM 

image shown in Fig. 4.69(b)) replicated identical surface chemistries. 10 µl droplets of 

H2O or electrolyte were deposited on the surface. A digital camera took photographs of 

the surface; each set examined 5-6 individual droplets. ImageJ software provided 

ellipsometry analysis and contact angle calculations. The results report the average 

calculated contact angle; standard deviations did not exceed ±4° for each surface.[135] 

 

3.5.2 Vacuum Infiltration of Ions into Pores 

Novel, fundamental characterization of the FSI and ion dynamics required in-depth 

analyses of ions in direct contact with differently structured pore walls. Furthermore, 

although most electrochemical measurements allow a substantial bulk (“flooded”) 

electrolyte phase that exceeds the pore volume, certain measurement techniques may 

become overwhelmed by the bulk phase and fail to capture interactions at the interface.  

For proper characterization, electrolytes were confined fully inside of particles of 

porous CDCs using vacuum infiltration. Small amounts (~0.5 g of RTIL electrolytes, pbulk 

≈ 1.5 g cm
-3

) were dispersed in CH3CN (HPLC grade, Fisher Scientific) at room 

temperatures. CDC powders were added in an appropriate ratio for the neat RTIL in the 

solution to occupy 80%–100% of the pore volume. The solvent evaporated at room 

temperature for 24 hours while the solution stirred. Subsequently, the samples were dried 

at 100 °C under low vacuum (0.01 torr) for another 24 hours and ground with a mortar 
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and pestle for uniformity. Visual observations confirmed that no bulk electrolyte droplets 

remained on the surfaces. The material retained a powder consistency in its final dry 

form.[110] These samples were used for neutron scattering experiments (described in 

sections 3.3.4, 3.5.3, and 3.5.4) and select Inert TGA measurements (section 3.4.3). 

 

3.5.3 Quasi-Elastic Neutron Scattering 

  Dynamics of ions in confined pores cannot be properly captured using conventional 

techniques described above, and electrochemical cycling may not account for all 

processes that occur at the electrode-electrolyte interface. Quasi-elastic neutron scattering 

(QENS) involves very small energy transfers (< 350 µeV) from incident neutrons to 

samples (Fig. 3.9a). These energy transfers, in turn, induce vibrations in molecules along 

similar time frequencies (10
-12 

– 10
-9

 seconds) and length scales (1 – 10 Å) as their self-

diffusion relaxation times and random walk distances. Subsequently, this technique was 

used to assess the mobilities of electrolyte ions in confined pores.[187] 

QENS measurements were conducted using the Backscattering Spectrometer 

(BASIS) BL-2 beamline of the Spallation Neutron Source at Oak Ridge National 

Laboratory (Fig. 3.9b).[188] Empty CDCs and CDCs filled with electrolytes were loaded 

(and sealed with In wire) into aluminum cans inside of an Ar-filled glovebox (to prevent 

air contamination); setup is shown in Fig. 3.9c-d. Measurements were conducted in the 

0.2 Å
-1

 < Q < 1.6 Å
-1

 range of scattering momentum transfer. The spectrometer operated 

at 60 Hz frequency of the SNS.  Quasi-elastic spectra was analyzed from the ±100 µeV 

energy transfer region.[27]  The instrument analyzed empty CDCs and RTIL-filled CDCs 

for different surface chemistry configurations. Furthermore, since incoherent scattering 

from hydrogen dominates quasi-elastic scattering intensity, data reduction also calculated 
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the percentage of elastically scattering (i.e. “immobilized” on the energy scale and time 

scale of our measurement) species in each sample. Measurements were conducted under 

neutral electrochemical potentials. For each sample, data was collected and analyzed at 

300 K, and, subsequently, from samples cooled down to the baseline temperature of 10 K 

to measure the sample-specific resolution spectrum used in the data fitting procedure. For 

IL-filled samples, the instrument also recorded the temperature dependence of the 

energy-resolved elastic scattering intensity from 10 K to 300 K at 5 K increments. This 

approach ruled out the presence of any bulk-like (10 nm or larger) droplets, which could 

potentially exhibit freezing-thawing behavior outside of CDC particles, and validated 

both the sample preparation approach and QENS measurements from confined ions. 

 
Figure 3.9. a) Energy transfer (ω) vs. the structure factor (S(Q,ω)) for neutron scattering. 

b) Schematic of the BASIS instrument, with the arrows showing directions of neutron 

pathways toward sample and, subsequently, backscattered particles Bragg reflected by Si 

crystals and intercepted by a detector array.[189]
35

 c) Powder-filled QENS cell (average 

mass = 0.4 grams) and d) Sealed cell for measurement. 

 

                                                           
35 Reprinted with permission from Ref. [189]. Copyright 2011, AIP Publishing LLC. 
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Several approaches were implemented to fit the scattering intensity vs. momentum 

transfer coefficient (Q). The most common one was a double-Lorentzian model scattering 

function (Eq. 3.6), which successfully fit the scattering data to a Q vs. Γ relationship (R(E) is the 

resolution function, (B(E)+C) is the linear background, δ(E) is the elastic scattering delta function 

centered at zero energy transfer, and x is  the fraction of elastic scattering in the signal): 

I(𝐄) = [𝐱𝛅(𝐄) + (𝟏 − 𝐱)𝐒𝐐𝐄𝐍𝐒(𝐄) + (𝐁(𝐄) + 𝐂)]⊗ 𝐑(𝐄),                 (3.6) 

where 𝐒𝐐𝐄𝐍𝐒(𝐄) =  [𝐩
𝚪

𝛑(𝐄𝟐+𝚪𝟏
𝟐)
+ (𝟏 − 𝐩)

𝚪

𝛑(𝐄𝟐+𝚪𝟐
𝟐)
] 

For systems with coherent translational Lorentzian components, self-diffusion 

coefficients were obtained from the Q
2
 dependence of relaxation times. The Cole-Cole 

distribution function,[190] which behaves as a stretched exponential function (half width 

at half maximum (HWHM) is independent of the stretched exponent), was used to 

calculate diffusion coefficients and jump lengths. The HWHM was obtained by fitting the 

 EQS , using Cole-Cole distribution function as shown in Eq.3.7:    

α)2(1α1

α

)
Γ(Q)

1
()

Γ(Q)

1
πα(

2

1
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)
Γ(Q)

1
πα(

2

1
cos

E)S(Q,






                (3.7)                     

Γ(Q) is the HWHM of a Lorentzian peak and  is an exponent such that 0 ≤  ≥ 1. If 

 = 0, equation 2 represents a Lorentzian function. Value other than zero gives the 

distribution of relaxation time. The jump diffusion equation (Eq. 3.8) was used to 

calculate self-diffusion coefficients (Dt) and jump lengths (L): 

𝚪(𝐐) =  
𝑫𝒕𝑸

𝟐

𝟏+𝑫𝒕𝑸𝟐𝝉𝟎
,                                                (3.8) 

where 𝑫𝒕 =
𝑳𝟐

𝟔𝝉𝟎
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3.5.4 Inelastic Neutron Scattering 

In addition to self-diffusion through narrow pores, confined electrolyte ions also 

exhibit intermolecular interactions with nearby co-ions, counterions, and adjacent surface 

functional groups. These interactions shed important insight into the dynamic processes 

at the FSI and help correlate surface heterogeneity and disorder with ion arrangement and 

charge dynamics. Since confined ion interactions have very low energies, they are 

difficult to probe with traditional spectroscopy techniques. Inelastic neutron scattering 

(INS) relies on the same spectroscopy principles as Raman, XPS, etc., but divergent 

neutron cross-sections of different atoms (Fig. 3.10b) significantly improve its resolution.  

 
Figure 3.10. a) Layout of a crystal-analyzer spectrometer that is used in the VISION 

instrument.
36

  b) Relative neutron cross-sections of common atoms and their comparisons 

to relative X-ray cross sections. c) Schematic of the energy transfer in the inelastic 

neutron scattering experiment.[191]  

                                                           
36 Reprinted from Ref. [191], Copyright 2009, with permission from Elsevier. 

a

b c
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Empty CDC and filled CDC materials, along with bulk ionic liquid, were loaded into 

similar aluminum cans for inelastic neutron scattering (INS) measurements at the 

Vibrational Spectrometer (VISION) 16B beamline of SNS at ORNL (Fig. 3.10a).[191] 

The samples were cooled down to 5 K to freeze all thermal motion in the sample, and 

vibrational mode intensity measurements were carried out in the 1 – 1000 meV energy 

transfer range. The background from the instrument and sample holder was subtracted to 

obtain the INS spectra from the empty CDC as well as the filled CDC cells. The empty 

CDC spectra were then scaled (by mass) and subtracted from the filled CDC spectra to 

compare solely the structure of bulk [EMIm
+
][TFSI

-
] and its confined states. 

Since the intensities of the vibrational density of states (VDOS) in bulk and confined 

IL at high energies were very similar, the low-energy spectrum (≤ 60 meV) provided the 

most information and remained the focus of most measurements. The dynamical structure 

factor, S(Q,E), measured by INS, can be expressed in one-phonon approximation as: 

𝑺(𝑸, 𝑬) =
ℏ𝟐𝑸𝟐[𝒏(𝑬,𝑻)+𝟏]

𝟔𝒎𝑯𝑬
∑ 𝒆−〈𝒖𝒊

𝟐〉𝑸𝟐𝑮𝒊
𝑯(𝑬)𝒊 ,                      (3.9), 

where 𝑮𝒊
𝑯(𝑬) = ∑ |𝐞𝒊

𝑯(𝒋, 𝑬𝒋)|
𝟐
𝜹(𝑬 − 𝑬𝒋)𝒋 , 

and 〈𝒖𝒊
𝟐〉 =

ℏ𝟐

𝟑𝒎𝑯
∫
𝑮𝒊
𝑯

𝑬
[𝒏(𝑬, 𝑻) +

𝟏

𝟐
] 𝒅𝑬 

𝐺𝑖
𝐻(𝐸) and 〈𝑢𝑖

2〉 are the generalized density of vibrational states and mean squared 

displacement of i hydrogen atom in the sample, n(E,T) is Bose population factor, 

e𝑖
𝐻(𝑗, 𝐸𝑗) and Ej are eigenvector and eigenenergy of normal vibration j, and the sum goes 

over all normal vibrations.[191] The squared neutron momentum transfer Q
2
 is almost 

proportional to the neutron energy transfer E in INS measurements. Therefore, Q
2
 is 
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relatively small at small energies, and Debye-Waller factor exp(-〈𝑢𝑖
2〉Q2

) is close to 1, 

and INS spectra from ionic liquid is sufficiently intense. Total neutron scattering cross-

section of hydrogen (σH=82.02 barns) is much larger than all other constituent atoms 

(5.551, 4.018, 11.51, 4.232 and 1.026 barns for C, F, N, O and S, respectively).[192] In 

addition, the atomic contribution to the intensity of optical modes in the INS spectra is 

inversely proportional to the atomic mass. Subsequently, hydrogen-rich species in the 

carbon-electrolyte systems contributed the most to total scattering intensities. 

 

3.5.5 Nuclear Magnetic Resonance 

Nuclear Magnetic Resonance (NMR) analysis of carbons and electrolyte systems has 

proven to be a very useful tool for characterizing both pure carbons and adsorbed 

electrolytes.[193] The technique is sensitive to different elements, such as hydrogen, and 

can use differences in chemical shifts to discern ion configurations from pore wall 

structures. These results collected at the University of Cambridge (Cambridge, UK). 

NMR measurements used electrode films composed of CDC materials (described in 

section 3.7.1). Samples were measured in empty states (pure carbons) and after becoming 

saturated with electrolytes. NMR experiments were performed using a Bruker Avance 

spectrometer operating at a magnetic field strength of 7.1 T, (300.2 MHz 
1
H Larmor 

frequency). The instrument used Bruker 2.5 mm double resonance MAS probe. All NMR 

experiments used spin–echo sequences with 5 kHz MAS Two specific NMR spectra 

focused on the chemical shifts (Δδ) of 2 specific peaks: 
19

F and 
1
H. They were referenced 

relative to, respectively, neat hexafluorobenzene (C6F6) at −164.9 ppm, and 
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tetramethylsilane (Si(CH₃)₄) and CH3 resonance of liquid C2H5OH at 1.2 ppm. 
1
H and 

19
F experiments, respectively, used 100 and 109 kHz radiofrequency strengths.[194]  

 

3.6. Molecular Dynamics Simulations 

Molecular Dynamics (MD) provide computational analyses of different experimental 

systems and can provide simulations of structural models, ion arrangements inside of 

pores, and electrochemical measurements and capacitance.  

MD computational analyses of ionic liquid electrolytes inside of CDC pores were 

performed at Vanderbilt University (Nashville, TN, USA). Simulations were performed 

using the molecular dynamics package GROMACS.[195] The force field for the ionic 

liquid was derived from previously derived MD all-atom force fields,[196,197]  and the 

AMBER force field described the electrode atoms.[198] The configuration of the 

hydroxyl group on the surface was taken from the DFT work of Yan et al.[199] The 

temperature was kept constant via the Nóse-Hoover thermostat.[200] To generate 

different applied potentials, net charges were uniformly added to the atoms of the 

innermost layers. The surface charge density on electrode was equal but with opposite 

sign to keep the neutrality of the whole system. The slab-PME method was used to 

compute the electrostatic interaction in the two-dimensionally periodic geometry.[201] 

The box length in the dimension vertical to the electrode surface was set to five times the 

electrode separation distance to ensure that the accuracy of electrostatic force calculation 

is comparable to that calculated from two-dimensional Ewald method.[202] Each 

simulation initialized 800 K and was subsequently annealed to 298 K in 8 ns. After 8 ns 
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of equilibration at 298 K, it carried out a 10 ns production run. The 26 ns total simulation 

time corresponded to 30 CPU hours in NERSC (using 48 cores).  

 
Figure 3.11. a) Simulation snapshot of the IL-filled pore. Functionalized graphene is 

shown in a b) top view and c) side view. Simulations correspond to section 4.2.3 results. 
 

Fig. 3.11 shows the MD simulation system of [EMIm
+
][TFSI

-
] near oxidized 

graphene electrode surfaces. The electrolyte was enclosed between 2 parallel electrodes, 

with a separation distance of 8 nm to guarantee a bulk-like behavior of the electrolyte 

was found in the channel center. The pristine graphene electrode was modeled as 3 

stacked graphene sheet layers with a 0.34 nm gap between each 2 neighboring sheets. All 

atoms maintained fixed positions during the simulation. Oxidized graphene electrodes 

added –OH groups to the innermost layers of the pristine graphene electrodes. All sp
2
 

carbon atoms remained rigid, while sp
3
 bonded atoms and –OH groups were flexible. 

 

3.7 Electrochemical Testing Setup 

3.7.1 Electrode Film Preparation 

 Since tests of individual powder particles are impractical, carbon electrode powders 

were compressed into thin electrode films for electrochemistry experiments and 

a b

c
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conductivity measurements. Carbon powders were mixed with polytetrafluoroethylene 

(PTFE). A 60 wt. % dispersion of PTFE in H2O (Sigma-Aldrich) was mixed with excess 

ethanol and carbon to create a 95 wt. % carbon / 5 wt. % binder slurry. The solution 

stirred for 12-24 hours with low or no heating. After ethanol evaporated, the resulting 

slurry was ground with an agate mortar and pestle to homogenize the mixture and stretch 

the polymer fibers around the particles (Fig. 3.12). The materials were rolled to desired 

thicknesses using a mechanical rolling mill (Durston Mills, UK). This procedure yielded 

films that closely resembled commercially prepared supercapacitor electrodes. Rolled 

films were 85 – 110 µm thick, with 3 – 6 mg cm
-2

 mass loading densities. Coarse-grained 

powders (75 – 250 um diameter CDC) were rolled to minimal allowable thicknesses and 

yielded films with single carbon particles across an entire electrode. Although the binder 

was an electrically resistive, non-porous material, it did not significantly decrease total 

SSA of materials or block micropores. Counter electrodes (described in section 3.7.2) 

were rolled into 250 um thick films. Electrodes were excised from bulk sheets into 

circular electrodes using high-precision hole punches. Symmetrical cells used 12 mm 

diameter disks (1.13 cm
2
 cross-sectional areas); working electrodes used 9 mm diameter 

disks (0.636 cm
2
 areas); counter electrodes used 15 mm disks (1.77 cm

2
 areas). 

 
Figure 3.12. a) SEM image of PTFE-bound carbon electrode particles. b) Photographic 

image of a typical electrode sheet. c) Pore size distribution comparison of a typical bulk 

carbon powder and the resulting electrode film. 
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3.7.2 Electrochemical Test Cell Assembly 

All electrodes were tested in “pouch”/”sandwich” cells, which had been described in 

literature (Fig. 3.13).[203] Electrodes dried in a low-vacuum oven (0.01 torr, 100 ºC) for 

24 hours prior to testing. Aqueous electrolyte cells were assembled and tested in ambient 

air atmospheres; tests involving organic electrolytes and ionic liquids were carried out 

inside of an Ar-filled glovebox (Vacuum Atmospheres, < 1 ppm content of H2O and O2).  

Electrodes were pressed against conductive current collectors, which transferred 

electrons from electrode films to the electronic circuit. Commercially available carbon-

coated Al current collectors (Exopak, Inc.) were effective in organic electrolytes and 

ionic liquids. They were 50 µm thick, electrically conductive, and featured a stable 

carbon black coating that improved electron transport across the electrode film-current 

collector interface. Graphite foil (same as in section 3.5.1) was used for aqueous 

electrolytes. Two layers of porous, hydrophilic polymer separator sheets (Celgard® 3501, 

~150 µm thick films) were inserted between each electrode as (electrolyte-permeable) 

dielectric barriers. The electrolyte was poured into the cells (in excess quantity) after the 

supercapacitor components had been assembled. All cells were placed in polyethylene 

pouches and sealed with a heat sealer. 

 
Figure 3.13. a) Schematic and b) photograph of a typical sandwich cell assembly. 

Separator 

(2 layers)

Electrode

Al current 

collector
Compression

block
a b
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Three different cell configurations were used during the course of experiments: two-

electrode (symmetrical) cells, three-electrode/quasi-reference electrode (symmetrical 

cells), and three-electrode/reference electrode (asymmetrical cells): 

1. Symmetrical cells implemented identical masses of both working (mWE) and counter 

(mCE) electrodes. Subsequently, the potential was set between the two electrodes, and 

each electrode obtained a certain potential (+ or -) with respect to a certain initial 

potential (open circuit potential (OCV) or point of zero charge (pzc); there is no clear 

consensus regarding the electrochemical state at initial equilibrium). The measurement 

that the potentiostat recorded included current that traversed through both the working 

and counter electrodes, which, in a symmetrical cell, acted as 2 capacitors in a series: 

𝟏

𝑪𝒕𝒐𝒕𝒂𝒍
= 

𝟏

𝑪𝑾𝑬
+

𝟏

𝑪𝑪𝑬
                                                          (3.10) 

Since CWE = CCE, the capacitance of a single electrode, CWE, equated to 2∙Ctotal. 

2. A quasi-reference three-electrode setup included an Ag/AgCl wire as a pseudo-

reference sensor. The silver wire was chlorinated in bleach for 10 minutes and inserted 

between the separator layers. The electrochemical measurement recorded the potential 

difference between the WE and the wire and the CE and the wire, but did not set the 

given potential between the WE and the wire; each electrode was allowed to accumulate 

charge and voltage according to its intrinsic properties. This approach allowed a proper 

examination of the symmetry of cation and anion accumulation.[204] 

3. A classical three-electrode setup used the Ag/AgCl wire in a similar configuration; 

the potential of the WE was set against the reference wire. The mass of the CEs 

significantly exceeded (10+ tenfold) that of the WE. Subsequently, CCE became much 

larger than the CWE, and the Ctotal≈CWE.[205] 
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3.7.3 Electrolytes 

 Two different salts were dispersed in water for different aqueous electrolytes. 1.0 M 

H2SO4 (sulfuric acid) and 1.0 M Na2SO4 (sodium sulfate) were prepared from, 

respectively, diluting stock solution of acid (Alfa Aesar) and solid salt crystals (Sigma-

Aldrich) in deionized H2O (18.3+ MΩ rated resistivity). 1.5 M Organic electrolytes were 

prepared by dispersing tetraethylammonium tetrafluoroborate ([NEt4
+
][BF4

-
], Fluka) in 

acetonitrile (CH3CN, Alfa Aesar, HPLC grade). Ionic liquid electrolytes (all purchased 

from IoLiTec) included 1-ethyl-3-methylimidazolium ([EMIm
+
]) bis-

(trifluoromethylsulfonyl)imide ([TFSI
-
]) and 1-ethyl-3-octylimidazolium 

([OMIm
+
])[TFSI

-
]). Fig. 3.14 shows schematics and dimensions of different ions. 

 
Figure 3.14. Schematics and dimensions of a) [NEt4

+
], b) [BF4

-
], c) CH3CN, d) [EMIm

+
], 

e) [TFSI
-
], and f) [OMIm

+
].

37
 Sizes derived from Ref. [28] and [27]. 

                                                           
37 Molecule structures generated using http://www.molinspiration.com built-in software. 

[NEt4
+]: 0.68 nm x 0.68 nm

[BF4
-]: 0.33 nm x 0.33 nm CH3CN: Vav = 0.077 nm3

[TFSI-]: 1.09 nm x 0.51 nm x 0.47 nm 
(Vav = 0.22 nm3)[EMIm+]: 0.85 nm x 0.55 nm x 0.28 nm 

(Vav = 0.15 nm3)

[OMIm+]: Vav = 0.32 nm3

a
b c

d
e

f
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3.8 Electrochemical Testing 

All electrochemical tests were carried out with a VMP-3 Potentiostat (Bio-Logic, 

Inc., France) at room temperature (294 – 298 K). EC-Lab software (Bio-Logic) collected 

the data and converted it to an ASCII format, following which MATLAB and MS Excel 

were used to calculate key electrochemical parameters.  

 

3.8.1 Cyclic Voltammetry 

Cells were cycled between vertex potentials (V0 and Vf) at certain dynamic potential 

(sweep) rates (dV dt
-1

). Cells were cycled between 0.5 mV s
-1

 and 1 V s
-1

; 10 mV s
-1

 was 

the 1
st
 cycle sweep range. Cells were pre-cycled at each sweep rate for 10 cycles to attain 

steady-state, repeatable performance. The final cycle was used for all calculations. 

Cyclic voltammograms (CVs) yielded gravimetric (normalized by electrode mass) or 

SSA-normalized (normalized by electrode mass (mWE) and the gas sorption-derived SSA 

(Asp) of the material) capacitance (Csp) using the discharge segment of the CVs with the 

following current integration (Vw is the voltage window between V0 and Vf vertices): 

𝑪𝒔𝒑 = 
𝟐

𝑨𝒔𝒑
∫

𝑰
𝒅𝑽

𝒅𝒕
𝒎𝑾𝑬𝑽𝑾

𝑽𝒇
𝑽𝒐

𝒅𝑽                                              (3.11) 

 The typical CV shape is shown in Fig. 3.15. The classic electrochemical capacitor, 

which involves only electrosorption and charge accumulation in pores, typically 

exhibited a rectangular shape. Deviations from the shape, such as distorted or rounded 

edges of the CV rectangle, qualitatively signified electrical and ionic resistance 

contributions from various system components. Ion sieving, ionic impedance (through 

narrow pores or across ionophobic surfaces), and poor electrical transport through 
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electrode films all could contribute to this CV distortion. Butterfly-shaped CVs 

(described in section 1.5) were indicative of voltage-dependent capacitance behavior.  

 Charge transfer processes (redox reactions and pseudocapacitive contributions) 

exhibited unique inflection points and reaction peaks at certain potentials and 

identified Faradaic processes. Upward inflection of the CV plot at vertex potentials 

qualitatively signified irreversible electrochemical breakdown and inferred voltage 

window stability limits. The coulombic efficiency (Qeff) parameter quantitatively 

evaluated electrochemical breakdown by dividing the integrated discharge current 

(i.e., total output charge) by the integrated charge current (i.e., total input charge).  

 The Randles-Sevcik coefficient (RS) was calculated from CVs techniques using 

the following equation relating peak current (I), charge transfer coefficient (n), 

Faraday constant (F), SSA (A), molar IL concentration (c), diffusion constant (D), 

temperature (T), gas constant (R), and the scan rate (v):[206] 

𝑰 = 𝟎. 𝟒𝟒𝟔𝟑 (𝒏 𝑭)𝟏.𝟓𝑨 𝒄 (
𝑫

𝑹𝑻
)𝟎.𝟓𝒗𝑹𝑺                                     (3.12) 

The equation was used to fit data from different sweep rates to derive values of x for 

each system. RS values that approached 1.0 suggested ideal capacitor behaviors, whereas 

values of x near 0.5 indicated diffusion-limited systems. 

 
Figure 3.15. a) Ideal rectangular CV shape. The highlighted discharge portion is 

integrated for Csp calculations. b) Irregularly shaped CV with redox processes.[207]
38

 

                                                           
38 Reproduced with permission from J. Electrochem. Soc. (Ref. [207]). Copyright 1999, The Electrochemical Society. 

a b
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3.8.2. Galvanostatic Cycling 

Cells were cycled at constant current (galvanostatic cycling with potential limitation, 

a.k.a. GC/GCPL) between vertex potentials. The current values were normalized by mass 

and fell in the 0.1 – 5.0 A g
-1

 range.  Capacitance was extracted by dividing the current 

density by the slope of the discharge curve (Voltage vs. time). Ohmic drop resistance was 

calculated from the vertex potential by dividing the magnitude of the ohmic drop (volts) 

by current (amps) using Ohm’s Law.[205] Life cyclabilities of electrodes were also 

calculated using this technique by ageing cells: they were cycled 10,000 times using high 

current densities (1.0 – 5.0 A g
-1

).[151] 

 

3.8.3. Electrochemical Impedance Spectroscopy 

Unlike CV and GC techniques, which relied on direct (linear) current and voltage 

sweeps, electrochemical impedance spectroscopy (EIS) relies on alternating voltage  (V) 

and current (I) with an initial frequency that dampens to a lower value. V and I follow 

sinusoidal relationships that, with Eulers relationship (exp(jφ) = cos(φ) + jsin(jφ)), are 

expressed as follows: 

𝑽𝒕 = 𝑽𝟎 ∙ 𝐞𝐱𝐩(𝒋𝝎𝒕) ;    𝑰𝒕 = 𝑰𝟎 ∙ 𝐞𝐱𝐩(𝒋𝝎𝒕 − 𝛗)                           (3.13) 

Impedance Z, as a function of oscillating frequency 𝜔 = 2𝜋𝑓, is expressed as: 

 𝒁(𝝎) =  𝒁𝟎 (𝐜𝐨𝐬(𝛗) + 𝐣𝐬𝐢𝐧(𝛗))                                    (3.14) 

As shown in Fig. 3.16, current and voltage oscillations exhibit a phase offset that 

provides insights into the nature of impedance in the supercapacitor system. Under the 

application of the transmission line model (described in 1.2), and assuming that each pore 
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in the carbon is an RC circuit, small phase angle offsets (0 < φ < -45º) are dominated by 

electrical resistivity, and larger phase angle offsets (-45º < φ < -90º) are dominated by 

capacitive charging processes.  

EIS measurements were conducted using a 200 kHz – 10 mHz dampening frequency 

range. The potential centered at 0.0 V and oscillated with ±0.2 mV amplitude. Parametric 

Nyquist plots (shown in Fig. 3.16) compared the real (Re(Z)) and imaginary (-Im(Z)) 

components of the impedance. Equivalent series resistance (ESR) was derived from 

values of Re(Z) at which –Im(Z)=0 and accounted for all electron transport limitations in 

the system.[208] The high-frequency semi-circular region accounted for contact and 

charge transfer resistance in the electrodes.[19] The mid-frequency Nyquist plot region 

between the semicircle and the -45º “knee” frequency accounted for ionic impedance and 

bulk transport limits in the supercapacitors. The oscillation period at the -45º impedance 

point corresponded to the RC time constant (τ). The phase angle at the lowest oscillation 

frequency (10 mHz) approached -90º for ideal capacitors and -45 for resistive, diffusion-

limited systems.[209] 

 
Figure 3.16. a) Sinusoidal current response in a linear system. b) Typical Nyquist 

parametric plot and the specific regions that are analyzed to determine key capacitive and 

resistive contributions. 

0

 

 

-I
m

(Z
) 

(O
h
m

)

Re(Z) (Ohm)0

ESR

Contact
impedance

Ionic impedance

“Knee” frequency
Z = -45º

RC (τ) constant

a b



83 

 

Impedance included both real (C’) and imaginary (C”) components that were 

calculated using the following equations: 

𝑪′(𝝎) =  
−𝒁′′(𝝎)

𝝎|𝒁(𝝎)|𝟐
                                                        (3.15) 

𝑪”(𝝎) =  
𝒁′(𝝎)

𝝎|𝒁(𝝎)|𝟐
                                                        (3.16) 

These relationships were analyzed with Bode Impedance plots of C vs. frequency. 

The value of 𝐶′(𝜔) at f = 10 mHz provided a separate measure of Csp; the frequency 

value at which 𝐶”(𝜔) demonstrated a maximum provided the time constant. 

 

3.8.4. Chronoamperometry 

Square wave chronoamperometry (CA) involved instantaneous potential jumps from 

0.0 V to vertex potentials and measuring current (and total accumulated charge) vs. time. 

Measurements were collected every 0.5 µA fluctuation or 0.1 s (whichever occurred 

more frequently). Cells were held at given voltages for 1 hour to reach steady-state 

conditions and were fully discharged between each step charge accumulation. In addition 

to measuring the rate of charge accumulation vs. time and static Csp values for different 

supercapacitors, the technique provided parasitic current measurements and quantified 

electrochemical breakdown reactions in different potential windows. 
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CHAPTER 4 – RESULTS AND DISCUSSION 

 

The results of this research, including strategic approaches and resulting key findings, 

cover four main objectives. Subsequently, the discussion in this chapter is split up into 

four mains sections. Section 4.1 describes the efforts that removed surface defects from 

CDC pore walls, via both defunctionalization and graphitization, and their resulting 

influence on capacitance. Section 4.2 describes follow-up efforts that deposited specific 

chemical groups on porous carbons and evaluated the resulting electrode-electrolyte 

interface changes. Section 4.3 compares differently functionalized porous and non-porous 

surfaces, as well as CDCs with different pore lengths, to deconvolute the influence of 

defect pore surface composition from ion confinement. Section 4.4 implements those 

fundamental concepts in optimized nanostructured electrodes, novel in situ 

spectroelectrochemistry, and environmentally benign device designs. 

 

4.1 Surface Defunctionalization and Annealing 

The initial question that required an answer was fairly intuitive: are surface defects 

beneficial or detrimental to supercapacitor performance? The initial approach in this 

dissertation was inspired, in part, by Chmiola and Osswald’s prior efforts,[167] which 

had controlled the porosity and graphitization of CDCs with high-temperature vacuum 

annealing. Although their approach had demonstrated expected structural evolution of 

porous carbons, the results could not explain observed capacitance changes in graphitized 

electrodes. Furthermore, basic characterization, which had been limited to gas sorption, 
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Raman spectroscopy, and X-ray diffraction, could not quantify detailed surface 

composition parameters and specific defects on pore surfaces of annealed CDCs.  

The objective of this approach was to compare the capacitance, rate dynamics, and 

electrochemical stability of porous electrodes with different degrees of surface 

functionalization and graphitic ordering.[210] The approach focused on TiC-CDC and 

SiC-CDC microparticles (1-5 µm diameter), along with SiC-CDC nanoparticles (20-30 

nm diameter), as model systems. Their initial pore structures (after 300 – 1,000 ºC Cl2 

and H2 treatment) were saturated with (heterogeneous chemical and structural) defects 

and ranged from amorphous to partially graphitized carbons. They were, subsequently, 

annealed to remove defects and increase carbon ordering. Their structure was studied in 

greater detail than previous attempts; such analysis more appropriately correlated surface 

chemical group compositions and graphitic features with electrosorption changes.  

During the initial design of this study, vacuum annealing of CDCs was expected to 

retain a high SSA and well-ordered porosity, maximize electrical conductivity (via 

graphitization), and reduce/eliminate functional groups from (now-passivated) surfaces. 

Subsequently, the operating hypothesis for this approach predicted: 1) higher capacitance 

in graphitized, electrically conductive CDCs, 2) improved rate handling abilities of ions 

through smoother, defect-free surfaces; and, 3) expanded voltage windows in carbons 

with no functional groups and, subsequently, no irreversible breakdown reactions. 

 

4.1.1 Annealing-Induced Structural Transformations 

4.1.1.1 Particle Changes 

 The main processes that occurred during vacuum annealing were, in order of 
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prevalence, removal of functional groups from pore surfaces, graphitic reorganization 

and increase in size of ordered sp
2
 domains, and limited pore restructuring. The 

procedure removed 10-15% of the mass of annealed CDC, with the amount of lost 

material proportional to the annealing temperature (Fig. 4.1). This mass loss included 

chemical groups, weakly attached carbons on surfaces, and all eternal liquid or gas 

species chemisorbed or trapped in tight pores.  

 
Figure 4.1. Mass changes of TiC-CDC micropowders after annealing the initial CDC at 

different temperatures under high (10
-6

 torr) vacuum. 

 

4.1.1.2 Pore Structure Changes  

TiC-CDC microparticles and SiC-CDC nanoparticles underwent very similar pore 

structure transformation under the influence of vacuum annealing. The initial 

materials had SSA values of 1682 m
2
 g

-1
 and 2001 m

2
 g

-1
, respectively, and pore 

distributions demonstrate a 0.61 nm pore diameter for TiC-CDCs and 0.85 nm for 

SiC-CDCs. When annealed at 700 °C, the SSA of the microparticles increased by 

15%, while the pore diameter increased slightly to 0.67 nm. Higher annealing 

temperatures decreased SSA by 19% (1371 m
2
 g

-1
 after a 1400 °C anneal), with the 

micropore distribution remaining relatively unchanged and an increase in 
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mesoporosity. Fig. 4.2 shows the pore size distributions and changes in accessible 

SSA and pore volume.  

 

Figure 4.2. a) Pore size distributions for TiC-CDC microparticles in their initial state and 

annealed at 700 °C, 1,200 °C, 1,400 °C, and 1,800 °C.  b) Pore size distributions for SiC-

CDC nanoparticles annealed using the same conditions. Similar trends are observed. c) 

Changes in surface area and cumulative pore volume for the two systems.  

 

The SiC-CDC nanoparticles reported similar responses to annealing temperatures: 

the SSA increased by 55% to 3100 m
2
 g

-1
 (1.01 nm pores) after 700 °C treatment and 

decreased by 30% to 1401 m
2
 g

-1
 (0.79 nm pores) after a 1400 °C anneal (Table 4.1). 

While the systems (synthesized at 800 °C) in their initial, non-annealed states 

exhibited similar structural and chemical properties, the effects of high temperature 

vacuum treatment differed for materials with divergent initial structures.[167]  

 

Table 4.1. Surface area, pore volume, and pore size distribution values derived from N2 

gas sorption for initial and annealed microparticles and nanoparticles.  

 TiC-CDC Microparticles SiC-CDC Nanoparticles 

 
Initial 

CDC 

700 °C 

Annealed 

1400 °C 

Annealed 

Initial 

CDC 

700 °C 

Annealed 

1400 °C 

Annealed 

BET SSA, m
2
 g

-1
 1682 1946 1371 2001 3101 1401 

DFT SSA,  m
2
 g

-1
 1699 1870 1337 1762 2899 1290 

Cumulative pore volume,  cm
3
 g

-1
 0.65 0.77 0.58 1.44 2.04 1.21 

Subnanometer pore volume,  cm
3
 g

-1
 0.48 0.53 0.36 0.42 0.77 0.30 

Pore diameter mode,  nm 0.61 0.67 0.67 0.85 1.01 0.79 
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Fig. 4.3 compares the influence of different vacuum annealing temperatures on the 

porosity and SSA of TiC-CDCs synthesized at 600 and 1,000 ºC. For all annealed 

materials, the micropore structure remained generally intact. The increase in 

mesoporosity for materials annealed at high temperatures was expected to enhance the 

mobility of ions during charging and discharging.[211]  

 

Figure 4.3. Pore size distribution for TiC-CDCs originally synthesized at a) 600 ºC Cl2 

and b) 1,000 ºC Cl2, which show the influence of vacuum annealing on SSA and porosity. 

 

Low-temperature annealing removed functional groups and attached carbon atoms 

from outer pore walls, opened closed channels (possibly removed functional groups 

or few-carbon layers blockages), and increased SSA. On the other hand, annealing 

above a 1,100 – 1,200 ºC threshold restructured and merged micropores into 

mesopores, collapsed small branches, and decreased the cumulative surface area. The 

general schematics of these transformation mechanisms are shown in Fig. 4.4.  
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Figure 4.4. Low-temperature functional group removal and increase in accessible SSA 

from a) defect-rich to b) defunctionalized (but non-restructured) pores. At high 

temperatures, carbon restructuring merges c) adjacent small pores into d) larger pores and 

loses the surface area of the pore walls shared between two adjacent channels.  
 

4.1.1.3 Changes in Graphitic Structure 

The high-temperature annealing resulted in increased graphitization, as sp
2
 domains 

became larger and more ordered. However, this was only observed for materials annealed 

at 1100 °C and above. Thermal treatment at 700 °C removed surface functional groups, 

yet did not provide sufficient energy for the carbon atoms to induce significant 

graphitization. Raman spectroscopy (Fig. 4.5) shows a temperature-dependent narrowing 

of both D and G bands, as well as the emergence of the resonant 2D and D+G bands.  

a cb d
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Figure 4.5. Raman spectroscopy offset spectra for a) TiC-CDC microparticles and b) 

SiC-CDC nanoparticles. Resonant modes became more prominent in graphitized 

structures. c) Effects of annealing on electric conductivity of PTFE-bound electrode 

films. d) FWHM of the main bands became narrower, indicating increases in ordering. 

Low-temperature annealing (700 °C) slightly decreased ordering, as surface carbons were 

removed without re-arranging the bulk carbon into sp
2
 domains. e) Shifts of the center of 

the G band peak position, which gradually migrated from larger wavenumbers towards its 

intrinsic 1580 cm
-1

 value as a result of defect removal. f) Changes in the intensity ratios 

of the D-band (ID) and the split G-band (IG1, 1580 cm
-1

 and IG2, 1595 cm
-1

) peaks. 

 

These observations confirmed expected increases in graphitic ordering.[56] The 

material retains a generally amorphous carbon structure before and after annealing, and 

its three-dimensional architecture (featuring small interlocked sp
2
 domains) impedes the 

formation of long-range, defect-free graphene sheets on pore wall surfaces. As a result, 

the FWHMs of the D band are more appropriate than ID/IG ratios to describe 

graphitization.[78] The appearance of the G’ band at the ~1610 cm
-1

 for both materials 

after 1800 °C annealing suggests the eventual collapse of the CDC particles into non-

porous, polycrystalline structures; this is described well by the porosimetry data. 
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While Raman spectroscopy also provided some initial insights into specific structural 

transformations of CDCs during graphitization, the process is complex and encompasses 

a wide range of effects. Although the ID/IG ratios increased after annealing, the D bands 

did not disappear. The resulting carbon structures did not resemble ideal (HOPG-like), 

monocrystalline graphite but maintained polycrystallinity and small graphitic domains. 

Subsequently, the growth in the relative intensity of the disorder vibrational mode could 

be more accurately attributed to the increased prevalence of 6-membered (benzene) rings 

in annealed CDCs.[56] Furthermore, the leftward shift of the G band peak could be 

attributed to annealing-induced changes in electronic dopant structures in the CDCs. 

Previous experiments had correlated charge carrier concentrations (n-doping), which had 

shifted the Fermi level of carbon electrodes above the Dirac point, with 10-20 cm
-1

 

wavenumber rightward G band peak shifts. The G-band shifted to the left by 7 cm
-1

 (for 

microparticles) and 5 cm
-1

 (for nanoparticles) after an 1800 °C anneal. If these results, 

which had been obtained for carbon nanotube electrodes, could extrapolate onto porous 

CDCs, these findings could suggest that defunctionalization had led to the removal of n-

dopants from the carbon structure. Although graphitized electrodes became more 

electrically conductive, the G band peak shifts could have signified structural 

transformations that decreased quantum capacitance of defect-free CDCs.  

 Fig 4.5(d) shows the effects of annealing and increased graphitization on intrinsic 

electric conductivities. Conductivity generally increased with annealing temperature 

for both CDC materials, with nanoparticles generally exhibiting greater electron 

transport due to improved interparticle connectivity.[212] Conductivities of both 

materials dropped by 33-38% after 700 °C annealing. They exhibited higher pore 
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volumes, which impeded electron transfer,[213] without becoming sufficiently 

graphitized. Annealing at 1400 °C increased conductivity of TiC-CDC by 14 S cm
-1 

and SiC-CDC
 
by 21 S cm

-1
. The 16-50 S m

-1
 microparticle conductivities and 98-168 

S m
-1

 nanoparticle conductivities were smaller than the values reported for  

monolithic, chemically reduced graphene oxide with high sp
2
 ordering.[214] 

 Air TGA analysis (Fig. 4.6) showed increased oxidation temperature for samples 

annealed at higher temperatures and corroborated surface graphitization with pore 

wall passivation and greater stability. FWHM analysis of the oxidation profiles (from 

dTG, i.e. dM dT
-1

) showed the broadest oxidation profile for the 700 °C samples and 

demonstrated significant dispersity and a generally disordered structure of both 

microparticles and nanoparticles annealed at that temperature. Previous experiments 

correlated narrower dM
 
dT

-1
 peaks with greater structural defect concentration in 

MWCNTs (inter-wall faults, broken walls, etc.).[215] However, the narrowing of the 

dTG peaks shown for CDCs, which have a more heterogeneous structure, more likely 

corresponded with increased homogeneity and uniformity in annealed carbons. 

 
Figure 4.6. Oxidation peaks determined using TGA in air environment for a) TiC-CDC 

microparticles and b) SiC-CDC nanoparticles. c) These peaks show a shift to higher 

oxidation temperatures and suggest greater ordering/homogeneity in graphitized CDCs. 
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XRD analysis of annealed materials is shown in Fig. 4.7. The 26º 2θ peak grew and 

narrowed for CDCs annealed at higher temperatures. It corresponds to the 3.4 Å dense 

graphite phase (d-spacing). Therefore, annealed CDCs increased long-range ordering and 

stacking along the [002] direction. Since none of the CDCs exhibited bulk graphite 

phases, this transformation instead signified greater alignment/ordering of carbon sheets 

between pore walls.  

 
Figure 4.7. X-ray diffraction analysis of SiC-CDC microparticles annealed at 700 – 1800 

ºC. The [002] peak and the [100]/[101] peaks are marked with dashed and solid lines. 

 

4.1.1.4 Carbon Structure Transformation 

Pair distribution function (PDF) analysis, which relied on neutron scattering and a 

synchrotron X-ray source for total diffraction analysis, provided a more in-depth look at 

the structural transformations. The Fourier-transformed intensity scattering data (S(Q) vs. 

Q)  and the fitted and processed analysis data (in the form of G(r) vs. r) is shown in Fig. 

4.8. Data fitting implemented Eq. 3.3.  

As expected, the results indicated sharpening of all diffracted peaks and the 

appearance of graphite [002] peak (Q of 1.8 Å
-1

), which suggested a monotonic 
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graphitization trend.  The results have some carryover to wider-angle measurements 

(large Q values), so the S(Q) intensity change at 1.4 Å
-1

 could have signified porosity 

reduction or other long-length scale phenomena, such as pore network or pore surface 

texture changes.  

The first three peaks (1.43 Å, 2.47 Å, and 2.85 Å) are C–C bonding distances that 

occur within the aromatic-type ring of graphene or graphite. Their changes in intensity 

suggest that the 6–member ring should be the dominated configuration over pentagons 

and heptagons. The intensity ratio of 1
st
 vs 2

nd
 and 2

nd
 vs. 3

rd
 peaks implied the relative 

populations of 5–, 6–, and 7–member carbon rings. Since the internal bonding angles of 

heptagons (108º), hexagons (120º), and heptagons (129 º) are all different, differently sp
2
 

π-π bonds could be expected to change the material’s quantum capacitance or 

electrostatic/steric interaction with electrosorbed ions. 
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Figure 4.8. a) S(Q) structure factor data for SiC-CDC microparticles annealed at 700 – 

1,800 ºC, obtained using neutron scattering. b) Fitted PDF data. The inset shows different 

correlation lengths marked on the graph. c) Low-Q (low-r) region of the PDF data, with 

the baseline peaks of 700 ºC annealed CDC subtracted from each of the other 

temperatures. d) Intensity ratios of correlation carbon bonding lengths. The inset marks a 

typical structure with 3 distinct lengths. 

 

The PDF data was fitted to a simple 3-phase carbon model: 1) a bulk graphite phase 

(assuming infinite stacking of layers in the [002] direction with 3.4 Å d-spacing), 2) 

curved, freestanding graphene phase (standalone unique carbon sheets with no stacking 

or alignment), and 3) slit-pore morphologies that use layer-layer graphene correlations to 

mimic subnanometer porosities.[180] The results of the fits of the PDF findings to the 

model are shown in Fig. 4.9. The graphene structure (phase 2) assumed large thermal 

atomic displacements for carbon atoms moving normal to the [100] direction. The 
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thermal displacements, which were allowed by the model’s absence of layer-layer 

correlation and structural confinement, indirectly accounted for curvature effects.  

 
Figure 4.9. a) Comparison of prevalence of graphite (stacked) phase and graphene 

(freestanding sheet) phase as a function of graphitization. b) Modeled curvature-

dependent thermal vibrations of the graphene sheets. c) Estimated planar dimension of 

graphene sheets as a function of annealing temperature. d) Initial model parameters and 

e) accuracy of its fit to the experimental X-ray PDF data.
39

 
 

Although the model demonstrated planar growth of graphene domains, loose 

freestanding sheets became less prevalent at higher annealing temperatures. At the same 

time, the graphite phase became more dominant and further confirmed increases in 

stacking along the [002] direction. Structural transformations became significant in CDCs 

that were annealed above 1,100 ºC; this finding agreed with other measured structural 

changes. The curvature of layers slightly decreased with graphitization and suggested 

more prevalent 6-membered carbon rings in resulting CDCs. Finally, graphene layer-

                                                           
39 Model calculations were conducted at Oak Ridge National Laboratory. 
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layer correlation distances deceased and suggested that layer restacking narrowed certain 

pores and, eventually, collapsed internal porosities (in line with porosimetry).  

Structural characterization of the material suggested that primary pore surface 

composition changes were limited to chemical group removal and defunctionalization at 

low annealing temperatures (700 – 1,100 ºC) and included significant carbon ordering 

transformations only at higher annealing temperatures (1,200 – 1,800 ºC). Defect 

concentrations and pore wall thicknesses transformed during graphitization. These 

structural differences were predicted to influence both charge screening in confined pores 

and relative quantum capacitance contributions to total Csp. 

 

4.1.1.5 ReaxFF Modeling of Porous Carbons 

Although Raman spectroscopy and X-ray scattering provided qualitative comparisons 

between differently graphitized CDCs and assessed thermally-driven structural evolution 

trends, these empirical techniques could not comprehensively quantify precise 

concentrations of defects on pore walls. Quenched Molecular Dynamics (QMD) 

simulations of CDCs could provide more accurate comparisons of porous carbons and 

assign more specific values to certain structural features.[216] To accomplish this goal, 

PDF data was integrated into QMD simulations that used the reax/c implementation of 

ReaxFF in the LAMMPS simulation package.[217,218] The simulation used the most 

recent carbon-carbon interaction parameters.[219] The simulation quenched the system 

from 3,500 K to 3,000 K from 1.25 to 500 picoseconds. To equilibrate charge in 

ReaxFF,[220,221] a 500 ps simulation took 48 hours using two nodes (48 cores) on 

NERSC’s Edison cluster. The findings are shown in Fig. 4.10. 
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Figure 4.10. Snapshots of the MD simulation of CDC after a) 1.25 ps, b) 50 ps, c) 125 

ps, and d) 500 ps quench rates. e) Comparison of simulations of PDFs for different 

quench rates and its comparison against experimentally-derived CDC annealed at 1,800 

C. f) Simulated pore size distribution. g) Comparison of ring prevalence and its 

transformation for different quench rates. h) Distribution of calculated bond angles for 

1.0 – 400.0 K ps
-1

 quench rates. 
 

Results drew on prior QMD simulations of CDCs[76] and nanoporous graphene 

ribbons.[222] Slower quench rates yielded more ordered simulated structures, which 

primarily influenced the relative prevalence and distributions of carbon-carbon bonding 

rings. Trend analysis showed greater prevalence of benzene rings in graphitized 
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structures and matched the conclusions from experimentally-derived PDF. Separation 

distances between ordered graphene structures were attributed to slit pores, and additional 

MD simulations compared predicted and measured N2 adsorption to derive porosities.  

The model has not, to date, been able to accurately reflect the graphitization of 

experimentally-measured CDCs. Even the slowest quench rates did not predict the level 

of ordering that X-ray or neutron PDF had recorded for 1,800 ºC SiC-CDCs. The most 

up-to-date simulations could not control porosity as accurately as Cl2 and vacuum 

annealing treatments. The inherent strategy behind this computational approach likely led 

to this divergence: while Cl2 etching removed metal atoms from the carbide lattice, the 

QMD approach condensed carbon from a liquid to a solid state. Although the simulation 

results parametrically correlated with annealed porous carbon structures, they could not 

capture all relevant surface defects. However, the findings demonstrated graphitization-

dependent changes in ring prevalence distributions in annealed CDCs, and the resulting 

changes in bonding angles (and, subsequently, bond energies and chemical strain in 

structures) were expected to significantly influence ion electrosorption, capacitance, and 

electrochemical stability under high applied potentials.   

 

4.1.1.6. Graphitization-Induced Morphology and Roughness Changes 

 Transmission Electron Microscopy (TEM) analysis revealed an increase in ordered 

graphite/graphene features in all annealed and graphitized CDCs. While the materials 

maintained a predominantly heterogeneous amorphous or turbostratic carbon structure, 

annealed TiC-CDCs showed greater prevalence of graphitic features such as barrels (Fig. 

4.11(c)) and ribbons. Although nanoparticle-sized CDCs exhibited more structural 
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uniformity and lower annealed-induced visible transformations, their edges noticeably 

transformed to curved nanoribbons and featured that resembled single-layer graphene. 

Ordered domains of graphene sheets vertically stacked in different orientations 

throughout the particles. Subsequently, interpore thicknesses and carbon compositions in 

walls became very disperse for annealed, graphitized CDCs.  

 
Figure 4.11. TEM micrographs that showed relative prominence of key morphological 

features as a result of 1,400 °C 8-hour vacuum annealing. a) Annealed TiC-CDC 

microparticles produced c) a variety of graphitic ribbons and barrels more prevalent 

turbostratic graphite, and ordered, smooth particle termination edges. SiC-CDC 

nanoparticles shown in b) developed mostly graphitic ribbons shown in d). 

 

In addition to bright-field TEM analysis of annealed TiC-CDC particles, a scanning 

TEM (STEM) provided dark-field images of 700 – 1,800 ºC annealed SiC-CDCs. This 

approach improved the resolution of certain structural features and provided better 

contrast for side-by-side comparison of structural evolution effects. The images are 

shown in Fig. 4.12.  
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Figure 4.12. STEM images of SiC-CDC microparticles annealed at a) 700 ºC, b) 900 ºC, 

c) 1,100 ºC, and d) 1,600 ºC. 
 

In agreement with structural findings, the images demonstrated periodic, graphitized 

structures that became more ordered at higher annealing temperatures. The biggest 

transition occurred above 1,100 – 1,200 ºC thermal treatments. Images showed 

freestanding graphene sheets (at 700 ºC), which likely acted as single-layer walls between 

adjacent pores, that restacked into more compact monoliths at higher temperatures.  

This imaging technique also discovered elemental silicon atoms (bright spots) that were 

prevalent in all analyzed CDCs. Their overall amount had been negligible in CDCs: none 

of the scattering techniques (PDF, XRD) noted any Si/SiC/SiCl4/SiO2 phases, and TGA 

analysis recorded negligible ash contents (< 1%) for all materials. The elemental Si 
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impurities did not disappear after annealing and, therefore, were present in all analyzed 

CDCs. This particular defect has been overlooked in previous capacitance measurements 

that had relied on CDCs. Although previous research efforts have noticed different 

impurity levels for carbons synthesized at low temperatures, the most discussed effect, to 

date, has been solely the lower SSA of partially unconverted CDCs.[85] Elemental Si 

may alter quantum capacitance, intermolecular interactions of electrolyte ions with 

surfaces, and atomic surface roughness of pore walls. However, the relative low quantity 

of this phase could not be properly quantified with available techniques. Furthermore, 

despite greater resolutions of the UltraSTEM instrument, the images could not 

confidently discern whether the elemental defects were on pore surfaces or sandwiched 

by carbon layers between pores. 

Small-angle scattering provided additional comparison of atomic pore surface 

roughness and corrugation that was influenced by structural evolution and vacuum 

annealing. Fig. 4.13 demonstrates the small-angle neutron scattering (SANS)-derived 

I(Q) vs. Q relationship for SiC-CDCs annealed at 700 – 1,800 ºC. Deconvolution of 

results primarily focused on the Porod scattering region (0.08 Å
-1

 < Q < 0.01 Å
-1

) and fit 

the results to the Porod power law equation (Eq. 3.2). Although the results did not 

demonstrate clear trends for lower annealing temperatures, significant graphitization 

onset (> 1,300 ºC) correlated with lower values of the negative Porod exponent (n). 

Subsequently, amorphous CDCs exhibited smoother pore surfaces, and their graphitized 

counterparts featured atomically rough, corrugated walls.[176] This approach assumed 

ideal surface fractals; although the regression fits exhibited good correlations (R-squared 

= 0.998), future characterization efforts must develop complementary analysis methods. 
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Figure 4.13. a) I(Q) vs. Q SANS data for SiC-CDC microparticles annealed at 700 – 

1,800 ºC. b) Corresponding Porod coefficient fits for the surface fractal region. SAXS 

data for TiC-CDCs synthesized at 300, 600, and 1,000 ºC (before and after 1,400 ºC 

vacuum annealing) is shown in c), with corresponding Porod coefficient fits in d).  

 

Small-angle X-ray scattering (SAXS) provided a similar analysis of TiC-CDC 

microparticles synthesized at 300 ºC, 600 ºC, and 1,000 ºC in their initial state and after 

1,400 ºC annealing. The finding demonstrated similar annealing-induced pore roughness 

increases for initially amorphous (300 ºC and 600 ºC Cl2) CDCs. TiC-CDC that had been 

synthesized at 1,000 ºC was already moderately graphitized, and additional annealing did 

not significantly reconstruct its pore wall surfaces (hence negligible changes in the Porod 

constant). However, both its initial and annealed surfaces were more corrugated than 

lower-temperature structures; this structural description corroborated the SANS-derived 

conclusions regarding atomic smoothness of annealed SiC-CDCs.  
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4.1.2 Annealing-Induced Bonding and Surface Chemistry Changes 

4.1.2.1. Electron Energy Loss Spectroscopy Analysis 

In addition to providing high-resolution TEM images, the UltraSTEM instrument 

collected electron spectroscopy data. In particular, it analyzed the carbon K edge.[223] 

Specific spectra and calculated relative sp
2
/sp

3
 bonding ratios are shown in Fig. 4.14. The 

calculations for sp
2
/sp

3
 bonding ratios relied on Eq. 3.5.  

 
Figure 4.14. a) EELS core-loss spectra of SiC-CDC microparticles annealed at 900 ºC, 

1,100 ºC, and 1,700 ºC. b) Integrated sp
2
/sp

3
 bonding ratios for annealed CDCs. 
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2
–sp (1.43 Å); and sp–sp (1.37Å). PDF analysis did not detect any shifting of 

the 1.43 Å peak (to higher r distances).[224] Subsequently, a more sensitive technique 

was needed to detect relatively uncommon sp
3
 bonds. The bonding analysis provided by 
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that reached 0.88 – 0.90 (with sp
2
 bonding accounting for up to 90% of total bonding in 

the structure).[183] The absolute values for annealed CDCs likely reached and exceeded 

these ratios. 

EELS spectra analysis showed that overall bonding in the carbon structure was 

significantly influenced by thermal annealing. Graphitization increased sp
2
 (ideal graphite 

bonding) prevalence throughout the carbon structure, although the dependence was not 

linear and featured an inflection point at 1,100 ºC. Although sp
3
 bonding was likely 

dominated by (diamond-like) carbon-carbon bonding, some of those bonds could have 

accounted for carbon-hydrogen bonding, which exhibited similar hybridization. Since 

C=C and C–C bonds exhibit different energies and polarizations, their relative prevalence 

on pore surfaces also influenced intermolecular interactions with electrosorbed ions.  

 

4.1.2.2. Functional Group Content 

As expected, high-temperature vacuum annealing defunctionalized surfaces of the 

CDC materials. XPS-derived elemental analysis of the materials, which is shown in 

Table 4.2, showed that elements such as oxygen, nitrogen, and chlorine steadily 

decreased in atomic % after the 700 °C anneal and were almost completely eliminated 

after the 1400 °C treatment. SiC-CDC nanoparticles, which had lower relative initial 

amounts of surface chemical species, did not experience such drastic 

defunctionalization. This effect could be related to both their higher SSAs (increasing 

the prevalence of contaminants adsorbed from air) and particle aspect ratio, which 

could have facilitated re-functionalization (after exposure to air).  
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Table 4.2. XPS-derived atomic percentages of key chemical species identified for the 

two systems. Entries indicating a range of values signify amounts found outside of 

particles (before Ar sputtering) and inside (after sputtering away several nm).  

 
TiC-CDC Microparticles SiC-CDC Nanoparticles 

 
Initial 
CDC 

700 °C 
Annealed 

1400 °C 
Annealed 

Initial CDC 
700 °C 

Annealed 
1400 °C Annealed 

Carbon 92.3 96.1 99.7 97.9 98.1 97.4 

Oxygen 4.1 1.4 0.0 1.7 1.4 1.7 

Nitrogen 2.3 2.1 0.0 0.0 0.0 0.0 

Chlorine 1.3 0.0 – 0.3 0.0 – 0.3 0.0 – 0.4 0.0 – 0.5 0.0 – 0.9 

Titanium/Silicon 0.0 0.0 – 0.7 0.0 0.0 0.0 0.0 

 

TGA analysis in an Ar environment (Fig. 4.15) showed that the functional group 

content, which had constituted 7-9% of the total CDC mass in its initial state, 

decreased to < 3% after the high-temperature treatment. Analysis of dTG curves 

showed a few decomposition peaks at 300 °C (for 700 °C anneal), 175 °C and 650 °C 

(for 1,100 °C anneal), and 300-330 °C and 460 °C (for 1,600 °C anneal). However, 

desorption was convoluted by porous CDCs (gas products required diffusion time 

through pores during steady temperature increase). Nevertheless, the approach 

provided a quantitative comparison of functional group content on pore walls.  

 

Figure 4.15. a) Inert TGA and b) dTG analysis of TiC-CDC microparticles annealed at 

different temperatures. c) Percentage of mass lost during heating of microparticles and 

nanoparticles, which corresponded to amounts of non-carbon functional groups that had 

been present on surfaces of annealed CDCs.  
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assumed to be present on surfaces of as-produced samples (H2 annealing that 

followed Cl2 etching). Functional group analysis revealed predominantly C–OH, 

C=O, and C–Cl bonds, with trace amounts of acid, ether, and C–O–Cl groups. 

Chlorine was found only on the insides of particles (after Ar sputtering), so its 

presence could be limited to the XPS-induced opening of previously closed channels. 

For both systems, annealed materials exhibited passivated, stable surfaces and did not 

become noticeably re-functionalized during post-treatment exposure to air. 

The defunctionalization process influenced the hydrophobicity of the materials, as 

shown in Fig. 4.16. As the number of surface species decreased, adsorbance became 

dominated by capillary action at higher partial pressures and not attraction from 

chemical groups.[134] The water sorption profiles of defunctionalized CDCs were 

indicative of surfaces devoid of H2O adsorption sites. This effect was more 

pronounced for microparticles than for nanoparticles. While the trend was still 

observed for the latter system, the low pore lengths diminished the energy limitation 

of water adsorption on CDC surfaces. Pore wetting was expected to significantly 

influence ion dynamics,[225] impedance, and rate handling .[226] 

 

Figure 4.16. Dynamic H2O vapor sorption on a) TiC-CDC microparticles and b) SiC-

CDC nanoparticles. 
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4.1.3. Influence of Pore Defunctionalization on Capacitance 

4.1.3.1. Capacitance and Rate Handling Abilities  

Fig. 4.17 shows the effects of vacuum annealing on gravimetric capacitances of 

TiC-CDC microparticles and SiC-CDC nanoparticles with [EMIm
+
][TFSI

-
] ionic 

liquid electrolyte. The microparticle electrodes showed a 19% increase in capacitance 

after the 700 °C anneal. This was explained, in part, by the 16% increase in SSA and 

a slightly larger pore diameter, which minimized the ion-sieving effect that was 

somewhat present in the initial CDC material (based on the resistive nature of the 

discharge curve). Despite retaining 81% of its SSA, the capacitance of the 1,400 °C 

annealed microparticle material decreased by over 30%. SiC-CDC nanoparticle 

electrodes demonstrated an even clearer annealing-induced capacitance decrease 

trend:  with no ion sieving limitations, Csp decreased slightly for the 700 °C annealed 

material (despite gaining 1,000 m
2
 g

-1
) and by over 20 F g

-1
 for the 1,400 °C annealed 

material. While certain inflection points in the cyclic voltammograms suggested 

possible side reactions present in both initial CDCs, evidence of any side reactions 

noticeably diminished after a 700 °C anneal and completely disappeared in materials 

annealed at 1,400 °C. The nanoparticle samples also demonstrated “butterfly” -shapes 

of cyclic voltammograms for SiC-CDCs annealed at 1,400 °C. This behavior 

suggested improved electric conductivity of both materials and greater prevalence of 

voltage-dependent capacitance.[103]  

Capacitance retention indicated that the microparticle CDCs best handled high 

sweep rates after undergoing 700 °C annealing; however, above a 250 mV s
-1

 scan 

rate, the 1,400 °C material outperformed the rest. Nanoparticles demonstrated 
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improved rate handling abilities at low and high sweep rates after 1,400 °C annealing. 

Analysis of capacitance derived from galvanostatic cycling showed the best 

performance for materials that had been annealed at 700 °C. This result underscored 

the importance of high SSA and accessible pore sizes for high rate handling.[60]   

 
Figure 4.17. Cyclic voltammograms of a) TiC-CDC microparticles and b) SiC-CDC 

nanoparticles in their initial, 700 °C annealed, and 1,400 °C annealed states, collected at 

5 mV s
-1

 and normalized by mWE mass. c) Capacitance retention of the 2 systems and 

their defunctionalized and graphitized versions in the 2 mV s
-1

 – 1000  mV 
-1

 range, 

normalized to the maximum capacitance recorded for each sample at 2 mV s
-1

 (C0). d) 

Capacitance values derived from galvanostatic cycling at current densities (normalized by 

mWE mass) between 0.1 A g
-1

 ad 6.0 A g
-1

. Tests used neat [EMIm
+
][TFSI

-
]. 

 

Considering that the amount of accessible surface area is different for each sample, 

effects of annealing were also re-normalized by BET-derived SSA; results are shown in 

Fig. 4.18. For the TiC-CDC microparticles, both sweep rate and current density 
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comparisons showed that the 700 °C annealed material performed best, although cyclic 

voltammograms indicated converging Csp at 500 mV s
-1

 sweep rates. The SiC-CDC 

nanoparticle electrode performance indicated that the 1,400 °C material stored the largest 

amount of charge per unit of area. However, this finding was partially convoluted with 

rate handling, as current density comparisons showed that the initial material exceeded 

the annealed counterpart’s capacitance per surface area at very low scan rates.  

The convergent appearance of the rate handling response to increased sweep rates 

suggested that the initial material stored more charge per accessible electrode area 

than the 1,400 °C annealed CDC at sweep rates below 2 mV s
-1

. Although the BET-

derived SSA values were used for normalization of aerial capacitances, DFT-derived 

SSA values would produce very similar trends: the SSA differences between the two 

are insignificant. The BET equation consistently calculated slightly higher m
2
 g

-1
 

values than the DFT simulation (16-75 m
2
 g

-1
 greater SSA for microparticles and 44-

240 m
2
 g

-1
 for nanoparticles). The corresponding 3-12% changes would slightly affect 

the absolute F m
-2

 numbers, but the trends would remain unchanged. 

 
Figure 4.18. Capacitance changes with increasing sweep rates derived from cyclic 

voltammetry normalized by SSA (BET value) for a) TiC-CDC microparticles and b) SiC-

CDC nanoparticles. Tests used neat [EMIm
+
][TFSI

-
] in a 2-electrode configuration. 
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Surface defunctionalization and graphitization likely changed relative 

contributions from quantum capacitance and charge confinement in the superionic 

state. Csp was likely influenced by different types of pore morphologies for 

microparticles with longer pores and nanoparticles with shallow pores. The defects 

changed both charge screening screen lengths (controlling ion spacing) and ion-pore 

distances (via steric forces) and, subsequently, were beneficial to capacitance.[13] 

While nanoparticles are expected to have thinner pore walls, the number of graphitic 

layers separating each channel has not, to date, been accurately determined. However, 

the expected benefit of conductive pore walls and increased charge screening in 

defunctionalized CDCs did not translate into enhanced gravimetric capacitance.  

It is unlikely that the decrease in gravimetric capacitance for the annealed 

materials (or, conversely, a higher Csp for the initial CDCs) stemmed from significant 

Faradaic reactions of the electrolyte with surface functional groups.[227] A more 

direct observation is the positive correlation between increased surface 

defunctionalization and improved rate handling capabilities. Defect-free pores 

facilitated [EMIm
+
] and [TFSI

-
] movement, as previously reported for similar 

systems.[225] It should be noted that improved graphitic ordering and electrode 

conductivity are somewhat convoluted with this relationship: nanoparticles, although 

less defect-free, showed the greatest increases in capacitance retention.  

 

4.1.3.2. Ion Dynamics and Impedance 

Nyquist impedance plots for the TiC-CDC microparticles and SiC-CDC 

nanoparticles are shown in Fig. 4.19. Ionic impedance of RTIL showed biggest 



112 

 

differences between initial, defect-rich CDCs and their 700 °C annealed counterparts. 

This divergence stemmed primarily from sieving effects: the larger pore diameters of 

the annealed materials decreased ionic resistance and dominated impedance with ideal 

capacitance at low frequencies.[228] The 1,400 °C annealed material featured lager Rs 

and overall ionic resistance. While electrode assembly could affect the interfacial 

resistance between the electrode and current collector,[205] the absence of significant 

semi-circular regions at high frequencies suggested that  ionic impedance through the 

intrinsic material structure was mostly responsible. Smaller ion diameters  (0.05 nm 

larger than the initial material) and annealing-induced defects most likely increased 

ionic resistance.  

 

Figure 4.19. Nyquist impedance plots derived from EIS for the a) TiC-CDC 

microparticles and b) SiC-CDC nanoparticles. Insets in each plot zoom in on the high-

frequency region to properly describe electrical resistance. 
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normalized by SSA showcased the same trends that CV and GCPL had shown for 

aerial charge storage densities. Table 4.3 includes the key parameters regarding the 

system’s ionic resistance and capacitance derived from EIS.  

 

Table 4.3. Electric and ionic resistance parameters derived from impedance 

spectroscopy. The time constant is derived from the frequency value at which impedance 

angle = -45.0°.  Series resistance (Rs) is derived from the real impedance value at which –

Im(Z) = 0 Ω. C’ is calculated using the following equation: C’(ω) = -Z”( ω) [w Z(ω)
2
]

-1
. 

Values are shown normalized by the materials’ BET SSA. 

 
TiC-CDC Microparticles SiC-CDC Nanoparticles 

 
Initial CDC 700 °C Annealed 1400 °C Annealed Initial CDC 700 °C Annealed 1400 °C Annealed 

Rs,  Ω 1.84 2.04 2.44 1.63 1.42 1.52 

τ, seconds 26.5 23.2 19.3 13.3 10.1 7.4 

Ionic Resistance, Ω 3.39 2.17 4.27 1.02 0.69 0.48 

Z (0.01 Hz), ° -64.6 -70.9 -67.3 -79.6 -81.5 -83.2 

C’sp (0.01 Hz), F m-2 0.24 0.27 0.18 0.25 0.15 0.28 

 

 

The diffusion limitations of the systems that were calculated with the RS equation 

(Eq. 3.12) showed a correlation between annealing temperature and prevalence of 

capacitance-dominated behavior (Table 4.4). The maximum coefficient value for the 

microparticles was obtained on the 700 °C annealed CDC, mostly because of the 

larger pore diameter that facilitated ion mobility. The most annealed nanoparticles 

exhibited minimal diffusion-limited behavior despite having a smaller pore diameter. 

This further underscored possible differences in the structure and defects that were 

present on the surfaces of the two materials.  

 

Table 4.4. RS coefficients derived from CVs and GPLs. R-squared fits were 0.98 – 0.99. 

 
TiC-CDC Microparticles SiC-CDC Nanoparticles 

 
Initial CDC 700 °C Annealed 1400 °C Annealed Initial CDC 700 °C Annealed 1400 °C Annealed 

CV-Derived 0.69 0.81 0.71 0.88 0.92 0.94 

GCPL-Derived 0.71 0.77 0.77 0.86 0.89 0.92 



114 

 

While the ionic resistance decreased for nanoparticles from 1.02 Ω (initial CDC) to 0.48 

Ω (1400 °C annealed), the same process increased this resistance from 3.39 Ω to 4.27 Ω 

for microparticles. It is possible that the annealing-induced morphology developed on the 

surface of large TiC-CDC particles increased ionic resistance and hindered ion diffusion 

at semi-infinite length scales.[229,230] These impediments could have included out-of-

plane defects that impeded electrosorption, poorer packing of graphitized particles in 

films, and structural/steric bottlenecks at pore openings. Overall, annealed materials 

exhibited lower time constants, diffusion limitations, and ionic resistance. However, 

particle size and pore diameter had equally significant impacts and were, in part, coupled 

with these observations. 

 

4.1.3.1. Charge Distribution and Symmetry 

 The quasi-reference 3-electrode configuration allowed CV measurements of both 

working and counter electrodes. Performances for the two systems (collected using a 

5 mV s
-1

 sweep rate) showed the contribution of each electrode to total capacitance. 

The CVs in Fig. 4.20 show this difference. Identical trends were observed for 

nanoparticles and microparticles: in their initial states, CDC materials stored greater 

charge in working electrodes, while the counter electrode extended to a significantly 

lower potential (vs. Ag/AgCl). This asymmetry emerged despite identical WE and CE 

masses and thicknesses of electrodes in each cell. This suggested that the initial 

materials’ structure (both pore diameter and surface chemistry) facilitated [TFSI
-
] 

anion’s entry over the [EMIm
+
] cation.  
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Figure 4.20. Comparison of operating potential distribution and capacitance 

contributions (normalized by mass) of the working and counter electrodes of a) 

microparticles and b) nanoparticles collected using cyclic voltammetry at 5 mV s
-1

. For 

counter electrodes, the plots show the negative of the current to facilitate comparison of 

the symmetry. Quasi-reference electrode potential was identical for each case. Open 

circuit potentials fluctuated between 6 mV and 60 mV for each system. 
 

After the 700 °C vacuum annealing treatment, both the microscale and nanoscale 

materials experience a negative shift in potential, with the samples’ charge distribution 

becoming even more asymmetric. Nanoscale and microscale materials annealed at 1,400 

°C show near-perfect charge distribution symmetry, with the equilibrium potential 

shifting closer towards 0.00 V vs. Ag/AgCl. The “butterfly” shape is evident for the 

working electrodes for both microscale and nanoscale powders annealed at this condition.  

The changes in symmetry could not be attributed to porosity changes alone: while 

materials annealed at 700 °C had the largest pore diameters (expected optimal access 

to both ions), they responded most asymmetrically to [EMIm
+
][TFSI

-
] 

electrosorption. Therefore, surface chemistry and morphologically-induced structural 

defect transformations governed charge distribution. These changes also likely 

controlled ion sieving: the initial TiC-CDC microparticles and their 700 °C annealed 
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counterparts showed noticeable resistance-induced deviation from the ideal 

rectangular shape of the discharge voltammograms. Annealing transformations also 

influenced Faradaic processes, which were completely absent in WE and CE after 

1,400 °C anneals. The 700 °C annealed micro- and nanoparticles exhibited inflection 

points during the charge cycle of the CE at -1.00 V; it is unclear whether this 

stemmed from voltage-dependent capacitance or electrochemical breakdown.  

 

4.1.4. Performance of Various Electrolytes in Defunctionalized Pores 

Surface defunctionalization and graphitization directly influences only half of FSI. 

Electrosorbed ions and solve molecules exhibit unique interactions with specific CDC 

pore wall defects. Subsequently, capacitance and ion dynamics in defunctionalized 

pores depended on sizes and properties of electrolytes. Fig. 4.21 shows properties of 

TiC-CDC microparticles synthesized with Cl2 at 1,000 °C and, subsequently, vacuum 

annealed at 1,400 °C. Although the defunctionalized material became more 

hydrophobic, it was already initially substantially graphitized, and vacuum annealing 

(at only 400 °C higher) did not collapse the pores.  

Despite greater SSA, this structural evolution translated to capacitance-impeding 

resistance in Na2SO4 (in H2O). The shape of 1,400 °C annealed CDC cyclic 

voltammograms was significantly less rectangular that that of untreated electrodes 

and underscored greater resistance of aqueous (polar solvent) electrolyte mobilities 

into hydrophobic pores. This effect became less evident for organic electrolyte tests 

(1.5 M [NEt4
+
][BF4

-
] in CH3CN). The latter is a more mobile electrolyte and 

entered/egressed larger TiC-CDC-1000 ºC pores without significant interference from 
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energetically unfavorable pore interfaces. 

 

Figure 4.21. a) Pore size distributions and BET-derived specific surface area of TiC-

CDC microparticles that were synthesized at 1,000 °C and annealed at 1,400 °C. Initial 

high degree of ordering minimized pore collapse and expanded pore volume through 

defunctionalization and some additional graphitization. b) Dynamic water vapor sorption 

of the initial and annealed materials. c) 10 mV s
-1

 performance of the materials in 1.0 M 

Na2SO4 aqueous electrolyte that indicated lower capacitance and greater resistance for 

the annealed material due to poor pore wetting. d) 10 mV s
-1 

electrochemical performance 

of these materials in organic electrolyte of [NEt4
+
][BF4

-
] in CH3CN, exhibiting similar 

ionic resistance, fewer faradaic reactions, and no increases in capacitance of the 1,400 °C 

annealed material despite higher SSA and increased material conductivity. 
 

This organic electrolyte was tested for narrower pores of TiC-CDC synthesized at 

600 ºC and annealed at 700 – 1,400 ºC. For comparison, the tests also included a TiC-

CDC sample that was treated with NH3 instead of H2 after Cl2 (at 600 ºC). Materials 

characterization and electrochemical testing (with the same 1.5 M [NEt4
+
][BF4

-
] in 

CH3CN) are shown in Fig. 4.22.  
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Figure 4.22. a) Pore size distributions of TiC-CDC synthesized at 600 ºC, annealed at 

700 ºC, annealed at 1,400 ºC, and aminated at 600 ºC. b) Corresponding DVS isotherm. 

c) Nyquist impedance plots that compares performance of these electrodes with organic 

electrolyte. Cyclic voltammograms are shown for d) 10 mV s
-1

 and e) 100 mV s
-1

. f) Rate 

handling abilities that cover the entire 5 mV s
-1

 – 1,000  mV s
-1

 sweep range. 
 

 The starting pore structure was very amorphous and exhibited robust surface 

chemistry, and resulting defunctionalization significantly reduced hydrophilicity. The 

pores (initial, 700 ºC annealed, and 1,400 ºC annealed) were very narrow and slightly 

smaller than electrolyte and solvent molecules. Cyclic voltammograms showed the 

significant benefits of surface defects, as capacitance of defunctionalized CDCs was 

lower at all sweep rates. Although the surface area decreased by only 150 m
2
 g

-1
 after 

annealing, Csp fell by 75% (23 – 16 F g
-1

 at 10-100 mV s
-1

). NH3-terminated surfaces 

became most hydrophilic (from dynamic H2O vapor sorption) and showed 

significantly less capacitance (73-25 F g
-1

 at 10-100 mV s
-1

) than initial (H2-treated) 

TiC-CDCs that had been synthesized at 600 ºC (104 – 64 F g
-1

). Therefore, surface 
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wettability was not the only important factor that governed capacitance, and other 

defects (such as graphitic features) significantly influenced both charge storage 

densities and rate handling abilities.  

From the perspective of CV shape, defect-rich CDCs (hydrogenated and aminated) 

showed some evidence of charge saturation of accessible surfaces at higher voltages 

(decreasing current > 1.25 V).[231] However, these materials also exhibited resistive 

discharge curves. The 1,400 ºC annealed CDCs did not demonstrate either effect, 

although greater ion transport resistance through hydrophobic (ionophobic) pores was 

likely convoluted with the charge/discharge profiles.  

 

 

4.1.5. Comparative Influence of Annealing on Activated Carbon 

Although defunctionalization and graphitization had detrimental effects on 

capacitance of CDC electrodes, they must be verified against other internal surface, 

porous carbon systems. Activated carbon (YP-50), which is a commercially available 

material with 1-5 µm particle size, was annealed at 650 ºC, 1,400 ºC, and 1,600 ºC. Fig. 

4.23 shows the corresponding structural and surface chemistry characterization. The YP-

50 carbons underwent similar structural transformations as comparative CDC particles. 

The material was, initially, mostly free of functional groups. XPS analysis revealed the 

initial composition to be 95 wt.% carbon and 4.6 wt.% oxygen. 650 – 1,600 ºC annealing 

drove the oxygen content down to 2.5 – 2.4 wt.%; no other elements were detected. 

Subsequently, thermally-induced structural evolution primarily yielded restructured pore 

surfaces and greater ordering/graphitization. Ordering transformations, and pore 

evolution, suggested similar trends for YP50 as for CDCs. The (initially amorphous) 
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porous carbon material graphitized most significantly above 1,400 ºC annealing, gained 

greater mesoporosity, and collapsed smaller pores at high temperatures. 

 
Figure 4.23. a) Pore size distribution and b) Raman spectroscopy analysis of YP50 

activated carbon annealed at 650 ºC – 1,600 ºC.  
 

The four electrode material variants were tested with 1.5 M [NEt4
+
][BF4

-
] in CH3CN. 

Fig. 4.24 shows the electrochemical results. For all annealing temperatures, including the 

low-temperature 650 ºC anneal that had increased SSA, capacitance and rate handling 

abilities decreased. The initial material was not significantly functionalized. Therefore, 

most annealing-induced modifications primarily involved graphitic transformation and 

structural re-ordering. Despite exhibiting larger pores, the most graphitized 1,600 ºC 

annealed AC was too resistive (ionophobic) to allow ion mobility through pores and 

yielded very low capacitance. These results corroborated CDC findings and confirmed 

the important influence of graphitic defects on capacitance.  

1 1.5 2 2.5
0.0

0.2

0.4

0.6

0.8

 

 

1600 C Anneal: 

1056 m
2
 g

-1

1400 C Anneal: 1184 m
2
 g

-1

650 C Anneal: 1574 m
2
 g

-1

d
V

/d
r 

(c
c
/n

m
/g

)

Pore Diameter (nm)

Initial: 1520 m
2
 g

-1

1000 1500 2000 2500 3000

 

 

N
o
rm

a
liz

e
d
 R

a
m

a
n
 I
n
te

n
s
it
y

Raman Shift (cm
-1
)

1600 C Anneal

1400 C Anneal

Initial

650 C Anneal

a b



121 

 

 
Figure 4.24. a) Nyquist plot for YP-50 activated carbon annealed at different 

temperatures in organic electrolytes. Captions indicate phase angles at 10 mHz oscillating 

frequencies. CVs are shown for b) 10 mV s
-1

, c) 20 mV s
-1

, and d) 100 mV s
-1

. 

 

4.1.6. NMR-derived Ion Adsorption in Defunctionalized Pores 

Although structural characterization and electrochemical analysis demonstrated lower 

capacitance values in graphitized pores, the origin of this capacitance decrease had 

remained uncertain. Some evidence had pointed to ion repulsion by graphitized-defect 

free pore walls as the main culprit. To help narrow down the cause of lower capacitance, 

several SiC-CDC microparticles, which had been annealed at 700 – 1,800 ºC, were 

soaked with 1.5 M [NEt4
+
][BF4

-
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on influences of graphitic defects. To separate the signal from hydrogen-containing 

[NEt4
+
] and CH3CN, deuterated acetonitrile (CD3CN) was used for measurements.  

The results of NMR measurements are shown in Fig. 4.25. Both cations and anions 

entered pores and soaked the porous electrodes in similar fashions. The electrolyte failed 

to properly enter the pores of SiC-CDCs annealed at 1,800 ºC, mostly due to their low 

SSAs (247 m
2
 g

-1
) and collapsed porosities. This finding was in line with 

electrochemistry results and highlighted a key detriment of high-temperature vacuum 

annealing. Chemical shifts (Δδ) measurements noted large in-pore shifts for CDCs 

annealed above 1,000 ºC, which had corresponded to structures with more ordered carbon 

domains. On the other hand, NMR measurements noted very minute Δδ differences, 

which were nucleus-dependent, between samples annealed below this transition 

temperature. Subsequently, the in-pore Δδ signal was dominated more by the carbon 

structure than the adsorbed ions. The in-pore and ex-pore peaks for CD3CN 

measurements were not readily resolved in all spectra (Fig. 4.25(c)), which suggested 

greater chemical exchange of ions (displacing solvent in pores) in confined environments. 
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Figure 4.25. Chemical shift (Δδ) values are shown for a) cation adsorption (tracking the 
1
H chemical shift from [NC8H28

+
]), b) anion adsorption (tracking the 

19
F shift from [BF4

-

]), and c) solvent adsorption. d) Summary of the chemical shift values and previously 

simulated carbon structures. e) Relative prevalences of in-pore anions for samples 

annealed at different temperatures (from the 
19

F intensities). 
 

Vacuum annealing correlation with Δδ demonstrated that chemical shift values were 

very similar for 
19

F and 
1
H and confirmed nucleus independency of chemical shift. Δδ 

values depended on both degree of order in the carbon and the pore size distributions. 

Simple simulated carbon molecules, which had been derived in prior work from PDF and 

NMR measurements,[194] were compared to the experimentally-derived chemical shift 

values. The slightly different pore size distributions of the carbons suggested greater 

expected Δδ values for more graphitized SiC-CDCs.  

Although the results provided more insights into the graphitic structure of CDCs than 
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of electrolyte species in differently graphitized pores. The results (shown in Fig. 4.25(d)) 

did not demonstrate different filling densities in pores with different graphitic defect 

concentrations. Furthermore, results slowed very similar Δδ values upon adsorption for 

the anions and the cations and did not indicate any surface-specific, unique interactions 

between electrolytes and surface defects. This finding contradicted initial expectations, 

which had counted on larger ring currents from graphitized,[100] more electronically 

conductive carbons, to effectively screen charges and enhance closer packing of co-ions 

in pores. Since these results helped rule out lower ion densities in graphitized, defect-free 

pores as cause of lower Csp, they (by process of elimination) further elevated the 

significance of defect-driven quantum capacitance on charge storage densities in CDCs.  

 

4.1.7. Electrochemical Stability in Defunctionalized CDCs 

 Most TiC-CDC microparticle and SiC-CDC nanoparticle electrode tests with 

[EMIm
+
][TFSI

-
] were conducted in the 0.00 – 2.50 V potential range. Separate 

experiments assessed the systems’ operations with vertex potentials of 2.75 V, 3.00 

V, and 3.25 V. Voltammograms of these measurements performed at 2 mV s
-1

 are 

shown in Fig. 4.26. The behavior at vertex potentials suggested that electrochemical 

breakdown occurred above 2.50 V for all microscale and nanoscale samples, 

regardless of defunctionalization or ordering. The materials annealed at 700 °C 

showcased highest breakdown and the lowest overall coulombic efficiencies. 

However, this was partially convoluted with the large accessible surface areas, which 

had offered more ion reaction and decomposition sites, of these materials. Parasitic 

currents and voltammograms showed that the 1,400 °C annealed (most 

defunctionalized) CDCs became most stable under high potentials. However, they 
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were not immune from some electrolyte breakdown above 2.50 V.  

 Separate analysis of the working and counter electrodes (Fig. 4.26(e-f)) evidenced 

breakdown of both [EMIm
+
] and [TFSI

-
] ions.  Excessive vertex potentials showed 

different charge distribution asymmetries than those shown in Fig. 4.20 and likely 

indicated breakdown-driven irreversible pore structure and chemistry changes (such 

as gas evolution and pore blockage with solid breakdown products). Respective 

coulombic efficiencies of the microparticle electrodes consistently showed greater 

resistance and breakdown associated with the positive electrode (86%-89% Qeff, 

compared to 92-97% Qeff of CE) and, subsequently, more prevalent [TFSI
-
] 

decomposition.  

 

Figure 4.26. Vertex potentials shown for cyclic voltammograms collected at 2 mV s
-1

 for 

a) microparticles and b) nanoparticles. The first cycle is shown for each system. c) 

Coulombic efficiencies calculated from above CV results, showcasing increases in 

breakdown-related reactions increasing as the operating potential is increased from 2.50 

V to 3.25 V. d) Net parasitic currents (currents measured at 0.0 V subtracted) normalized 

by mass for each system for square wave amperommetry conducted at 2.50 V, 2.75 V, 

3.00 V, and 3.25 V. Performances of working and counter electrodes in a 3.25 V 
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operating window measured using cyclic voltammetry conducted at 2 mV s
-1

 for e) 

microparticles and f) nanoparticles. Data shown is the first cycle of this potential 

window. Voltammograms are plotted vs. open circuit voltage (OCV). The values for the 

initial, 700 °C annealed, and 1400 °C annealed samples were, respectively, -57.5 mV, -

498.7 mV, and -16.8 mV for microparticles and -356.0 mV, 22.1 mV, and -120.9 mV for 

nanoparticles.  Previously, each system was cycled multiple times in the 0.0 – 2.5 V 

window, and cycled twice to 2.75 V and 3.00 V. Narrowing of specific electrodes (such 

as the WE of the 700 °C annealed nanoparticle sample) was possibly attributed to 

selective decomposition of one ion (in this case, the [TFSI
-
] ion in the working electrode) 

and its relative instability compared to the [EMIm
+
] ion in the CE. 

 

Significant contributions from impurities in the IL (trapped water, synthesis 

byproducts, etc.) were possible but unlikely: the characteristic ~1.23 V window 

showed no redox processes. Furthermore, the differences between materials annealed 

at different temperatures accounted for over 30% of breakdown-induced contributions 

to capacitance and suggested the overwhelming significance of surface chemistry 

effects. These differences were less significant for the annealed SiC-CDC 

nanoparticles than for TiC-CDC microparticles. The ratio of external particle (particle 

surface accessible to bulk electrolyte) surface to internal particle (inside of pores) 

surface was greater for the former, and, subsequently, became another important 

factor that had influenced electrochemical stability. 

While high-temperature annealing slightly decreased electrolyte decomposition, 

pure defunctionalization was still insufficient for ILs to operate in their theoretical 4.0 

V window.[207] The differences in magnitude of the breakdowns between materials 

annealed at different temperatures could be attributed to different reaction 

mechanisms. These processes likely depended on ion confinement (external surface: 

internal surface ratios), pore wall conductivity (derived from graphitization), and 

chemical species at the ion-carbon interface. Reactions with –OH and –COOH groups 

could have facilitated dimerization-induced breakdown of [EMIm
+
] (released H2 that 
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blocked pores and degraded charge storage).[154] Separate alternative simulations 

also suggested potential-induced S–C bonds breakdown and, subsequently, C–H 

bonds (both of which are present in the [TFSI
-
] anion) under applied potentials.[152]  

Although both breakdown processes required overcoming substantial activation energy 

barriers, conductive, accessible surface (i.e, the structure of annealed pores) may have 

catalyzed these processes and accelerated their contribution to electrolyte decomposition. 

Furthermore, the three-dimensional confinement of ions in pores likely distorted the ions’ 

electron clouds and created unique environments that had diverged from previously 

simulated conditions. 

 

4.1.8. Summary of Carbon Defunctionalization and Graphitization 

The experimental approach relied on high-temperature vacuum annealing to 

selectively tune surface chemistry composition and graphitic features of porous CDCs. 

Vacuum annealing 1) mostly retained ordered pore size distributions, 2) removed 

functional groups after 700 – 1,100 ºC annealing, and 3) re-ordered and graphitized 

carbon structures after 1,100 – 1,800 ºC annealing. Vacuum annealing induced nearly 

identical structural and chemical transformations in microparticles and nanoparticles, 

CDCs derived from TiC and SiC, and similar active carbon electrodes. Annealed 

electrodes, which featured fewer surface defects, did not, as had been initially expected, 

yield greater gravimetric capacitances. Nanoparticles improved their rate handling 

abilities and charge dynamics after annealing. Pore surfaces with fewer chemical species 

demonstrated lower electrochemical breakdown at high potentials. However, the most 

important finding was the fact that electrically conductive porous carbons with nearly-
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ideal, graphitized surfaces did not effectively screen charges and maximize energy 

densities of defunctionalized electrodes. Fig. 4.27 summarizes the key structural effects 

and corresponding electrochemical performance changes. 

The results raised several important issues and underscored the number of key 

structural parameters that influenced capacitance, charge dynamics, and electrochemical 

stability. Although a wide array of characterization techniques was used for this study, 

they have yet to quantify every pore surface feature that had influenced electrochemical 

performance. Vacuum annealing altered both structural and chemical surface properties, 

and the relative magnitude of each was extremely important. Graphitization transformed 

heterogeneous morphological properties that require advanced MD simulations and DFT 

analysis. Porous carbons are complex structures, and multiple parameters influence their 

pore surfaces. Since annealing-induced graphitization transformed graphene ring 

distributions, surface roughness, and sp
2
/sp

3
 bonding, the standalone influence of each on 

capacitance can only be determined once computational simulations catch up to 

experimental measurements and decouple absolute magnitudes of each parameter. 

Furthermore, although graphitization-induced surface composition changes likely 

significantly altered contributions from quantum capacitance, the latter cannot be 

quantified using conventional electrochemical techniques. Finally, defunctionalized pore 

surfaces reduced – but failed to eliminate – electrochemical breakdown. Although 

supercapacitors may eventually reach the theoretical 4.00+ V operating limit of ILs, pure 

defunctionalization will not accomplish this goal. 
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These measurements also underscored the influence of pore diameter and pore length. 

Annealing-induced restructuring slightly altered porosities. Although PSDs showcased 

minor transformations, their influence cannot be discounted altogether.  

 
Figure 4.27. Summary of influence of pore defunctionalization and graphitization on the 

interfacial properties of CDCs and resulting electrochemical changes. 

 

4.2. Deposition of Chemical Functional Groups 

Since defunctionalization and defect removal decreased capacitance and left many 

unanswered questions regarding ion-electrode interactions at disordered interfaces, the 

logical follow-up approach focused on individual effects of specific pore surface features. 

The approach compared defect-free, vacuum annealed CDCs with chemically modified 

porous counterparts. Well-defined surface functional groups were grafted onto CDC 

pores using chemistry approaches described in section 3.1.3.  To decouple ion 

confinement from surface chemistry, functionalization pathways aimed to retain ordered 

porosities. Deposited chemical species were expected to be (sterically) small, 

electrochemically stable, and common in conventional carbon electrodes. To that end, 

Annealing Temperature
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hydrogen, amine, and oxygen groups were tested. Based on the rate handling 

comparisons between defunctionalized and defect-rich CDCs (section 4.1.3), and 

experiments with aminated CDCs in organic electrolytes (section 4.1.4), the operating 

hypothesis predicted that 1) hydrogenated and aminated CDCs would demonstrate higher 

capacitance and 2) oxygen groups would slow down dynamics of ions in narrow pores. 

 

4.2.1. Hydrogenated and Aminated Surfaces 

TiC-CDCs microparticles were synthesized at 800 ºC and, subsequently, 

defunctionalized at 1,200 ºC in high vacuum for 8 h. To stabilize the surface and 

minimize pore re-oxidation during post-treatment air exposure, this process used 1-hour 

isothermal steps (at 400 ºC, 650 ºC, and 800 ºC) before reaching its peak temperature. 

The material is hereafter referred to as “annealed CDC.” A separate, “hydrogenated 

CDC” counterpart maximized its surface hydrogen content by increasing the 600 ºC H2 

annealing time to 6 hours. Finally, flowing NH3 (g) (instead of H2 (g)) was used to anneal 

the materials after Cl2 etching for 6 hours at 600 ºC and yielded nitrogen-rich CDC 

surfaces (referred to as “aminated CDC”).[232]  

 

4.2.1.1. Structural and Chemical Effects of Hydrogenation and Amination  

The approach successfully yielded three porous carbon systems with divergent 

surface chemistries but nearly-identical porosities. As shown in Fig. 4.28(a), each 

material featured a predominantly microporous structure, with most pores in the 0.61 – 

0.66 nm range. Although the 1,200 ºC annealed material was slightly more graphitized, 

structural ordering of all three materials was very similar. 



131 

 

 
Figure 4.28. a) PSD for TiC-CDC-800 after 1200 ºC vacuum annealing, H2 annealing, 

and NH3 annealing. b) Porosimetry data on CDC materials after 80% of the pore volume 

of each was filled with [EMIm
+
][TFSI

-
]. c) dTG comparison for bulk ionic liquid and 

differently functionalized CDCs filled with the IL in an inert (Ar gas) environment.  
 

Using the procedure described in section 3.5.2, 80% of the available pore volume for 

each sample was filled with [EMIm
+
][TFSI

-
] ionic liquid. The pore size distribution of 

filled CDCs is shown in Fig. 4.28(b). Although most of the volume was occupied by the 

IL, the pore loading left a small percentage of unoccupied micropores. Hydrogenated 

filled CDCs stood out the most and demonstrated most void space around confined ions. 

Given that pore filling was identical for each system, this surface exhibited the strongest 

intermolecular interactions between [EMIm
+
][TFSI

-
] ions and the hydrogenated surfaces 

that had bound the ions closer to the walls (and left middle of pores empty).  

These findings underscored the significance of intermolecular interactions between 

electrolyte ions and surface defects and functional groups on carbon electrodes. In 

addition to governing dynamics in confined pores, bonding forces also influence the 

thermal stability and degradation of these molecules. Inert TGA analyzed IL-filled CDCs 

and described thermal stabilities. As shown in Fig. 4.28(c), [EMIm
+
][TFSI

-
] confined in 

annealed pores decomposed (into gas products such as SO2 and CO2) at a significantly 

lower temperature (393 °C) than in its bulk state (437 °C).[233] Furthermore, hydrogen 
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and amine groups on surfaces, and their subsequent bonding interactions with the RTIL, 

decreased the thermal stability of the electrolyte even lower (371-373 °C). 

Compositional analysis revealed a chemical makeup that we had anticipated and that 

agreed with prior characterization of differently annealed CDCs. Analysis of 

deconvoluted XPS spectra (Fig. 4.29) showed similar C 1s peaks for all three materials. 

Peaks were assigned to C–C (284.4 eV), C–H (285.2 eV), C–OH (286.3 eV), C=O (287.4 

eV), and C–OOH (288.4 eV) species.  Although there were likely C–NH and C–NH2 

species present in hydrogenated and aminated CDCs as well (see below), photoemission 

from those species overlapped with peaks from other species at 285 – 286 eV and, thus, 

could not be sufficiently deconvoluted. As expected, the combined content of C–C and 

C–H species was ~ 3.5% higher for the annealed CDC than for the aminated or 

hydrogenated CDCs. This was indicative of the removal of surface termination from this 

CDC. The annealed CDC contained no nitrogen, the hydrogenated sample contained 2 

nitrogen species, and the aminated sample contained 3 nitrogen species. Both the 

hydrogenated and aminated CDCs contained N 1s peaks near 400.2 eV and 398.7 eV, 

which corresponded to NH and NH2 groups, respectively. Hydrogenated CDC likely 

adsorbed N2 from the air and acquired these species.[85,234].  
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Figure 4.29. High-resolution XPS spectra in the C1s region for a) annealed CDC, b) 

aminated CDC, and c) hydrogenated CDC. Corresponding high-resolution XPS spectra in 

the O1s region are shown in d), e), and f). 
 

The spectra in the O 1s region for the annealed and hydrogenated CDCs revealed 

peaks assigned to C–OH (~ 530.7 eV) and C=O/C–OOH (~ 532.6 eV) functional groups. 

Although oxygen was absent from this synthesis process, its presence stemmed from 

chemisorption of O2 and H2O from air.[235]  Hydrogenated CDC contained more C-OH 

surface groups than C=O/C–OOH groups. The O 1s spectrum of the aminated sample 

also revealed two peaks, though they are shifted to 531.2 and 533.3 eV. The shift in these 

peaks was likely due to N–C–OH, and N–C=O/N–C–OOH functionalities, respectively, 

within these samples. 
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Table 4.5. XPS-derived elemental composition of differently functionalized CDCs. Trace 

impurities (Ti, Cl, and Fe) account for 0.0-0.1% of measured elemental compositions. 

The functional group content (column 4) was measured using inert TGA. 

Material C / wt. % O / wt. % N / wt. % Functional Group Content / % 

Annealed CDC 98.8 1.2 0 4.0 

Aminated CDC 95.6 1.5 2.9 6.2 

Hydrogenated CDC 95.2 2.1 2.6 10.9 

 

 

To summarize (Table 4.5), annealed CDC contained no nitrogen, while aminated 

CDC contained (as expected) the greatest amount of nitrogen, and all three carbons 

contained small amounts of oxygen. Previous results have also detected noticeable 

oxygen (6.1 – 10.1 wt. %) quantities in aminated and hydrogenated porous carbons.[236] 

Chemical treatment (of any kind) of porous, semi-amorphous carbon has typically left 

behind some unterminated/dangling bonds that likely become saturated with reactive 

species from the environment. The conventional approach described above could not 

precisely quantify the amount of hydrogen on carbon surfaces; such analysis requires 

neutron activation spectroscopy or other similar techniques. Inert TGA analysis 

compared initial and final masses to quantify total surface chemistry compositions. This 

measurement (indirectly) deduced significant amounts of hydrogen in hydrogenated 

CDCs (Table 4.5): it included the greatest relative number of functional groups. 

 

4.2.1.2. Influence of Hydrogenation and Amination on Electrolyte Dynamics 
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Quasi-elastic neutron scattering (QENS) assessed dynamics of ions in differently 

functionalized CDCs using the approach described in 3.5.3. Based on the percentage of 

elastic scattering, as well as the lack of any observed transitions during heating of the 

sample from 10 K to 300 K, [EMIm
+
][TFSI

-
] was fully confined inside of micropores and 

left no bulk droplets on the surface. The confined hydrogen-containing [EMIm
+
] cations 

(in Filled CDC samples) and hydrogen-containing surface functional groups (in Empty 

CDC samples) overwhelmingly contributed to neutron scattering signals.  

For all samples, the width of the scattering signal was found to be Q-independent, 

indicating localized rather than long-range mobility of ions on the time scale of our quasi-

elastic measurements (tens to hundreds of picoseconds) and allowing summation of the 

data over the entire Q range of the experiment for data analysis. The resulting scattering 

signal as a function of neutron energy transfer, I(E), was subsequently Fourier-

transformed from the energy to the time space. The resulting incoherent scattering 

function, I(t), contains information about single-particle microscopic dynamics of 

[EMIm
+
] cations. The decay of I(t) as a function of time represented the loss of self-

correlation in space with time, t, for a moving particle that was at the origin point at 

t=0.[237] Since time dependence for I(t) cannot exist for a completely immobile particle, 

neutron scattering from such particle would be fully elastic. Unlike the vast majority of 

systems investigated by quasi-elastic neutron scattering, the I(t) in this experiment could 

not be described satisfactorily by an exponential or a stretched exponential decay: [238] 

𝐼(𝑡) =  𝑒−(
𝑡
𝜋⁄ )
𝛽

                                               (4.1) 

Instead, the best regression function to fit the I(t)  was a logarithmic decay model, 

expressed by the equation below (τ is the characteristic relaxation time): 
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𝑰(𝒕)  =  𝑨 –  𝑩 ∗ 𝐥𝐧(𝒕 𝝉⁄ )                                              (4.2) 

This relationship is shown in Fig. 4.30(a).  The logarithmic decay model for I(t), which is 

highly unusual  in quasi-elastic scattering, underscored the low mobility of ions in narrow 

pores. Such functional form for the I(t) had only been previously observed for hydrated 

biomolecules.[239] The low mobility of cations, epitomized by the very slow logarithmic 

decay of the I(t), precluded quantitative determination of the diffusion constants on the 

time scale of the QENS measurement (using Eq. 3.7 and 3.8). 

 
Figure 4.30. a) Logarithmic decay relationship between τ and the incoherent scattering 

function (representing self-correlation in space) of mobile cations. b) Fraction of elastic 

scattering for differently functionalized CDCs before and after IL loading. The fraction 

corresponds to the number of “immobilized” species in the sample that did not move 

appreciably on the QENS measurement time scale (10-100 picoseconds). 
 

A linear regression analysis of the I vs. log(t) relationship derived the absolute value 

of the slope for  hydrogenated CDC (0.0117) that was noticeably lower than for the 

aminated CDC (0.0207) or annealed CDC (0.0202). Among the self-correlation functions 

for [EMIm
+
] cations in various environments, I(t) for the hydrogenated CDC exhibited 

the slowest decay; therefore, ions inside of H-terminated pores were least mobile. 

 Given the narrow pore diameter (~0.61 nm), large molecular diameters of both 

[EMIm
+
] and [TFSI

-
], and the relatively low 80% pore volume loading, ions inside of 
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pores were likely in direct contact with the walls and absent from the “middle” of pores. 

Furthermore, strongest interactions between pore functionalities and electrolyte ions also 

drew the molecules closer to surfaces and left more void space around them. Therefore, 

the slowest dynamics for that system measured by QENS further singled out 

hydrogenated CDC pores interfaces as most favorable for [EMIm
+
][TFSI

-
] sorption.  

 The apparent fraction of the elastic signal in the total neutron scattering spectrum 

provided a complementary look at the relative interaction strength of cations with CDC 

pore walls. Stronger interactions with the pore walls lowered ion mobility, and, thus, 

increased coefficients of elastic scattering. Hydrogen surface species primarily 

determined this parameter in empty CDCs. The annealed and aminated samples showed 

nearly-perfect elastic scattering (0.99), whereas the lowest elastic scattering fraction for 

hydrogenated CDC (0.972) further confirmed the significantly greater amount of 

hydrogen on its pore walls.  

 For the elastic scattering fractions measured for filled CDCs (where the signal is now 

dominated by the H-containing cations, whereas contributions from pore surface groups 

become relatively small), the situation was reversed: hydrogenated CDC showed the most 

elastic scattering and, therefore, the most “immobilized” ions attached to pore surfaces. 

Both neutron scattering findings showed that hydrogenated pore surfaces were most 

favorable to [EMIm
+
][TFSI

-
] adsorption and attracted those ions the strongest.  

 

4.2.1.3. Capacitance and Ion Dynamics of Hydrogenated and Aminated CDCs 

Cyclic voltammetry measurements measured capacitance for the differently 

functionalized CDCs with neat [EMIm
+
][TFSI

-
] at room temperature. The results are 

shown in Fig. 4.31. Even at low sweep rates (2 mV s
-1

), the hydrogenated electrode 
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surface demonstrated highest Csp. Although some ionic resistance slightly distorted the 

rectangular (ideal) CV profile of each material, none of the materials exhibited 

distinguishable redox peaks at any sweep rates. Subsequently, neither hydrogen nor 

amine groups initiated any additional pseudocapacitive processes with [EMIm
+
][TFSI

-
]. 

 
Figure 4.31.  Cyclic voltammograms of differently functionalized CDCs conducted at a) 

2 mV s
-1

 and b) 50 mV s
-1

. c) Rate handling ability comparison for performance of CDCs 

in the 2.0 – 250 mV s
-1

 sweep rate range. d) Nyquist plot comparing electrochemical 

impedance for annealed, aminated, and hydrogenated CDC.  
 

The influence of surface groups on capacitance and ion dynamics became more 

apparent at 50 mV s
-1

 sweep rate (Fig. 4.31(b)): hydrogenated CDCs stored 3.7 µF cm
-2

, 

while annealed CDCs and aminated CDCs exhibited, respectively, 2.9 and 1.7 µF cm
-2

. 
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Ionic resistance was especially apparent during the discharge segment of the CV sweep, 

which suggests that [TFSI
-
] anion was less mobile in narrow pores. Ion sieving followed 

a similar trend for all three surface chemistries. However, it was significantly more 

pronounced for aminated CDC surfaces and hurt its capacitance the most. Subsequently, 

its nitrogen-rich pore wall chemistry was least favorable for [EMIm
+
][TFSI

-
] 

electrosorption. This result contrasted with prior findings for aqueous electrolytes such as 

KOH, which had demonstrated higher capacitance (albeit, possibly due to redox 

processes) in nitrogen-enriched porous carbons.[158]  

 

Table 4.6. Summary of electrochemical performance of differently functionalized CDCs 

with [EMIMm
+
][TFSI

-
] electrolyte at room temperature, as determined using cyclic 

voltammetry and impedance spectroscopy. Film resistance was determined using a 4-

point probe. 

CDC 
ESR / 

Ω 

Csp, 10 mV s-1 / 

µF cm-2 (F g-1) 

RS 

Coefficient 

τ / 

s 

Ionic Impedance / 

Ω 

Film Resistivity / 

Ω cm 

Annealed 2.82 5.36 (79.3) 0.793 11.74 9.56 2.10±0.3 

Aminated 2.22 4.30 (74.2) 0.688 17.36 9.61 9.32±0.7 

Hydrogenated 2.04 5.75 (87.1) 0.802 18.21 6.06 9.30±0.5 

 

Hydrogenated CDC offered greater capacitance across the entire sweep range (Figure 

4c). Its rate handling ability and capacitance decay at higher cycling rates parallels the 

behavior of defunctionalized CDCs. However, the capacitance of aminated CDC decayed 

at a somewhat faster rate above 10 mV s
-1

. The RS coefficients, along with key 

electrochemical parameters of different electrode materials, are summarized in Table 4.6. 

The values were similar for hydrogenated and annealed CDCs (0.80 and 0.79, 

respectively), yet the aminated CDC (0.69) demonstrated greater diffusion limitations.  
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 Electrosorption-induced mobility of confined ions featured a unique correlation with 

neutron scattering-induced mobility of [EMIm
+
][TFSI

-
]. Ion dynamics showed that CDC 

hydrogenation had improved ion mobility and minimized ionic resistance better than the 

other two surface treatments. Hydrogenated CDC exhibited lower ionic impedance, 

whereas annealed and aminated CDCs featured lower charge mobilities at low voltage 

oscillation frequencies.[209] QENS also highlighted a significant deviation of RTIL 

mobility in hydrogenated CDC, but neutron scattering showed primarily “immobilized” 

ions in that system. Therefore, slow neutron-measured dynamics of [EMIm
+
][TFSI

-
] 

primarily highlighted a favorable interface between the ionic liquid and the hydrogen-rich 

electrode surface. Under ambient conditions, the intermolecular interactions between 

hydrogenated surface groups and the RTIL drew ions closer to the surface. In effect, this 

allowed the ions to slide past the surface and past each other with less resistance during 

electrochemical cycling. Aminated CDCs exhibited opposite behavior: those functional 

groups repelled [EMIm
+
][TFSI

-
] ions and impeded their transport and exchange in 

narrow pores. These findings agreed with recent results that had highlighted distinct 

electrosorption dynamics for ionic liquids in nitrogen-rich carbon pores.[240] 

Electrochemical behavior and measured ion dynamics agreed with the CV and EIS 

results for initial and annealed CDCs (section 4.1.3). However, since the pore size for this 

sample set was slightly smaller than for the initial CDCs that were used for 

defunctionalization, ions were pressed closer to pore surfaces, and their rate handling was 

significantly more controlled by favorable/unfavorable surface chemistries. Furthermore, 

the advantage of hydrogenated CDC over its defunctionalized counterpart closely 

matched the performance of organic electrolytes in similarly sized pores (section 4.1.4). 
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However, unlike [EMIm
+
][TFSI

-
], 1.5 M [NEt4

+
][BF4

-
]/CH3CN demonstrated better 

capacitance and ion dynamics in aminated CDCs than in defunctionalized CDCs. This 

finding further reinforced an important result of this dissertation: the dynamics and 

resulting energy storage of differently functionalized supercapacitor electrodes depends 

on both sides of the electrode-electrolyte interface. 

 

4.2.1.4. Cycle Life of Hydrogenated and Aminated CDCs 

Annealed, hydrogenated, and aminated CDCs were cycled at a high current loading rate 

(5.0 A g
-1

) for 10,000 cycles to discern any evidence of supercapacitor degradation. The 

changes in coulombic efficiency (shown in Fig. 4.32) demonstrated that hydrogenated 

CDCs were most reversible and stable throughout the entire cycling regime. Their Qeff 

maintained 75% of its initial value, whereas the values for annealed CDCs and aminated 

CDCs declined to 65% and 57%, respectively, of their respective starting efficiencies. 

Hydrogenated CDC maintained relatively high capacitance: its Csp slightly decreased 

from 102 to 93 F g
-1

. Annealed CDCs also showed good capacitance retention and lost 

only 7 F g
-1

 (from 77 to 70 F g
-1

) as a result of cycling. However, the aminated CDC 

material experienced a 13 F g
-1

 decrease as a result of cycling, which is in line with its 

coulombic efficiency drop.  
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Figure 4.32. a) Coulombic efficiency comparison for annealed, aminated, and 

hydrogenated CDC after galvanostatic cycling at 5.0 A g
-1

 for 10,000 cycles. B) 

Gravimetric capacitance of different CDCs before and after long-duration cycling, 

measured using cyclic voltammetry at 10 mV s
-1

.  

 

 Long-duration CDC cycling did not show any signs of pseudocapacitive behavior. No 

new charge transfer processes in the cyclic voltammograms emerged after 10,000 cycles. 

Electrochemical breakdown of confined electrolyte and blockage of narrow pores with 

resulting decomposition products likely contributed most to supercapacitor degradation 

rather than oxidation or reduction of pore walls. Poorly reversible insertion of ions into 

narrow pores may also be partially responsible for this effect.[241] As compared to 

typically reported supercapacitors,[242] narrow pore diameters significantly accelerated 

the cycling-induced device degradation. However, favorable surface chemistries that 

improved ion mobilities and FSI interactions also correlated with greater capacitance 

retention over prolonged cycling. Subsequently, ionic resistance during electrosorption 

may negatively impact the long-term stability of [EMIm
+
][TFSI

-
]. 

 

4.2.2. Oxidized CDC Surfaces 

Although hydrogenated and aminated CDCs provided a very useful comparison of 

capacitance and electrosorption dynamics against defunctionalized porous electrodes, 
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they provided only a partial overview of the influence of chemical defects at interfaces. 

Both hydrogenated and aminated surfaces also included oxygen groups, and their 

standalone effect on IL dynamics has not yet been separated and investigated. 

Furthermore, in an effort to minimize sample-to-sample surface property variations, TiC-

CDCs exhibited very small pores that could not facilitate sufficiently unrestricted ion 

diffusion. To broaden the understanding of specific defects on capacitance and ion 

mobilities, high-temperature flowing dry air treatment oxidized surfaces of (initially 

defunctionalized) SiC-CDCs, which had been synthesized at 900 ºC and vacuum 

annealed at 1,400 ºC. TGA and porosimetry measurements tuned the air treatment 

temperature to 425 ºC. This air oxidation condition presented the best balance between 

sufficient chemical functionalization and retaining nanostructured porosities. 

 

4.2.2.1. Structural and Chemical Properties of Oxidized CDCs 

Treatment conditions negligibly increased the SSA and pore volume (Fig. 4.33) 

without altering the narrow pore size distributions (pore dav ≈0.62 nm). This correlated 

with previous air oxidation results.[243] Oxygen-containing groups on carbon surfaces 

noticeably altered the wettability of the surface. As shown in ellipsometry measurements 

(Fig. 4.33(b-c)), the contact angle of [EMIm
+
][TFSI

-
] improved from 70.2° (on bare 

graphite) to 50.7° (on oxidized graphite), suggesting a more favorable interface and 

greater ionophilicity for the latter. The increase in wettability for the ionic liquid 

paralleled improved H2O wettability of oxidized carbon. 



144 

 

 
Figure 4.33. a) N2 sorption derived pore size distribution of defunctionalized and 

oxidized porous CDC materials. The contact angle between [EMIm
+
][TFSI

-
] and a 

reference flat graphite substrate  is shown for b) defunctionalized and c) oxidized 

surfaces that underwent identical annealing and oxidation procedures. XPS fitted the C1s 

peak for a) defunctionalized and b) oxidized carbons. 
 

XPS analysis (Fig. 4.33(d-e)) identified a few distinct oxygen-rich species on 

oxidized CDC surfaces. Elemental oxygen content increased from 3.6 wt. % 

(defunctionalized CDC) to 5.9 % (for CDC) after air treatment. Deconvolution of C1s 

and O1s peaks identified carboxyl (–HCOO) and hydroxyl (H–O–C–) functional groups. 

Although 400-500 °C dry air oxidation was expected to primarily yield carbonyls (–

C=O),[156] those groups were absent from all spectroscopy measurements. The carbonyl 

peak shifted from ~287 eV to 288.6 eV during oxidation and indicated that C=O became 

part of an O–C=O bonding configuration. Since the samples came into contact with 

ambient air after each treatment step, it is possible that some O2/H2O molecules reacted 

with leftover dangling bonds in the carbon structure. 

1 2 3
0.0

0.2

0.4

0.6

0.8

1.0

Defunctionalized 

CDC: 1164.2 m
2
 g

-1

 

 

d
V

/d
r 

(c
c
 n

m
-1
 g

-1
)

Pore Diameter (nm)

Oxidized CDC: 

1465.2 m
2
 g

-1

θ = 70.2°

c

a b

294 290 286 282

C=O

sp
2
 “backbone”

In
te

n
s
it
y
 (

a
rb

. 
u
n
it
s
)

Binding Energy (eV)

C-O

294 290 286 282

In
te

n
s
it
y
 (

a
rb

. 
u
n
it
s
)

Binding Energy (eV)

d e



145 

 

4.2.2.2. Static and Dynamic Electrochemistry of Oxidized CDCs 

Cyclic voltammetry recorded significantly greater capacitance of Oxidized CDC 

electrodes with [EMIm
+
][TFSI

-
]. As shown in Fig. 4.34, oxidized CDCs featured more 

rectangular CV curves that were indicative of more ideal capacitive behavior and could 

store 4.6 µF cm
-2

 at 50 mV s
-1

. Conversely, the CV profile for defunctionalized CDCs 

was distorted due to ionic resistance, and its capacitance reached only 1.4 µF cm
-2

. The 

defunctionalized CDC material exhibited drastic capacitance decay over the entire 0.5 

and 250 mV s
-1

 CV sweep range.  

 
Figure 4.34. a) Cyclic voltammetry plot for [EMIm

+
][TFSI

-
] cycling in defunctionalized 

vs. oxidized CDCs at 50 mV s
-1

sweep rate. b) Rate handling comparison of performance 

in oxidized and defunctionalized pores in the 0.5 – 250 mV s
-1

 sweep range. c) Nyquist 

plot that compared ionic resistance differences. The inset shows the high-frequency 

region with identical Rs~0.8 ohms for both materials. d) A 3-electrode sweep conducted 

at 1.00 mV s
-1

 showed differences in electrosorption of the cation and anions in annealed 

and oxidized pores. To compare symmetry, the negative electrode current was multiplied 

by -1 and the scale for it (italicized) is given on the left. 
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As shown in the Nyquist plot in Fig. 4.34(c), ionic resistance significantly decreased 

in oxidized CDCs. The 4-point probe conductivity measurements showed that oxidized 

CDC (σ = 1.42±0.09 S cm
-1

) was only slightly more resistive than the defunctionalized 

electrode (σ = 1.68±0.09 S cm
-1

). Subsequently, ionic resistance of the defunctionalized, 

ionophobic surface was the primary limiting factor of the electrochemical capacitance of 

this material. 3-electrode measurements (Fig. 4.34(d)) investigated the standalone 

influences of cations and anions. While the trends are similar to two-electrode results, 

defunctionalized CDCs demonstrated significantly greater ionic resistance and ion 

sieving of the [TFSI
-
] anion than the [EMIm

+
] cation. Therefore, these findings showed 

that hydrophobic/ionophobic defunctionalized surfaces impeded larger, more polar 

anions. This conclusion agreed with prior results.[108,116] 

Square wave amperommetry measurements derived charge accumulation at given 

steady-state voltages (static conditions); these results are shown in Fig. 4.35. While 

charge accumulated more rapidly in oxidized CDCs (in line with dynamic potential 

experiments above), total charge storage densities at different voltages reached near-

identical magnitudes for the two materials. The voltage vs. charge relationship (Fig. 

4.35(c)) showed that defunctionalized CDCs (5.6 µC cm
-2

) matched or slightly exceeded 

equilibrium charge storage capacities of oxidized CDCs (5.3 µC cm
-2

).  Subsequently, the 

mobility-induced advantage of oxidized CDCs in dynamic charge/discharge systems 

disappears for steady-state capacitance with static conditions. 
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Figure 4.35. Charge accumulation vs. time during a square wave amperommetry step 

from a) 0.0 to ±0.25 V and b) 0.0 to ±1.0 V. c) Absolute amount of charge stored at each 

electrode during static 1 hour CA at different voltages in the -1.0 ↔ 1.0 V window. 

 

The ionophilic CDC pores significantly improved the capacitance and rate handling ability. 

However, the benefit of oxygen-rich pores did not extend beyond improving mobility. Static state 

experiments in porous CDCs determined that, at equilibrium conditions, [EMIm
+
][TFSI

-
] is 

electrosorbed into defunctionalized pores with greater densities and no ionophobic drag. 

Electrode-electrolyte interactions in narrow pores mainly affected the packing density of ions 

with respect to pore walls and influenced the conditions for ions to move past each other. 

 

4.2.2.3. Neutron Scattering of Ions in Monomodal Oxidized CDCs 

QENS measurements provided insights into the relative mobilities of [EMIm
+
][TFSI

-
] 

ions inside of defunctionalized and oxidized CDC pores. The energy transfer vs. 

scattering intensity distributions (Fig. 4.36(a); averaged for 0.4 Å
-1

 ≤ Q ≤ 1.6 Å
-1

) 

demonstrated the small but sizable difference in the microscopic dynamics of cations 

confined in defunctionalized and oxidized CDCs.  A double-Lorentzian model scattering 

function successfully fit the scattering data to a Q vs. Γ relationship (Eq. 3.7).  

The narrow Lorentzian component was attributed to very slow localized ion 

dynamics. The extracted HWHM fits of component extracted from the fits are shown in 
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Fig. 4.36(b). As evidenced by the Q-dependent broadening for Q > 1 Å
-1

, this component 

originated from translational cation mobilities. Broadening plateau at low Q values 

signified significant spatial constraints of ions. The long-range translational diffusion 

coefficients could not be determined for ions in these systems, due to significant 

confinement in narrow pores that precluded the ions from demonstrating long-range 

mobilities However, systematically larger Γ values for ions in oxidized pores indicated that the 

ions that were present in oxygen-containing pores had greater mobility and self-diffused with less 

resistance. The elastic scattering fraction in the QENS signal (Fig. 4.36(c)) suggested that 

oxidized pores had “tethered” a larger percentage of ions onto functionalized surfaces. Therefore, 

oxygen-rich (“ionophilic”) pores had stronger attractive intermolecular interactions with 

electrolyte molecules. At the same time, the ions further from the pore walls, which exhibited 

appreciable localized diffusivity, were more mobile in the “ionophilic” pores of oxidized CDCs. 

 
Figure 4.36. a) QENS signal averaged over the entire measured range of Q values for 

annealed and oxidized pores 100% filled with [EMIm
+
][TFSI

-
]. The maximum of 

intensity (at zero energy transfer) was normalized to unity for both samples, b) QENS 

signal broadening was determined using a double Lorentzian fit equation at different Q 

values. c) The fraction of elastic scattering in the QENS signal measured for the two 
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systems at different Q values. d) INS spectra obtained at 5K on the empty (dashed lines) 

and IL-filled (solid lines) defunctionalized and oxidized CDCs, with the empty CDC 

contributions subtracted from the CDC+IL systems. Distinct vibrational modes are 

marked with vertical black lines.  
 

INS measurements at 5 K provided information on the relative vibrational densities of 

states (VDOS) of [EMIm
+
][TFSI

-
] in the bulk and confined states as well as VDOS of the 

used empty CDCs samples. The intensities of the INS spectra for confined 

[EMIm
+
][TFSI

-
] are much larger than those for empty CDCs, and the latter were 

subtracted from the former. Almost all RTIL vibrational modes underwent a ~1-3 meV 

shift as a result of confinement in CDC pores. Several peaks (19 meV and 27 meV) red-

shifted for confined IL; others (46 meV) were slightly split in bulk IL but broadly split in 

confined IL. Extra peak appeared for confined IL at 55.3 meV (for both pore types) and 

at 14.5 meV (in defunctionalized pores). According to prior Raman measurements and 

vibrational spectra calculations for liquid and solid [EMIm
+
][TFSI

-
],[244,245] the planar 

structure should have provided an extra peak at ~55 meV. This peak was absent in the 

INS spectrum of the bulk IL (having non-planar configuration) but present in the 

confined IL spectrum. Therefore, confined IL had planar [EMIm
+
] arrangement. All 

vibrational modes of RTIL confined in defunctionalized pores were significantly 

narrower than those in oxidized CDC. This suggested more uniform local bonding 

environment (less structural disorder) and/or lower mobility (less dynamical disorder) of 

ions confined in defunctionalized, ionophobic pores. 
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Figure 4.37. The a) cross-sectional and b) top view schematic of a defunctionalized CDC 

pore and confined [EMIm
+
][TFSI

-
]. Ion configuration on defunctionalized surfaces 

allowed greater packing of ions in pores, increased local IL densities in pores, but 

restricted ion motion. Oxidized pores in c) and d) arranged more ions in parallel 

directions with respect to surfaces; this decreased ion densities but allowed the electrolyte 

molecules to exchange positions and move past each other. Pore diameters of schematics 

are not to exact scale of the SiC-CDCs discussed in this section. 
 

Ionophobic surfaces repelled ions that, in turn, migrated towards centers of pores. 

Conversely, favorable electrode-electrolyte interactions attracted ions from mid-pore 

voids and achieve minimal separation in the fluid-solid interface. The ions achieved near-

parallel arrangements (in greater contact) on oxygenated interfaces and more random 

arrangements (fewest interactions possible) on defunctionalized, ionophobic surfaces. 

Although the perpendicular arrangement allowed greater ion packing into pores (and thus 

greater INS-measured vibrational energies), this configuration left longer, obtrusive paths 

through pores and impeded molecular motions through the confined spaces. In oxidized 

pores, ions stuck closer to surfaces and left the middle of the pores empty (thus reducing 
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overall density). This arrangement, which is shown in Fig. 4.37(c-d), provided sufficient 

void space for cations and anions to shuffle past each other and increased mobility. 

 

4.2.2.4. MD Simulations of Ions in Functionalized Pores 

Based on similar ReaxFF computational principles that were used to describe porous 

carbon structures (section 4.1.1), Molecular Dynamics simulated slit pores with 1.1 nm 

separation distances between 2 carbon basal planes. The effective pore size (dav = 0.7 nm) 

closely resembled the experimental SiC-CDC electrodes. Hydroxyl groups were grafted 

onto pore surfaces and constituted a 7.7 wt. % (5.6 molar %) composition. MD simulated 

the ion accumulation and resulting charge densities under applied steady-state potentials 

and most closely resembled the square wave/chronoamperometry experiments from Fig 

4.35. The simulation results and production snapshots are shown in Fig. 4.38. Each 

simulation used a box with approximately 10
4
 atoms. 
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Figure 4.38. a) Snapshot of the MD simulation of the filled pore system. LS: the length of 

the slit (6.3 nm); LB: The length of the IL bath (7.0 nm); LE: the length of slit entrance 

(2.1 nm); LC: the length of center part of slit (2.1 nm). Ion orientations inside of oxidized 

or defunctionalized pores are shown under b) no applied charge and c) -5.0 µC cm
-2

. Inset 

in (b) shows reference directions of [EMIm
+
] (normal to the imidazolium rings) and 

[TFSI
-
] (tail-to-tail) orientations. Corresponding ion accumulation densities in the pores 

are given in d) and e). 

 

Charge accumulation densities of ions showed that the amount of [EMIm
+
] cations 

inside slit pores decreased by more than 20% after oxidation, while [TFSI
-
] anion 

densities decreased by approximately 5%. Under neutral potentials (conditions that 

matched QENS and INS measurements), oxygen functional groups repelled [EMIm
+
] and 

attracted [TFSI
-
]. Under positive applied potentials, the functional groups attracted more 
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counter-ions into pores. Under negative applied potentials, oxidized groups reoriented the ions 

and maximized their densities in confined states. Resulting ion densities in oxidized pores 

(3.70 ions nm
-2

) exceeded those of defunctionalized pores (3.31 ions nm
-2

). 

The interactions between specific surface groups and individual IL ions influenced 

their orientations with respect to pore surfaces and, in turn, affected accumulation number 

densities and resulting capacitances. Oxygen groups were more favorable to the [TFSI
-
] 

molecules, which exhibited several highly polar groups (S=O, N–S, C–F). On the other 

hand, defunctionalized surfaces were more favorable to the imidazolium ring and the –

C2H5 alkyl chain on the [EMIm
+
] cation. Subsequently, while the aligned perpendicularly 

with respect to oxidized pore surfaces (due to reduced π–π interaction), the anions 

prevalently aligned in parallel to the pore surfaces after functionalization.  

The simulations provided an important analysis of the orientations of ions with 

respect to defunctionalized and oxidized pores. They verified the conclusions that had 

been obtained using neutron scattering and demonstrated that surface defects had 

influenced ion arrangement in pores and pore filling densities. However, the simulations 

showed that functionalization had unequal influence on the two ions; while [TFSI
-
] 

anions favored oxidized surfaces, [EMIm
+
] cations preferred to align closer to pristine 

graphene surfaces. Since the net effect on experimentally-measured capacitance 

positively correlated with oxygen functionalization, the anion could be assumed to be 

rate-limiting. Furthermore, although the simulation showed higher ion densities for 

oxidized surfaces (in line with cyclic voltammograms), the number density profiles could 

not take into account ion dynamics and factor in the benefit of enhanced electrolyte 

mobilities in oxidized pores. Ion exchange and swapping in confined pores, and the 
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confounding influence of nearby functional groups on ion orientations and transport 

processes, remains an important question for future investigations. 

 

4.2.3. Electrolyte Dynamics in Bimodal Functionalized CDCs 

The narrow pore structure of defunctionalized and oxidized SiC-CDCs provided an 

important overview of the influence of oxygen groups on electrochemical mobility and 

capacitance under static and dynamics applied potentials. However, a larger pore system, 

and a more complex electrolyte with dissimilar ion sizes, provided an additional 

fundamental overview of ion configurations and interactions in pores. Mo2C-CDC, which 

had been synthesized at 800 ºC, exhibited a bimodal pore size distribution: approximately 

50% of pores were 0.78-0.82 nm in diameter, and the rest were 1.9 – 2.8 nm in diameter. 

It was defunctionalized and oxidized using the same methods as SiC-CDC in section 

4.2.2. Furthermore, its electrochemical performance was tested with [OMIm
+
][TFSI

-
] 

electrolyte. As described in section 3.7.3, [OMIm
+
] had an 8-carbon alkyl chain (instead 

of [EMIm
+
]’s 2-carbon chain). Since the cations became larger than the smaller pore 

diameters, some ion partitioning was expected. Finally, since the cation molecule became 

more hydrophobic, it was expected to poorly interact with oxygen groups on surfaces. 

 

4.2.3.1. Porosity and Ion Dynamics in Bimodal Pores 

The material retained its bimodal pore size distribution after vacuum annealing and 

subsequent air oxidation. As shown in Fig. 4.39(a), air oxidation increased the SSA by 

300 m
2
 g

-1
; however, since the total surface area was over 2,100 m

2
 g

-1
, this was a 

relatively slight oxidation that did not influence pore polydispersity. For defunctionalized 
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CDCs, small pores accounted for 1,028 m
2
 g

-1
 (53%). After oxidation, small pores 

accounted for 1,174 m
2
 g

-1
 (52%). XPS elemental analysis of the surface revealed that, 

after air treatment, oxygen content increased from 1.1 at. % to 2.2 at. %. As with the 

monomodal CDCs, most oxygen was in form of C=O and O–C=O bonding. 

 
Figure 4.39. a) Pore size distribution of Mo2C-CDC after annealing (defunctionalized) 

and air treatment (oxidized). b) Dependence of HWHM of QENS spectra of 

[OMIm
+
][TFSI

-
] confined in defunctionalized and oxidized Mo2C-CDC extracted from 

the Cole-Cole model function as a function of Q-squared. Solid line shows the model fits. 
 

QENS results were obtained from porous CDCs that had been filled with 

[OMIm
+
][TFSI

-
] using the same approach as in section 4.2.2.3.  Data was fitted to a two-

Lorentzian equation (Eq. 3.6). Since the characteristic relaxation time was coupled with 

the stretched exponent, calculation of average τ did not show any trend from which the 

diffusion coefficient could be extracted. Therefore, the Cole-Cole distribution function, 

[190] which behaves as a stretched exponential function with the half width at half 

maximum (HWHM) is independent of the stretched exponent (Eq. 3.7). HWHM 

increased at low Q’s and flattened at higher Q’s, which indicated translational jump 

diffusion behavior. Using Eq. 3.8, diffusion coefficients and jump diffusion lengths were 

calculated and are shown in Table 4.7. 
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Table 4.7. Diffusion of [OMIm
+
][TFSI

-
] in oxidized and defunctionalized Mo2C-CDCs. 

Pore Surface Diffusion Coefficient Jump Length 

Oxidized 2.71 ± 0.32 ∙ 10
-10

m
2

s-1 3.3 Å 

Defunctionalized 1.05 ± 0.14 ∙ 10
-10

m
2

s-1 1.9 Å 

 

 
  

The Dcoeff of the IL confined in oxidized Mo2C-CDC was higher than the one 

extracted from defunctionalized CDCs. Subsequently, intrinsic mobility of 

[OMIm
+
][TFSI

-
] in oxidized pores was 2.6 times as large as its mobility in 

defunctionalized pores. This finding agreed with similar dynamics that had been 

described for oxidized monomodal CDs (section 4.2.2). The bimodal CDC system 

featured somewhat larger pores, which allowed less restricted translational and rotational 

motion and sufficiently long random walk distances, for measurements of coherent 

diffusion behavior. As with previous QENS measurements, most of the measured 

dynamics concerned the hydrogen-rich [OMIm
+
] cations. Although ions were expected to 

rely on electrostatic interactions to drag along the oppositely-charged counterions and 

interlink the mobility properties, it is unclear whether the large cations (with a long 

hydrophobic tail) or the smaller anions were the main drivers of this property. 

Small-angle neutron scattering (SANS) measurements were collected on the IL-filled 

defunctionalized and oxidized pores, as well on the bulk [OMIm
+
][TFSI

-
], at 300 K and 

350 K. The effects of surface chemistries on the scattering from the confined IL on 

bimodal CDC are shown in Fig. 4.40. The scattering profiles at the low Q regime 

overlapped with each other for both samples at both temperatures. Effects of surface 

chemistries become more apparent at the intermediate Q regime. The scattering 

intensities were higher from [OMIm
+
][TFSI

-
] confined in oxidized CDCs compared to 
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defunctionalized pores. Higher intensity corresponded to the higher scattering contrast. 

The scattering length density (SLD) of Mo2C- CDC was ~ 6.66 x 10
-10

 Å
-2

 (assuming ~2 

g cm
-3 

density), whereas the SLD of the ionic liquid was 1.46 x 10
-10

 Å
-2

.[246]  

 
Figure 4.40. SANS profiles of [OMIm

+
][TFSI

-
] confined in oxidized and 

defunctionalized Mo2C-CDC with Kratky plots shown in insert at (a) 300 K (b) 353 K. 
 

Since the scattering from the low Q regime can originate from different sources, the 

final data fitting used only Q values up to ~ 0.01 Å
-1

 on the low Q side. The data was fit 

to a modified Debye-Anderson-Brumberger (DAB) model:[247] 

𝑰(𝑸) =
𝑨

𝑸𝜶
+

𝑩𝝃𝟑

[𝟏+(𝑸𝝃)𝟐]
𝟐                     (4.3) 

In this equation,  is the scattering exponent that scaled the intensity and provided 

information regarding the geometry of the scattering objects and 𝜉 is a length scale that 

measured the spacing between the two phases. The correlation length extracted from the 

fit can be related to the radius of gyration (Rg) using Guinier approximation that gave an 

average pore size of Rg =𝜉√ . Based on a previous approximation of carbon pores as 
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cylindrically-shaped,[107] the model calculated the average radius of the cylindrical pore 

(𝑅𝑐𝑦𝑙) using the relation: 𝑅 = 𝑅𝑐𝑦𝑙/√2  . Fitted parameters are presented in Table 4.8.  

 

Table 4.8. Fitting parameters from the sum of power law and DAB model. 

Sample   (Å) Rg (Å) R cyl (Å) 

IL  in defunctionalized pores: 300 K 3.94 11.53 28.24 39.93 

IL  in defunctionalized pores: 353 K 3.94 10.89 26.67 37.71 

IL  in oxidized pores: 300 K 3.95 10.64 26.06 36.85 

IL  in oxidized pores: 3530 K 4.00 10.58 25.91 36.64 

 

 

Although value of  is roughly the same for both samples at all measured 

temperatures, the Rg correlation length was lower in oxidized samples. This very subtle 

change could originate from pore surface hydrophilicity. Furthermore, intensity 

differences in the intermediate Q regime suggested that the reduction in contrast was less 

significant from [OMIm
+
][TFSI

-
] confined in oxidized CDC. This indicated a lower 

density of IL confined in oxygen-rich pores. From the scattering intensities, the density of 

[OMIm
+
][TFSI

-
]  in oxidized pores was ~ 20% lower than in the annealed samples. Since 

the surface of the oxidized CDC was more hydrophilic, most of the electrolyte molecules, 

especially the anions, attached to the pore surfaces and reduced the number of the RTILs 

molecules in the center of the pores. This measurement agreed with neutron scattering 

results (for both monomodal and bimodal CDCs), and the quantified density changes 

closely matched the MD-derived (section 4.2.2.4) simulations of ions in oxidized pores. 

 

4.2.3.2. Electrochemical Behavior of [OMIm
+
][TFSI

-
] in Bimodal CDCs 

The [OMIm
+
][TFSI

-
] electrolyte was tested with defunctionalized and oxidized 

Mo2C-CDC electrodes in two-electrode and three-electrode configurations. The results 

are shown in Fig. 4.41. Electrochemical impedance measurements (Fig. 4.41(a)) showed 
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greater mobility of the electrolyte in oxidized pores at mid-to-low oscillation frequencies. 

The mid-range ionic impedance (between the charge-transfer resistance and the “knee” 

frequency) was 18.1 Ω for defunctionalized CDCs and 10.0 Ω for oxidized CDCs. 

Although impedance was almost identically capacitive-dominated at 10 mHz (-81.9º for 

oxidized CDCs and -80.9º for defunctionalized CDCs), oxidized CDCs were more 

predominantly capacitive at mid-to-high frequencies.  

 
Figure 4.41. a) Nyquist plot that compared electrochemical impedance of 

[OMIm
+
][TFSI

-
] in defunctionalized and oxidized Mo2C-CDC. b) Rate handling 

comparison of the two-electrode cells in the 0.5 – 1,000 mV s
-1

 range. Cyclic 

voltammograms are shown for c) 0.5 mV s
-1

 and d) 10 mV s
-1

. Three-electrode charge 

accumulations are shown for square wave amperommetry measurements for e) 0 → 

±1.25 V and f) 0 → ±0.25 V charge accumulations (1 hour each). 
 

Although gravimetric capacitance for oxidized CDCs (76 F g
-1

 at 10 mV s
-1

) 

exceeded the Csp for defunctionalized CDCs (73 F g
-1

 at 10 mV s
-1

), the SSA-normalized 

capacitance for defunctionalized CDCs was greater for this electrode-electrolyte system 

(Fig. 4.41(b)). This result differed from the similarly functionalized monomodal SiC-
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CDCs (section 4.2.2). Larger pores made available more bulk space that facilitated free 

ion mobility and exchange during electrosorption with fewer contacts with the surfaces. 

Subsequently, while [TFSI
-
] ions likely arranged themselves parallel to hydrophilic 

(ionophilic) pore walls, hydrophobic [OMIm
+
] ions positioned themselves as far away 

from surfaces as possible and minimized charge densities in pores. However, some 

narrow channels (the subnanometer pore components) impeded mobilities of 

defunctionalized ions.  

Cyclic voltammograms at low sweep rates (Fig. 4.41(c-d)) showed inflection points 

during charge/discharge processes around +0.25 V (highlighted with orange square). 

Greater capacitance at lower potentials, followed by a dip at that voltage, and, 

subsequently, by an increase in capacitance at greater potentials likely signified charge 

saturation and partial ion defilling of the small pore component. The charge accumulation 

and integral capacitance of oxidized CDCs was greater for this segment of the CV. 

Furthermore, the defilling was more pronounced for the defunctionalized CDC and 

signified its more unfavorable, ionophilic pore-electrolyte interface. 

Square wave static accumulation measurements further demonstrated differences in 

potential-dependent charge saturation of oxidized and defunctionalized CDCs. Under 

applied ±1.25 V (Fig. 4.41(e)), oxidized pores reached charge saturation earlier and 

demonstrated inflection points at ~200 seconds, whereas defunctionalized pores steadily 

accumulated charge. They accumulated 6.2 µC cm
-2

, as opposed to oxidized pores’ 5.4 

µC cm
-2

. However, 0 → +0.25 V charge accumulation in defunctionalized pores 

demonstrated an inflection point at ~70 seconds (Fig. 4.41(f)), and oxidized pores ended 

up storing 0.02 µC cm
-2

 more than the defunctionalized Mo2C-CDCs..  
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Surface oxidation yielded a net mixed effect on the electrochemical performance of 

[OMIm
+
][TFSI

-
] in bimodal CDCs. On the one hand, in agreement with neutron 

scattering and similar measurements with unimodal CDCs, surface oxidation improved 

the mobilities of the IL. On the other hand, this advantage did not translate into greater 

Csp of oxidized pores. The larger pore contributions allowed many of the electrosorbed 

ions to move freely, and the overall porous system represented a transition condition 

between perfect ion confinement and a diffuse, bulk-like state. Furthermore, while 

oxygen groups improved the [TFSI
-
]’s interface with pore surfaces, they repelled the 

alkyl chain on the [OMIm
+
] cations, and the net effect may have further reduced the 

number density of ions electrosorbed on accessible surfaces. 

 

4.2.4. Summary of Effects of Chemical Functionalization on Capacitance 

Hydrogenated and oxidized surfaces of porous carbons with small pores, which 

matched the dimensions of ionic liquid electrolytes, improved capacitance and 

electrosorption dynamics. Most of the benefits stemmed from strong, favorable 

intermolecular interactions between functionalized surfaces and [TFSI
-
] anions. Surface 

chemical groups drew ions closer to surfaces and allowed greater mobility of co-ions and 

counterions through resulting void spaces in pore centers. Although hydrogenated and 

oxidized surfaces yielded net positive effects on capacitance and dynamics, aminated 

surfaces reduced the capacitance and rate handling capabilities of [EMIm
+
][TFSI

-
]. In the 

cases of oxygen-rich interfaces, the favorable arrangement of anions parallel to the 

surfaces yielded lower areal densities of accumulated charges. As pore diameters 
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increased, enhanced mobility became less important for high capacitance, and 

defunctionalized pores outperformed oxidized CDCs.  

Although neutron scattering primarily derived key ion dynamics and density 

comparisons based on hydrogen-rich cations, the mobilities of ions and counterions were 

inextricably linked. As shown in Fig. 4.42(a-b), asymmetric cells (with oxidized CDCs 

as working electrodes and defunctionalized CDCs as counter electrodes, and vice versa) 

were limited by the weaker component (i.e., the defunctionalized electrode).  

Although different ion arrangements in oxidized and defunctionalized pores provided 

different pathways for ions in pores (Fig. 4.42(c-d)), their net effect on capacitance was 

contingent on: 1) pore size and 2) type of electrochemical measurement (static or 

dynamic applied potential).  These caveats shed some insight into the wide divergence of 

results that had been previously reported in the literature, as previous results have 

interchangeably used microporous electrodes, non-porous surfaces, cyclic 

voltammograms, and voltage-dependent constant charge accumulation results to support 

their claims. The MD simulations in this study also accounted for steady-state charge 

accumulations and could not factor in transport limitations and net effects of mobilities 

on capacitance. Although surface functional groups and adatoms were expected to 

increase the quantum capacitance contribution to total Csp, neither the experimental 

results nor computational analyses could account for it. Finally, although neutron 

scattering characterized ion densities and dynamics that exhibited good correlation with 

electrochemical measurements, they did not incorporate in situ measurements of ion 

mobilities during charge/discharge processes and their electrosorbed arrangements under 

applied potentials. Future research efforts must investigate these issues in greater detail. 
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Figure 4.42. Cells with identical masses cycled at 1 mV s

-1
 in [EMIm

+
][TFSI

-
] with a) 

oxidized monomodal SiC-CDC as the working electrode and defunctionalized SiC-CDC 

as the counter electrode and in a b) reversed configuration. c) Improved ion pathway 

through oxidized pores with more ions stuck on ionophilic pore walls and lower ion 

densities in middle of pores. d) Greater ion densities in defunctionalized pores increase in 

densities in pores and complicate ion transport pathways during electrosorption. 

 

4.3. Influence of Ion Confinement and Pore Length 

The results from sections 4.1 and 4.2 demonstrated somewhat divergent conclusions 

regarding the influence of certain graphitic defects and functional groups on capacitance 

and ion dynamics. Although they all used internal surface particles with fairly similar 

initial structures, pore diameters slightly varied from one CDC set to another. 

Furthermore, similar defunctionalization and graphitization treatments yielded different 

rate handling changes for micron-sized particles (longer pores) and nanoparticles (pore 

diameter was comparable to pore length). Ion confinement was likely convoluted with 

standalone influence of surface defects. Similar fundamental FSI properties could 

translate into different capacitance and dynamics in internal and external surfaces.  
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To decouple the effects of pore size from surface defects, the approaches described in 

this section tested the same types of surface defects that had been investigated in sections 

4.1 and 4.2 (graphitization and oxygen functional groups) in differently sized pores and 

on non-porous spherical and planar exohedral particles. The experiments also 

investigated CDCs with large particle diameters and near-infinite pore lengths. The 

operating hypotheses predicted that: 1) ionophilic pore defects would facilitate ion 

transport in longer pores and improve rate handling compared to defunctionalized pores; 

2) defunctionalized external surfaces would benefit from greater number densities of 

charges on surfaces (and yield greater Csp); and, 3) electrode-electrolyte interfaces would 

demonstrate identical voltage windows in porous and non-porous particles. 

 

4.3.1. Oxidized Mesopores and Carbon Black 

To explore the relative influence of oxygen groups on electrosorption in different 

pore sizes, micron-sized TiC-CDCs were annealed at 1,400 ºC (identical material as one 

used in section 4.1). This (hereafter labeled as “Initial”) material was oxidized in air at 

425 ºC for 5 h (“Oxidized”), and, finally, some of the material (after oxidation) was 

annealed again at 1,400 ºC (“Defunctionalized”). This condition used a stronger, longer 

air activation treatment that should have increased pore diameters. As a non-porous 

external surface particle, commercially available carbon black (CB, described in section 

3.1.2, hereafter labeled as “Initial”) was annealed at 1,800 ºC (“Defect-free”) and, 

subsequently, oxidized at 570 ºC. Initial CB particles had no functional groups, and, 

while they were highly graphitized, they featured polycrystallinity, grain boundaries, and 

short-term sp
2
 bonding. Annealing was expected to restructure them and reduce graphitic 
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defect concentration without reconstructing interparticle porosity or surface chemical 

composition. 

 

4.3.1.1. Structural and Chemical Transformations of CDC and Carbon Black 

Fig. 4.43 shows the porosity changes and oxidation-induced changes in surface 

chemistry and hydrophobicity. Air oxidation of CDCs (Fig. 4.43(a)) activated the 

microporosity of nanostructured CDCs, reduced the prevalence of micropores, and 

enhanced the growth of mesopores. The procedure increased the SSA of defunctionalized 

CDCs by over 600 m
2
 g

-1
. Since the surfaces of oxidized CDCs were covered by 

chemically unstable oxygen groups, secondary annealing simply removed them and did 

not restructure the pores. Annealing did not modify the SSA or porosity of CB particles, 

but oxidation lightly activated the particles and increased their surface area to 150 m
2
 g

-1
. 
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Figure 4.43. Pore size distributions of (a) TiC-CDC microparticles after 1,400 °C 

vacuum annealing (Initial), air oxidation of the annealed CDC at 425 °C (oxidized), and 

secondary 1,400 °C annealing of the oxidized material (defunctionalized). (b)  Carbon 

black particles in their initial state, after 1800 °C annealing (defect-free), and after 570 °C 

air oxidation (oxidized). c) Dynamic H2O vapor sorption on CDCs after different 

treatments. Insets show contact angle measurements of IL droplets on defunctionalized 

(green) and oxidized (orange) CDC films. d) Inert TGA-derived relative functional group 

compositions for CDC and CB particles. 

 

Dynamic H2O sorption (Fig. 4.43(c)) showed the significant influence of 

defunctionalized surface chemistry of annealed CDCs on hydrophobicity. Although 

defunctionalized CDCs exhibited the largest SSA and the greatest mesopores prevalence, 

oxidized surfaces most readily adsorbed water. As expected, functional group content 

(Fig. 4.43(d)) was highest in oxidized CDCs and CBs. 

Annealing-induced graphitization changes in CDC and CB particles are shown in Fig. 

4.44. TEM images of CDC materials showed graphitic features and layered ribbons on 
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surfaces. Secondary annealing increased graphitization (more prominent G band and 2D 

band) and suggested that defunctionalized CDCs exhibited the fewest graphitic defects. 

Annealing of CBs increased size of ordered domains on particle surfaces, as shown by 

XRD and graphitic ribbons on edges of particles. 

 
Figure 4.44. a) Raman spectroscopy analysis of TiC-CDCs with different surface 

compositions. b) TEM image of CDC after secondary annealing. c) XRD analysis of CB 

before and after annealing, with the annealed particle shown in d). Graphs all include 4-

point probe measurements of electrical conductivities of electrode films. 
 

4.3.1.2. Electrochemical Cycling of Functionalized CDCs and Carbon Black 

CDC and CB electrode films with different surface defects were cycled with 1.0 M 

H2SO4 (aq.) and [EMIM
+
][TFSI

-
] IL at room temperatures. To minimize redox 

contributions, the electrochemical potential for aqueous electrolyte used an 

experimentally derived narrow range with no redox peaks: -0.30 V ↔ 0.00 V for CB and 

0.00 V ↔ +0.60 V for CDCs. Cyclic voltammograms for intermediate sweep rates and 
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corresponding Nyquist plots are shown in Fig. 4.45. Oxidized CBs certainly benefitted 

the most from surface chemistry groups in an aqueous electrolyte and demonstrated 

significantly greater capacitances than their bare carbon counterparts. This advantage was 

not as apparent for porous CDCs after oxidation. However, after the oxygen groups were 

removed, capacitance of defunctionalized CDCs significantly decreased. The ions did not 

experience a significant amount of resistance in their effort to enter larger CDC pores, 

and the resulting drop in capacitance is likely attributed to a lower density of 

electrosorbed ions on surfaces of oxygen-free CDCs. 

 
Figure 4.45. a) Cycling of CB in sulfuric acid at 100 mV s

-1
 and b) CDC in sulfuric acid 

at 10 mV s
-1

. Corresponding Nyquist plots for CB is shown in c) and for CDC in d). 
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The materials showed distinctly different electrosorption behaviors and demonstrated 

different influences of oxygen and graphitic defects in porous and non-porous carbons in 

IL electrolyte (Fig. 4.46). CBs with fewer graphitic defects showcased greater 

capacitance. It was likely correlated with improved conductivity and resembled prior 

findings for onion-like carbons.[102] Oxidation substantially improved gravimetric Csp 

but did not significantly alter the SSA-normalized capacitance, which differed from the 

behavior of this electrode material in aqueous electrolytes.  

 
Figure 4.46. a) Cycling of CB in [EMIm

+
][TFSI

-
] at 100 mV s

-1
 and b) CDC in the IL at 

10 mV s
-1

. Corresponding Nyquist plots for CB is shown in c) and for CDC in d). 

 

0 100 200 300 400
0

100

200

300

400

 

-I
m

(Z
) 

(
)

Re(Z) ()

 

Initial
Defect-Free

 

Oxidized

0.0 0.5 1.0 1.5 2.0 2.5

-4.5

-3.0

-1.5

0.0

1.5

3.0

4.5

Oxidized: 76.1 F/g 

Defunctionalized: 

56.2 F/g 

 

 

C
a
p

a
c
it
a

n
c
e

 P
e

r 
S

S
A

 (


F
/c

m
2
)

Voltage (V)

Initial: 59 F/g 

0.0 0.5 1.0 1.5 2.0 2.5

-8

-6

-4

-2

0

2

4

6

8

Oxidized: 7.2 F/g 

Initial: 2.9 F/g 
 

 

C
a
p

a
c
it
a

n
c
e

 P
e

r 
S

S
A

 (


F
/c

m
2
)

Voltage (V)

Defect-Free: 

2.9 F/g 

2 3 4
0

1

2

3

4

 

 

-I
m

(Z
) 

(
)

Re(Z) ()

0 20 40 60 80
0

20

40

60

80

 

 

-I
m

(Z
) 

(
)

Re(Z) ()

 

Oxidized

Defunctionalized

Initial

2 4 6 8 10
0

2

4

6

8

10
 

 

-I
m

(Z
) 

(
)

Re(Z) ()

a b

c d



170 

 

The CDC that had undergone secondary annealing (most defunctionalized and 

graphitized surface) exhibited the lowest Csp. Since it exhibited the same surface 

chemistry as the initial CDC, but was more graphitized, fewer graphitic defects likely 

depressed its charge storage capability. On the other hand, ionic impedance (derived from 

Nyquist plots) was substantially lower for oxidized and defunctionalized CDCs, which 

featured larger pores than the initial CDC particles. With substantially large pores, 

oxidized CDCs did not demonstrate significant increases in SSA-normalized capacitance 

over their hydrophobic porous counterparts.  This result paralleled the findings for IL 

electrosorption in bimodal Mo2C-CDC (section 4.2.3). The defect-free materials (both 

CDC and CBs) exhibited more pronounced butterfly shapes and hinted at more prevalent 

voltage-dependent capacitance characteristic, which had been expected for more 

conductive electrode materials. 

The presence of defects was more pronounced for non-porous materials in aqueous 

electrolytes. Although Csp was substantially enhanced in H2SO4 for oxidized CB 

electrodes, it decayed very rapidly at high charge/discharge rates (Fig. 4.47(a)). The 

corresponding EIS Nyquist plots (Fig.46(c)) confirmed rapid ion electrosorption from the 

bulk electrolyte onto defunctionalized, bare surfaces of non-porous carbons. Since both 

the [H
+
][HSO4

-
] ions and the H2O solvent were very hydrophilic, they were likely tightly 

drawn to ionophilic oxidized CB surfaces and impeded high-rate ion exchange processes.  
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Figure 4.47. Rate handling comparisons for a) non-porous CBs and b) porous CDCs in 

aqueous electrolyte (dashed lines) and ionic liquid (solid lines). 
 

CDCs showed similar capacitance decay for defunctionalized, graphitized surfaces, 

but the oxygen-induced enhancement of capacitance in sulfuric acid was not nearly as 

evident when ions were confined in narrow pores (Fig. 4.47(b)). Oxidized CDCs 

demonstrated the best rate handling abilities of both H2SO4(aq.) and [EMIm
+
][TFSI

-
] at 

high sweep rates (50 mV s
-1

 < dV dt
-1

 <  1 V s
-1

). Since oxygen-rich pores yielded the 

most favorable interfaces for both electrolytes, ions were most mobile in oxidized CDCs. 

Although defunctionalized CDCs demonstrated better capacitance retention than initial 

CDCs, a combination of fewer graphitic defects on surface of defunctionalized CDC’s 

pore walls and its larger porosity likely contributed this effect. 

RS coefficient measurements did not demonstrate significant influences of surface 

defects on diffusion limitations of [EMIm
+
][TFSI

-
] in non-porous CB electrodes (Table 

4.8). However, in porous CDCs, the system with the smallest pore size (Initial CDC) was 

most-diffusion limited, regardless of its surface defect composition. Defunctionalized 

pores facilitated greater ion diffusivity than its oxidized counterpart, but they benefited 

from significantly larger pore volumes. 
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Table 4.8. RS Coefficients derived from cyclic voltammetry measurements of non-

porous CBs and porous CDCs in [EMIm
+
][TFSI

-
] electrolyte. 

External Surfaces: CB Internal Surfaces: CDC 

Electrode Surface Randles-Sevcik Coefficient Pore Surface Randles-Sevcik Coefficient 

Initial 0.98 Initial 0.80 

Defect-Free 0.96 Oxidized 0.89 

Oxidized 0.96 Defunctionalized 0.93 

 

4.3.1.3. Voltage Window of Porous and Non-porous Oxidized Carbons 

As discussed in section 1.6, oxygen groups on carbon surfaces were more prone to 

irreversible surface breakdown processes, undesired side reactions with electrolytes, gas 

evolution, etc. This drawback has typically shaped most electrode synthesis processes to 

“burn off” these unstable groups from commercial carbon powders.[248] Oxidation 

studies in this dissertation have, so far, avoided this issue and have relied on 

electrochemically stable electrolytes and safe operating voltage windows. However, this 

property must be investigated for porous and non-porous oxidized and defunctionalized 

pores.  

Defect-free and oxidized CBs, as well as oxidized and defunctionalized CDCs, were 

tested in 2.50 V, 2.75 V, 3.00 V, and 3.25 V windows using static and dynamic 

techniques. The results are shown in Fig. 4.48. As expected, CDCs with defunctionalized 

pores exhibited lower parasitic currents (Fig. 4.48(b)) and greater coulombic efficiencies 

than oxidized pores at higher potentials. However, non-porous CBs exhibited a directly 

opposite behavior (Fig. 4.48(a)): oxidized surfaces demonstrated greater electrochemical 

stabilities than bare, defect-free carbon structures. 
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Fig. 4.48. Residual, steady-state (parasitic current) of defunctionalized and oxidized a) 

non-porous CB and b) porous CDC particles, derived from square wave amperommetry. 

c) First-cycle coulombic efficiencies derived from CVs in the 0 ↔ 2.50 V and 0 ↔ 3.25 

V voltage windows. Three-electrode (symmetrical) 2 mV s
-1

 CVs in the 3.25 V window 

are shown for d) CBs and e) CDCs. f) Coulombic efficiency comparison for 

defunctionalized and oxidized carbon onions in the same extended voltage windows. 

 

 

Although neither defunctionalized nor oxidized electrodes – porous or non-porous – 

could demonstrate sufficient electrochemical stability near the expected 4.0 V operating 

limit for [EMIm
+
][TFSI

-
], oxygen-rich electrode-electrolyte interfaces showed different 

stability limits in internal and external surface systems. To test the validity of these 

results, non-porous onion-like carbons (described in section 3.1.2) were subjected to 

similar chemical functionalization with oxygen. Cyclic voltammograms showed similar 

Qeff trends (shown in Fig.  4.48(f)): the oxidized non-porous materials exhibited less 

electrochemical breakdown at 3.25 V. This approach, which had been previously 

suggested for Li-ion carbon additives to cathodes,[249] underscored the advantage of 
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oxygen groups, which acted as protection layers that prevented continuous breakdown 

reactions, during electrochemical cycling in the positive voltage range. 

The convolution of surface chemistry and pore size on electrochemical stability could 

be attributed to different breakdown mechanisms, which were likely to proceed at 

different relative rates. Ion confinement influenced several key properties: 1) net sum of 

chemical forces (from pore walls, functional groups, and nearby ions) that acted on the 

ions; 2) the molecules’ steric configurations in pores; 3) densities of ions per units of 

electrode area or pore volume; and 4) access to the bulk electrolyte.  

 

4.3.2. Surface Defects on Planar Electrode Surfaces 

External surface CBs compared the relative influences of graphitic defects and 

surface functional groups on capacitance in electrodes with no ion confinement. Although 

CB particles were not perfectly spherical, they exhibited slight, heterogeneous curvatures. 

Planar graphene electrodes more properly matched computational simulations with 

experimentally-derived influence of functional groups on external surface capacitance. 

Non-porous graphene nanoplatelets (GNPs), which are described in section 3.1.2) acted 

as appropriate model systems for this approach. The initial material, which resembled 

multilayer (10-20 sheets) graphene flakes, included a noticeable number of oxygen and 

sulfur groups on reactive surface sites. The flakes were annealed at 1,800 ºC under a high 

vacuum to yield defunctionalized GNPs (0.7 at. % oxygen). It was, subsequently, 

oxidized in dry air at 475 ºC and developed oxygen-rich surfaces (3.7 at. % oxygen). The 

pore size distributions, morphologies, and PDF-derived structure of nanoplatelets are 
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shown in Fig. 4.49. Aside from chemical functionalization, the air oxidation did not 

restructure the carbon ordering or surface morphologies of GNPs. 

 
Figure 4.49. a) PSD for defunctionalized and oxidized non-porous GNPs that featured 

external, planar surfaces. b) TEM image of defunctionalized GNPs. c) X-ray PDF 

analysis of the graphitized carbon structure of defunctionalized and oxidized GNPs.  

  

4.3.2.1. Electrochemical Behavior of Planar Functionalized Electrodes 

Electrochemical tests of [EMIm
+
][TFSI

-
] with non-porous defunctionalized and 

oxidized GNPs decoupled the influence of oxygen groups from ion confinement. As 

shown in Fig. 4.50, oxidized GNP surfaces exhibited lower performance during both 

dynamic and static electrochemical cycling conditions. Defunctionalized GNP electrodes 

demonstrated greater capacitance and superior rate handing ability (over the entire 0.5 – 

1,000 mV s
-1

) than its oxidized counterparts. Contrary to similarly functionalized porous 

CDCs (section 4.2.2), the CV sweeps (Fig. 4.50(a)) for planar carbons did not show any 

ion sieving for either material. EIS analysis (Fig. 4.50(c)) demonstrated similar ionic 

impedance during electrosorption onto defunctionalized and oxidized GNPs. 
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Figure 4.50. a) Rate handling comparison of performance of non-porous oxidized and 

defunctionalized GNPs in the 0.5 – 1000 mV s
-1

 sweep range. b) Cyclic voltammetry plot 

showing differences in of [EMIm
+
][TFSI

-
] capacitance for defunctionalized vs. oxidized 

GNPs at a 5 mV/s sweep rate. c) Nyquist plot that compared electrochemical impedance 

of defunctionalized and oxidized GNPs. d) Charge accumulation vs. time during a square 

wave amperommetry 0 → ±1.25 V step. 
 

Static experiments used CA to charge electrodes to specific voltages. Voltage-

dependent Csp densities for bare, defect-free graphene nanoplatelets exceeded those of 

their oxygen-containing counterparts. Furthermore, unlike CDCs, charge accumulated at 

the same rate for both electrode surface chemistries (Fig. 4.50(d)).  
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+
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-
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ethyl-3-methyl tetrafluoroborate ([EMIm
+
][BF4

-
]) and 1-methyl-1-propylpyrrolidinium 

bis(trifluoromethylsulfonyl)imide ([MPyr
+
][TFSI

-
]). The cells were tested in three-

electrode asymmetric configurations. To avoid pseudocapacitive side reactions, which 
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have been occasionally observed in [EMIm
+
][BF4

-
]-filled cells, electrodes were cycled in 

the 0.0 ↔ -1.25 V window.  The results are shown in Fig. 4.51. In both cases, the 

defunctionalized electrodes outperformed the oxidized nanoplatelets. However, the 

difference was much more pronounced for [EMIm
+
][BF4

-
]. Ion mobility more strongly 

depended on the chemical composition of the non-porous electrode surfaces, and 

[EMIm
+
][BF4

-
] ions electrosorbed much more quickly on defect-free GNPs. 

 
Figure 4.51. a) Nyquist impedance plot for [MPyr

+
][TFSI

-
] and [EMIm

+
][BF4

-
] 

electrolytes with defunctionalized and oxidized GNPs. b) Rate handling comparison for 

the 2 electrolytes in the 0.0 ↔ 1.25 V window. c) [MPyr
+
][TFSI

-
] CVs at 10 mV s

-1
 and 

d) [EMIm
+
][BF4

-
] CVs at 10 mV s

-1
. 

 

4.3.2.2. MD Simulations of Electrolytes on Functionalized Planar Electrodes 

ReaxFF computational analysis used the same approach as in section 4.2.2.4 to 

simulate chemical functionalization on planar graphene surfaces. The simulation 

integrated gas sorption isotherms (from intrinsic GNP electrodes) and experimentally-
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derived square-wave amperommetry charge accumulation results into a CMD-derived 

calculation of number densities and differential capacitance at different potentials. The 

results of the computational approach are shown in Fig. 4.52. In agreement with 

experimental results, calculations demonstrated higher capacitance for defunctionalized 

surfaces (Fig. 4.52(a)). The bell-shaped Csp curves resembled simulations of 

[EMIm
+
][BF4

-
] and [BMIm

+
][PF6

-
] on planar graphite [250] and in nanopores.[251]  

 
Figure 4.52. a) MD simulation of differential capacitance as a function of potential for 

defunctionalized/oxidized graphene. Integral Csp = 4.89 µF cm
-2 

for defunctionalized 

graphene
 
and Csp = 4.31 µF cm

-2
 for oxidized surfaces. Simulations of orientation angles 

of cations and anions on planar graphene under b) 0.00 V, c) +1.00 V, and d) -1.00 V. 

Orientation angles of e) [EMIm
+
] (normal vector of the electrode and the normal vector 

of the imidazolium ring) and f) [TFSI
-
] (angle between the normal vector of the electrode 

and the vector connecting the 2 carbon atoms). 
 

Under neutral conditions (Fig. 4.52(b)), the anions adopted a more ordered 

distribution and oriented themselves in parallel to the oxidized surfaces, whereas the 

cations were more randomly scattered. Under +1.0 V (Fig. 4.52(c)), the tail-to-tail 
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orientation of [TFSI
-
] demonstrated pronounced 90º orientation angles (parallel to the 

surface). Since the anions pushed [EMIm
+
] away from the electrode-electrolyte interface, 

ion arrangement became more disperse. Under applied -1.0 V (Fig. 4.52(d)), [TFSI
-
] 

drew much closer to oxidized surfaces; however, the 45º and 135º orientations of the 

anions on defunctionalized surfaces yielded greater charge densities. Experimental results 

did not demonstrate such hysteresis between positive and negative potential ranges. 

Although this simulation recreated only –OH terminated surfaces, additional 

simulations also accounted for hydrogenated and epoxy-functionalized surfaces with 

[EMIm
+
][BF4

-
] electrolyte. The results are shown in Fig. 4.53.  Number density 

calculations underscored superior capacitance of defunctionalized graphene surfaces 

compared to all other surface chemistry configurations. The relative advantage of epoxy 

groups over –OH groups matched recently reported simulations for [BMIm
+
][OTf

-
].[138] 

The model suggested a relative advantage of hydrogenated surfaces over all other 

functionalities. MD-derived Csp electrosorption depended on unique surface interactions 

of cations and anions with differently functionalized electrodes: [TFSI
+
] had the largest 

interaction energy, and [BF4
-
] had the lowest interaction energy (Fig 4.53(b).  

 
Figure 4.53. a) Differential capacitance for [EMIm

+
][BF4

-
] on differently functionalized 

planar electrodes. b) Interaction energies for IL cations and anions with graphene. 
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The simulations demonstrated similar capacitance and ion orientation trends for 

porous (section 4.2.2.4) and non-porous surfaces with different surface chemistries. Since 

the model could only account for equilibrium charge accumulation and favorable ion 

orientation under steady-state conditions, differences in interface-dependent ion 

mobilities did not play a significant role. In the case of the non-porous GNP electrode 

system, the experimental conditions more closely matched the model. Oxygenated 

surfaces could not enhance mobilities of ions in bulk-like spaces around flat electrodes. 

Subsequently, while oxygen groups lowered areal ion densities on electrodes, they 

decreased capacitance in static and dynamic charging processes. Since the sizes and van 

der Waals FSI intermolecular interactions of [EMIm
+
], [MPyr

+
], [TFSI

-
], and [BF4

-
] were 

all unique, each ion system exhibited different electrosorption densities. Furthermore, 

although the model could not simulate ion mobilities, strong ion-surface interactions and 

dense ion layers at interfaces likely influenced ion impedance and rate handling 

properties. Finally, although the MD simulation did not incorporate quantum capacitance 

contributions, examined GNP and CB electrode particle model systems were sufficiently 

thick (more than 4 stacked layers) to negate noticeable effects of this parameter. 

 

4.3.3. Capacitance and Electrochemical Stability in Long Pores  

Electrochemical tests on non-porous materials demonstrated that, although influences 

of surface chemical groups and graphitic defects were fundamentally similar to those of 

internal surfaces, their practical effects on capacitance drastically changed when ion 

confinement disappeared. Furthermore, differences in rate handling abilities and charging 

dynamics between similarly functionalized nanoporous microparticles and nanoparticles 

(section 4.1) underscored the additional significance of the pore length (particle diameter) 
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parameter. To obtain a more comprehensive understanding of the influence of surface 

defects on confined ions, very large CDCs (75 µm diameter and 250 µm diameter) with 

finely tuned porosities were synthesized from TiC at 800 ºC. Vacuum annealing at 1,400 

ºC (for 11 hours) of the 75 µm diameter sized CDC particles defunctionalized and 

graphitized them, and vacuum annealing at 800 ºC (for 48 hours) of the 250 µm-sized 

CDCs yielded a defunctionalized version of them. Since the pore lengths in these 

particles were significantly larger than the pore diameters, the external surface areas of 

these electrodes (fraction of total area in direct contact with the bulk electrolyte) could be 

discounted as negligible. Subsequently, all ions could be assumed to be confined in pores. 

This approach directly contrasted with the external surface GNPs and CBs.  

 

4.3.3.1. Structure and Surface Chemistry of Long Pores 

The starting pore structure of 75 µm and 250 µm diameter CDC particles resembled 

the typical PSDs of TiC-CDC microparticles and nanoparticles that had been synthesized 

at 800 ºC before. Structural characterization of the coarse-grained powders is shown in 

Fig. 4.54. SANS data (Fig. 4.54(d)) showed similar Q vs. I(Q) trends in the “flat” 

Guinier region (0.15 Å
-1

 < Q < 0.5 Å
-1

) for CDCs synthesized at 800 ºC from differently 

sized carbide precursors and reinforced the similarities in pore size distributions and their 

predominant dependence on Cl2 treatment temperature.[128,176] The Q vs. I(Q) slopes 

diverged in the Porod region (0.01 Å
-1 

< Q < 0.03Å
-1

) and suggested differences in 

scattering from surface and mass fractals. Structural transformations, which were induced 

by high-temperature (1,400 ºC) annealing of 75 µm-sized particles, paralleled those of 

micropowders and nanopowders (section 4.1.1). 
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Figure 4.54. PSDs for a) 75 µm-diameter CDCs before and after 1,400 ºC annealing, and 

for b) 250 µm-diameter CDCs before and after 800 ºC annealing. c) SEM image of 250 

µm-diameter CDCs. d) Small-angle neutron scattering (SANS) comparison of coarse-

grained CDC, micron-sized particles, and nanopowders synthesized from TiC at 800 ºC. 

e) X-ray PDF analysis of 75 µm diameter CDCs before and after 1,400 ºC annealing. 

 

 

Coarse-grained CDCs exhibited robust and heterogeneous surface chemistries in their 

initial states. Table 4.9 summarizes EDS- and TGA-derived surface chemistry 

compositions. As shown by the porosity analysis in Fig. 4.54(a), 800 ºC annealing 

process removed all functional groups from the 250 µm-size CDC without graphitizing 

the structure. The 1,400 ºC annealing process yielded defunctionalized and graphitized 

CDCs with 75 µm long pores. The initial CDC compositions did not exhibit singular 

predominant surface defects on their pore walls, and the post-Cl2 H2 anneal of each CDC 

at 600 ºC likely introduced significant amounts of hydrogen functionalities onto CDC 

surfaces.  
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Table 4.9. Elemental composition of coarse-grained CDCs before and after annealing. 

Element 

75 µm diameter CDC 250 µm diameter CDC 

Initial 1,400 ºC annealed Initial 

Carbon  (at. %) 93.6 97.7 98.5 

Nitrogen (at. %) 1.9 0.0 0.0 

Oxygen  (at. %) 3.9 2.2 2.0 

Sulfur  (at. %) 0.0 0.00 1.1 

Chlorine  (at. %) 0.5 0.02 0.8 

Iron  (at. %) 0.5 0.03 0.3 

TGA-derived functional 

group content 
3.64% 1.45% 4.66% 

 

4.3.3.2. Influence of Surface Defects on Capacitance of Long Pores 

Initial and annealed 75 µm diameter sized CDCs were cycled in 1.5 M [NEt4
+
][BF4

-
] 

acetonitrile-solvated organic electrolyte and [EMIm
+
][TFSI

-
] neat RTIL. The results are 

shown in Fig. 4.55. Despite a large decrease in film resistivity (5.27 Ω cm), annealed 

CDC showed 38% lower capacitance in 1.5 M [NEt4
+
][BF4

-
]/CH3CN and 55% lower 

capacitance in [EMIm
+
][TFSI

-
]. Although the cyclic rectangular nature of CVs in organic 

electrolyte was unaffected for coarse-grained CDC after annealing, the defect-free porous 

materials show greater evidence of ion sieving and resistance (corroborated by the 

Nyquist plot in 4.55(c)) for the RTIL electrolyte.  
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Figure 4.55. a) CVs measured at 20 mV s

-1
 in a) 1.5 M [NEt4

+
][BF4

-
]/acetonitrile and b) 

neat [EMIm
+
][TFSI

-
] electrolytes compared electrochemical performance of initial 75 µm 

diameter CDC and after vacuum annealing. c) Nyquist plots derived from impedance 

spectroscopy to compare the initial and annealed CDCs in the same two electrolytes. 

 

The observed behavior more closely resembles similar comparisons for micron-sized 

TiC-CDCs than that of SiC-CDC nanoparticles (section 4.1.3-4.1.4). Subsequently, 

surface defect removal impeded ion mobility and reduced capacitance, and this effect 

became more amplified in longer pore lengths. It was even more pronounced for the 250-

µm diameter sized CDCs, where chemical functionalization (and no re-graphitization) 

alone significantly hurt the capacitance of annealed CDCs in [EMIm
+
][TFSI

-
] (Fig. 4.56). 

In particular, although initial CDCs allowed relatively acceptable mobilities of ions 

through surface pores enriched with functional groups, defunctionalized ion interfaces 

were highly resistive to ion dynamics during charging and discharging processes. 

 
Figure 4.56. a) Nyquist impedance, b) Rate handling comparison, and c) 5 mV s

-1
 

comparison of 250 µm diameter CDCs before and after 800 ºC vacuum annealing in neat 

[EMIm
+
][TFSI

-
] electrolyte. 
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4.3.3.3. Electrochemical Stability and Voltage Window of Coarse-Grained CDCs 

The 75 µm diameter particles were also cycled in voltage windows that exceeded the 

traditional 0 ↔ 2.5 V limit to determine the influence of ion confinement on 

electrochemical stability. CV sweeps at 2 mV s
-1 

in 0 ↔ 3.5 V voltage windows (0.1 V 

step increments) evaluated coulombic efficiency and irreversible reactions.  Square wave 

CA measurements identified residual, parasitic currents at each potential step.  

Cyclic voltammograms, coulombic efficiencies, and parasitic current analyses are 

shown in Fig. 4.57. Even though the initial CDC surface included numerous chemical 

functionalities, the material maintained good electrochemical stability up to 3.1 V and 

demonstrated minimal potential-induced breakdown throughout the entire tested voltage 

range. The leakage current of the laboratory-assembled pouch cell at 3.3 V was lower 

than the specification listed for a commercial supercapacitor (rated to 2.7 V and 350 

F).[252] Cyclic voltammograms did not show distinct inflection points at high potentials 

during charge profiles and, subsequently, allowed reversible ion electrosorption in an 

extended voltage window. After 10,000 cycles in a 0 ↔ +2.5 V voltage window, the 

initial CDC retained most of its capacitance and only lost 6.7% of its initial Csp.  
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Figure 4.57. a) Comparison of coulombic efficiency (from 2 mV s

-1
 CVs) and steady-

state current measurements (60-minute CA) in the 2.5 ↔ 3.5 V window. b) CVs 

comparing initial CDC and milled CDC cycled in neat [EMIm
+
][TFSI

-
] electrolyte at 2 

mV s
-1

 in the 0.0 ↔ 3.4 V window. c) Comparison of 2 mV s
-1

 CV sweeps for initial and 

defunctionalized/graphitized coarse-grained CDCs. d) Nyquist impedance comparison of 

initial CDC before start of cycling and after extending its voltage window to 3.5 V. 
 

Although annealed, coarse-grained CDCs featured significantly fewer 

electrochemically unstable functional groups (including hydrogen, oxygen, nitrogen, and 

chlorine) and graphitic defects on its pore surfaces, their electrochemical stability did not 

exceed the one demonstrated by their defect-rich initial CDC counterparts. Furthermore, 

electrochemical impedance analysis of the material before and after cycling did not detect 

increased charge transfer resistance (semi-circular mid-frequency region). Subsequently, 

electrochemical decomposition likely occurred inside the pore channels (impeding ion 

transport) rather than outside the particles (between the electrode and the current 

collector). Coarse-grained CDCs have a large internal surface, with the ratio of ions 
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confined in pores vs. those electrosorbed on the outside of particles significantly greater 

than for micro- and nano- sized CDCs,[85] carbon onions,[27] carbon nanotubes,[253] 

and graphene.[124] Since the fundamental reactivities, densities, and ion-surface 

interactions of electrolytes fundamentally transformed during confinement in narrow 

pores, rates and prevalence of irreversible electrochemical breakdown (such as ion-

surface reactions or catalyzed dimerization[154]) may had drastically changed. 

Subsequently, relative influence of ion confinement could overshadow the effects of the 

structural/chemical composition of pore interfaces on electrochemical stability. 

 

4.3.4. Summary of Pore Size and Confinement Effects 

Several porous and non-porous electrode systems demonstrated significant 

convolution of ion confinement effects with influences of surface composition and 

defects at electrode-electrolyte interfaces. Fundamentally, ionophilic surfaces identically 

affected ions in internal and external environments: they drew the ions closer to surfaces 

and reduced densities in the bulk electrolyte environments. However, while this behavior 

allowed ions to efficiently move alongside surfaces in narrow (pore dav ≈ ion dav) 

confinement and improved capacitance of CDCs, it minimized charge densities on planar 

and spherical particles and hurt capacitance of CBs and GNPs.  
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Figure 4.58. Exaggerated schematics of a) ion adsorption from bulk onto external 

electrode surface, b) Ion insertion into confined pores, and c) Localized ion exchange in 

pores. “X”s denote different states of ions in bulk electrolytes, electrosorbed on surfaces, 

or confined pores. 

 

Depending on the structure of the electrode and the specific electrochemical process, 

ions interacted with surfaces during three distinct processes: 1) separation of ion from the 

bulk electrolyte and its electrosorption on a charged electrode surface; 2) insertion of ion 

from bulk/dense electrosorbed layers outside the particles into confined pores; and 3) 

localized ion exchange to fill pores with co-ions and expel counterions. These processes 

are shown in Fig. 4.58. The energies associated with each process are unique; whereas 

process 1 requires only singular contact with the surface, process 3 surrounds both ions 

with ionophilic or ionophobic interfaces. Defect-rich, disordered, ionophilic interfaces of 

long pores favored quicker and more efficient ion transport, and near-infinite pore lengths 

of coarse-grained powders noticeably amplified this effect.  

Studies of differently functionalized electrodes with diverse pore sizes and lengths 

further underscored the localized nature of the ion exchange processes. Most co-ion 

electrosorption/counter-ion expulsion processes likely involved short-range (1-2 

molecular lengths) interactions. Although surface defects have significant influences over 

these processes, the net effect of all forces on the ions, and the resulting electrochemical 
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behavior of supercapacitors, predominantly depends on the electrode particles’ 

geometries. Co-ion filling (and counterion defilling), for instance, may be construed as a 

thermodynamic phase change and resemble intercalation processes.[254] These forces 

require additional follow-up computational and experimental investigations. 

 

4.4. Applied Supercapacitor Characterization and Energy Storage Materials 

The findings from sections 4.1, 4.2, and 4.3 provided insights into important 

electrosorption mechanisms and the fundamental processes that occur at the 

heterogeneous electrode-electrolyte interface. Although electrochemical measurements, 

neutron scattering, and MD simulations provided descriptions of charge/discharge 

mechanisms for carbons with different structures and pore wall compositions, several 

outstanding charging mechanisms required novel, in situ characterization approaches. 

Furthermore, important findings about the CDC structure and influence of pore size could 

be integrated into novel electrode material design and applied in commercially critical 

high-performance energy storage devices. Section 4.4.1 describes an FTIR-based 

spectroelectrochemistry method that was used to evaluate charging dynamics in porous 

and non-porous carbons. Section 4.4.2 describes a novel hybrid porous particle structure 

that relied on a microporous core and a mesoporous shell to maximize capacitance and 

rate handling abilities. Section 4.4.3 describes the coarse-grained CDCs (from section 

4.3.3) and their advantage in low-cost, high-capacitive supercapacitors. Finally, section 

4.4.4 addresses the broader sustainability aspect of supercapacitors and proposes an 

EDLC design that included only environmentally benign materials. 

 

4.4.1 In situ FTIR Spectroelectrochemistry 
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If classical supercapacitor double layer theory was applied to the 75-250 µm diameter  

internal surface electrodes with semi-infinite pore lengths (from section 4.3.3), it would 

predict total pore defilling and a subsequent pore filling during charge/discharge 

processes. Such a process would require very long charge times, operate highly 

inefficiently, and render these coarse-grained electrodes useless. These findings, along 

with behaviors of ions at differently functionalized external surface interfaces, suggested 

that the electrosorption process was localized in nature and mostly composed of short-

range ion exchanges at short time scales. However, verification of this proposed 

charging/discharging mechanisms of ILs in porous CDC and non-porous OLC particles 

required molecular-level in situ experimental techniques. Unfortunately, there are only a 

few in situ experimental techniques that are capable of measuring ion dynamics in carbon 

electrodes of EDLCs, including NMR spectroscopy[255] and electrochemical quartz 

crystal microbalance.[256] To date, they have not properly studied IL electrolyte 

electrosorption processes.  

An in situ infrared spectroelectrochemical technique, which had been previously 

developed to investigate [EMIm
+
][Tf

-
] in RuO2 actuators,[257] was adapted to 

investigate IL-filled electrodes.[258]  The method compared electrosorption in TiC-CDC 

internal surface nanoparticles (800 ºC Cl2: 1310 m
2
 g

-1
 SSA, 20 nm diameter particles, 

pore dav = 1.01 nm), or OLC external surface nanoparticles (1,800 ºC anneal: 370 m
2
 g

-1
 

SSA, 5 nm diameter particles, pore dav = 0.86 nm). The in situ FTIR approach coupled 

chemical changes  with electrical inputs/outputs.[259] The setup, which is shown in Fig. 

4.59, used 75 µm-thick electrodes (same preparation method as described in section 3.7) 
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and tracked the relative intensities of IR absorbance bands that represented chemical 

bonds in the cation (1575 cm
-1

; C=C stretch) and the anion (1070 cm
-1

; SO2 stretch).  

 
Figure 4.59. Schematic of the in situ FTIR spectroelectrochemical setup. The instrument 

used Attenuated Total Reflection (ATR) setup and operated the instrument in a grazing 

angle mode. Electrode films were mounted on 50-nm thick gold current collector foils, 

which were transparent to the IR signal. The electrode was compressed with an anvil onto 

the diamond ATR crystal, and leads from the films connected the electrochemical cell 

with a potentiostat. 

Fig. 4.60 shows time-resolved infrared spectra of [EMIm
+
][TFSI

-
] in the CDC 

electrode in response to dynamic charging/discharging. IR spectra showed highest 

intensity at ~0.0 V and decreased as the voltage moved in the positive or negative 

direction. Subsequently, changes in IL absorbance band intensities stemmed from 

filling/defilling of ions from the CDC pores during a CV experiment from -1.5 V to +1.5 

V. Ions inside of CDC pores were no longer detected due to high IR signal absorbance by 

the black CDC pore walls. Therefore, the technique measured absorbance decreased 

during charging (ions fill pores) and increases during discharging (ions leave pores). In 
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Fig. 4.60(a)-(b), IR representing both the cation and anion of [EMIm
+
][TFSI

-
] increased 

or decreased simultaneously with changes in voltage. Electrosorption resembled chain-

like aggregate ion transfer and was in agreement with findings in section 4.2.4 and recent 

MD simulations that had shown interlinked cation and anion dynamics.[260]  

 
Figure 4.60. Results for CDC electrodes: Time-resolved infrared spectra corresponding 

to a) positive and b) negative voltages during a CV scan from -1.5 V ↔ +1.5 V. c) 

Normalized absorbance of IR bands of the cation and anion as a function of time during 

three CV cycles from -1.5 V to +1.5 V at 5 mV s
-1

; d) Corresponding CVs at 1, 5, and 20 

mV s
-1

 sweep rates; e) Schematic of ion dynamics within pores of CDCs. Although some 

ions are drawn into pores via capillary action under neutral potentials, most ion filling 

occurred under an applied electromotive driving force. 
 

Non-porous OLC electrodes were cycled using the same approach to compare ion 

electrosorption in external surface carbons. The results are shown in Fig. 4.61. The 

spectra of [EMIm
+
][TFSI

-
] in the electrodes in the charged state (± 1 V) and uncharged 

state (0 V) were nearly identical. In other words, the concentration of ions detected by the 

spectrometer was not affected by charge/discharge processes of non-porous OLCs. 

Additionally, none of the IR peaks shifted during charging. Subsequently, the 

e
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environment that had surrounded the ions did not significantly change. This result 

noticeably contrasted with results for porous CDCs, which highlighted differences in the 

spectra of the charged and uncharged electrodes. The plot of normalized absorbance of 

cations and anions vs. time (Fig. 4.61(b)) showed absorbance changes within the noise of 

the data and demonstrated no statistically significant changes. Normalized absorbance 

difference between the [EMIm
+
] cation and [TFSI

-
] anion was less than 10% of their 

absorbance change in CDC electrodes. This agreed with in situ electrochemical 

dilatometry results, which showed lower swelling of OLC electrodes  than CDCs.[261]  

 
Figure 4.61. a) Time-resolved IR spectra that correlated with -1.5 V ↔ +1.5 V cycling of 

OLC electrodes. b) Normalized time-resolved absorbance of IR bands of ions during 3 

CV cycles at 5 mV s
-1

. c) Corresponding CVs at 3 different scan rates. d) Schematic of 

ion dynamics on non-porous spherical OLCs. 

 

These results suggested that the majority of both cations and anions entered and 

exited CDC pores during electrosorption. Results also demonstrated rapid charging and 

discharging of non-porous OLCs with only small bulk electrolyte concentration changes. 
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The ions effectively reorganized into layers on the surface and did not require diffusion-

limited long-range mass transport from oppositely charged electrodes. Subsequently, all 

interactions involved short-range interactions (within the ~30 nm IR beam size). The in 

situ FTIR spectroelectrochemistry technique showed exceptional promise beyond 

supercapacitors and is highly usable in efforts to investigate fundamental charge storage 

mechanisms in systems such as Li-ion batteries, fuel cells, pseudocapacitors, and many 

other electrochemical systems. 

 

4.4.2. Core-shell Porous CDCs 

All comparisons between internal surface and external surface carbon structures, as 

well as microporous and mesoporous CDCs, demonstrated superior rate handling abilities 

of larger-pore electrodes.  Although ions achieved optimal desolvation and packing 

densities in systems with matching ion-pore diameters,[77] microporous electrodes 

inhibited ion transport and reduced rapid electrosorption dynamics.[262] On the other 

hand, mesoporous materials, which facilitated greater ion mobilities than microporous 

carbons, typically exhibited lower SSAs (100-500 m
2
 g

-1
, as opposed to 1,000 – 2,500 m

2
 

g
-1

 in microporous CDCs)  and, subsequently, limited Csp.[17] Therefore, hierarchically 

structured hybrid microporous-mesoporous materials may provide an optimal balance 

between the two extremes with: 1) prevalence of micropores to maintain high 

capacitance, 2) network of mesopores to facilitate rapid ion transport, and 3) graphitized 

external morphology that improves particle-to-particle electron transport. 

To find a proper trade-off between these three objectives, a novel synthesis 

methodology modified the traditional horizontal steady CDC synthesis (described in 
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section 3.1.1) to produce hybrid particle with mesoporous/graphitic shells (for fast ion 

transport and high electric conductivity) that enveloped microporous cores (with high 

specific surface areas).[263] The schematic of this core-shell particle structure is 

illustrated in Fig. 4.62(a). The synthesis procedure relied on two-stage Cl2 etching of 

TiC-CDC microparticles in a vertical furnace (Fig. 4.63(b)). The first approach partially 

converted outer TiC layers to mesoporous CDCs at 1,200 ºC (for 15 minutes). Following 

an Ar gas flushing step, the remaining carbide (Fig. 4.63(c)) was converted at 800 ºC (for 

150 minutes) to form the microporous core. This method featured a sharp transition 

between the two stages (hereafter labeled as CDC-STEP). The second route implemented 

a constant 10 °C min
-1

 temperature ramp-down from 1,200 to 800 ºC and yielded a 

gradual porosity change and graphitization (CDC-GRADUAL). Reference TiC-CDC 

samples were also synthesized using isothermal 800 ºC (CDC-800) and 1,200 ºC (CDC-

1200) in a horizontal furnace. 

 
Figure 4.62. a) Schematic of the core-shell porous particle. b) A flow-through carbide 

bed vertical set-up. c) TEM image of CDC shell on carbide core (before secondary 

treatment). 

 

The characteristics of the resulting structures are shown in Fig. 4.63. As expected, 

carbons with greater mesoporosity (CDC-STEP, CDC-GRADUAL, and CDC-1200) were 

more graphitized. Electrodes fabricated from both novel core-shell materials showed 

comparably high conductivities of 2.60 and 1.50 S cm
-1

 for CDC-STEP and CDC-
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GRADUAL, respectively (0.15 S cm
-1

 for CDC-800 and 2.72 S cm
-1

 for CDC-1200). 

Analysis of dTG peaks suggested that the shell structure constituted 35% of the CDC-

STEP particles. This material exhibited a bimodal pore structure as a mixture of the 800 

°C and 1200 °C pore size distributions (Fig. 4.63(b)). Although CDC-GRADUAL 

demonstrated a mixed porosity and graphitic microstructure, its boundary between the 

core and shell phases was less distinct. Despite the pronounced mesoporosity of the core-

shell hybrid materials, their SSA values matched the ~1500 m
2
 g

-1
 benchmark of the 

purely microporous CDC-800 particles. The conversion process successfully removed all 

metal carbides. 

 
Figure 4.63. a) Differential mass loss (dTG) during temperature-programmed oxidation 

(TGA). b) PSDs for the different TiC-CDC structures. c) XRD analysis of the CDCs. 
 

Electrochemical measurements were conducted with 1.5 M [NEt4
+
][BF4

-
]/CH3CN 

electrolyte. The results are shown in Fig. 4.64. Charge/discharge profiles for all samples 

at 10 mV s
-1 

yielded rectangular CVs and showed no mass transfer limitations. At the 

high 500 mV s
-1 

sweep rate, mass transfer limitations noticeably distorted the CV curves 

of microporous CDC-800, and its capacitance decreased by 45%. However, core-shell 

pore structured materials exhibited minimal mass transfer limitations: their capacitance 

decay did not exceed 20%. While CDC-800 shows significant diffusion limitations (RS = 
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0.836), both core-shell materials exhibit a near-ideal capacitive behaviors with RS 

coefficients approaching 0.920. Capacitance and rate handling abilities (Fig. 4.64(c)) 

exceeded the capabilities of the low-SSA mesoporous (and ionophobic) CDC-1200. EIS 

comparisons (Fig. 4.64(d)) highlighted CDC-GRADUAL’s minimal ionic impedance 

behavior at low frequencies. Bode impedance analysis arranged the relative capacitance 

order as: CDC-1200 > CDC-GRADUAL ≈ CDC-STEP > CDC-800, which corroborated 

the rate handling results. The small relaxation time constant (2 s) of the core-shell 

materials showed their fast charge-discharge response. 

 
Figure 4.64. CV measurement at a) 10 and b) and 500 mV s

-1
. c) Capacitance normalized 

by SSA. d) Nyquist plots (the inset: the high-frequency region). 
 

This novel synthesis approach demonstrated high temperature-dependent tunability 

of the shell thickness and graphitic composition of these core-shell CDCs. As a 

a b
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supercapacitor electrode, this novel electrode material showcased an optimal combination 

of specific surface area, electric conductivity, and mesoporosity that provided critical 

performance advantages. The core-shell structures yielded higher capacitance retention 

(only 6% capacitance drop associated with a tenfold sweep rate increase), which 

exceeded the 13 - 27% capacitance decay that had been the recorded performance ceiling 

in hierarchical porous materials.[264-266] The core-shell supercapacitor electrodes 

showcased 27 Wh kg
-1 

energy densities and 40 kW kg
-1

 power densities. Beyond energy 

storage systems, this nanostructured material is applicable in applications such as 

electrocatalysis, water or fuel sorption, and thermal catalysis. 

 

4.4.3. Coarse-grained Porous Carbon Electrodes 

Results from section 4.3.3, which analyzed influence of surface defects in long pores, 

and section 4.4.1, which confirmed the localized nature of most electrosorption 

interactions and ion exchange processes, allowed a comprehensive re-thinking of the key 

macroscale supercapacitor parameters. Most commercial supercapacitors use porous 

carbons with the particle size of a few microns. In the case of CDCs, the precursor 

carbides undergo a conformal transformation during synthesis [83] and yield porous 

particles with unchanged diameters (1-5 µm diameters). Other previously reported 

supercapacitors, which were composed of nanosized CDC electrode particles,[85] had 

relied on high-energy plasma synthesis of 20 nm TiC precursor nanopowders.[86] 

However, these processes have not been sufficiently cost-effective for CDCs to become 

economically competitive with activated carbon. Prolonged milling and sieving, which is 

required to produce micron-sized TiC powders, significantly amplifies the raw material 
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costs. If electrodes were to successfully implement large-diameter CDCs (from coarse-

grained abrasive carbides), supercapacitors would become much more economically 

viable. 

Synthesis of coarse-grained 75-250 µm diameter CDCs can effectively use the same 

Cl2 furnace synthesis procedure that had been successfully implemented for micropowder 

and nanopowder CDCs.[267]  As shown in section 4.3.3, coarse-grained TiC fully 

converted to porous carbon with no Cl2 or TiCl4 transport limitations. XRD, TGA, and 

elemental analysis of the resulting coarse-grained powders found, respectively, no 

TiC/TiO2 peaks, < 2 wt. % ash content, and < 1 wt. % of metallic impurities. As shown 

in Fig. 4.65, the 75 µm diameter CDCs offered high capacitances and rate handling 

abilities in 1.5 M [NEt4
+
][BF4

-
]/CH3CN organic electrolyte. Charge/discharge 

experiments conducted current-voltage sweeps in the 0 ↔ +2.5 V window for YP50 

(baseline activated carbon) electrodes (4.0 mg cm
-2

 loading) and CDC films (6.2 mg cm
-2

 

mass loading) with identical 85 µm film thicknesses. This dimension suggested that 

coarse-grained CDC films often contained single carbon particles across entire 

electrodes. From CVs and rate handling analysis, 75 µm diameter CDCs demonstrated 

very high capacitance throughout the entire 2 mV s
-1

 – 1 V s
-1

 sweep range. Cyclic 

voltammograms yielded Csp values as high as 134 F g
-1

 (at 2 mV s
-1

) and 100 F g
-1

 (at 

250 mV s
-1

). The material retained 44% of its capacitance during 1 V s
-1

 cycling. The 

material consistently demonstrated significantly higher charge storage density capabilities 

than fine-grained activated carbon (YP50) electrode tested under identical conditions. 

Capacitance of coarse-grained CDC was 31% higher than YP50, and the 75 µm diameter 

particles demonstrated superior rate handling ability. 
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Figure 4.65. a) SEM image of coarse-grained CDC. b) Cyclic voltammograms showing 

charge/discharge behavior of coarse-grained CDC at 10, 50, 100, and 200 mV s
-1

 in 

organic electrolyte, and YP50 activated carbon cycled at 10 mV s
-1

. c) Comparison of 

rate handling ability and capacitance retention of CDC and YP50. d) Nyquist plots 

comparing electronic and ionic resistance of coarse-grained CDC and YP50. 
 

The same electrode fabrication process successfully increased film thickness from 85 

µm to 250-1000 µm to maximize their mass loading. These electrodes retained the same 

bulk densities and linearly maximized their areal densities to 21.9 mg cm
-2

 (for 250 µm 

thick films) and 81.2 mg cm
-2

 (for 1 mm thick films). As shown in Fig. 4.66, the areal 

capacitance of thicker films improved by 1.8-5.5 times. Although thicker electrodes 

showed some ion transport limitations (exhibited by increases in impedance and slightly 

lower capacitance retention),[228] the material still maintained high capacitance and 

near-rectangular cyclic voltammograms. RS coefficient calculations showed values above 

0.9 for all films (indicating near-ideal capacitive behavior with minimal diffusion 
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limitation) that did not degrade for thicker films.[268] Impedance comparisons (Fig. 

4.66(c)) showed greater contact resistance (high-frequency region) and lower capacitance 

(low-frequency region) of 250-1000 µm thick films compared to the 90 µm thick ones 

and demonstrated the need for different binders, processing/rolling techniques, and other 

electrode design that is accessible in an industrial setting. Subsequently, these coarse-

grained CDCs offer a promising approach that maximizes gravimetric and volumetric 

energy densities without sacrificing rate handling ability or cycling efficiencies at high 

sweep rates. 

 
Figure 4.66. Rate handling comparison of 90 µm, 250 µm, and 1 mm thick coarse-

grained CDC electrode films normalized by a) mass loading per unit area. b) Cyclic 

voltammograms comparing 10 mV s
-1

 cycling of films with different thicknesses in 1.5 M 

[NEt4
+
][BF4

-
]/acetonitrile electrolyte and c) EIS-derived Nyquist plots for these films. 

 

Some of the 75 µm diameter CDCs were mechanically milled down to a 5-20 µm size 

to determine the influence of particle diameter. Although the resulting electrodes featured 

the same 85 µm thickness and similar mass loading (initial CDC: 6.2 mg cm
-2

, milled 

CDC: 6.1 mg cm
-2

), the coarse-grained films exhibited lower resistivity (9.77 Ω cm) 

compared to those composed of smaller, milled particles (13.60 Ω cm). This can be 

explained by a smaller number of interparticle contacts in the films cross-section. The 

performance of CDC electrodes in 1.5 M [NEt4
+
][BF4

-
]/ CH3CN was unaffected by 

diameter of powders in the electrodes (Fig. 4.67(a)). Both materials exhibited very high 
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capacitance and rate handling ability. When the materials were tested in a more viscous, 

solvent-free [EMIm
+
][TFSI

-
] electrolyte, electrodes with smaller CDC particle diameter 

performed better at higher charge/discharge rates ( as shown in Fig. 4.67(b), 71 F g
-1

 for 

initial CDC vs. 117 F g
-1

 for milled CDC at 2.0 A g
-1

). The materials demonstrated high 

ionic transport and low impedance, regardless of particle size for acetonitrile-solvated 

[EMIm
+
][TFSI

-
] electrolyte (Fig. 4.67(c)). 

 
Figure 4.67. a) Rate handling and capacitance retention comparison of initial coarse-

grained CDCs and an electrode composed of those particles after milling and particle 

diameter reduction. Tests were conducted in 1.5 M [NEt4
+
][BF4

-
]/acetonitrile electrolyte. 

b) Current loading comparison (from galvanostatic cycling) for initial and milled CDCs 

in neat (solvent-free) [EMIm
+
][TFSI

-
] ionic liquid electrolyte. c) Nyquist plot comparison 

of initial and milled CDCs in neat and solvated (50 wt.% solution in acetonitrile) 

[EMIm
+
][TFSI

-
] electrolyte. d) Cyclic voltammograms of TiC-CDC films composed of 

250 µm diameter particles at 10 mV s
-1

, 20 mV s
-1

, 50 mV s
-1

, and 100 mV s
-1

. Data is 

shown for 1.5 M [NEt4
+
][BF4

-
]/acetonitrile. e) Rate handling ability and f) Nyquist 

impedance plot of larger CDC electrodes in organic electrolyte. For comparison, 

performance for a similarly thick (250 µm) electrode composed of 75 µm diameter TiC-

CDCs is included in d), e), and f). The time constant for the 250 µm CDC film was 12.6 

s, versus 10.4 s for a similarly thick film composed of 75 µm particles. 
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250 µm diameter CDCs also demonstrated high capacitance in organic electrolyte 

(Fig. 4.67(d-f)).  CVs, rate handling analyses, and Nyquist plots (Fig. 4.67(f)) also 

include results from 280 µm thick films composed of 75 µm diameter particles – the 

closest electrode comparison. The larger particles demonstrate equally high capacitance 

and are capable of delivering over 110 F g
-1

 at 10 mV s
-1

. Across the 2 – 200 mV s
-1

 

sweep range, Csp for large CDCs was 20-30 F g
-1

 larger than that for 75 µm ones (Fig. 

4.67(e). Although 75 µm diameter CDCs are more cost-effective than micropowder and 

nanopowder CDCs, 250 µm diameter CDCs are less expensive than all other alternatives. 

To date, no electrodes with comparable thickness and adequate performance have been 

reported in the literature. 

Aside from offering significant production cost and mass loading advantages, these 

results further advanced a fundamentally different view of electrosorption. Coarse-

grained CDC films offered higher specific surface areas, greater mass loading, and 

improved electrolyte accessibility. Larger carbon structures with high conductivity may 

provide better electrostatic screening of ions and counterions in narrow pores, allow 

greater charge packing density in pores, and, subsequently, maximize capacitance. The 

fundamental mechanism of localized ion exchange in near-infinite pore lengths and co-

ion filling/counter-ion defilling must be explored in the future, as its significance extends 

into slurry-based flow systems[62] for grid storage solutions. 

 

4.4.4. Environmentally Sustainable Supercapacitor 

One of the broader goals of high-performance electrical energy storage solutions, 

such as EDLCs, is to improve overall energy sustainability and increase use of renewable 

fuel sources. However, the rising numbers of electrical energy storage devices underscore 
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the problem of exponentially increasing the mass of spent batteries and supercapacitors 

that must be subsequently processed to avoid a detrimental impact on the environment. 

Over 8 billion batteries annually enter the U.S. and European markets, with 3 billion of 

just alkaline units discarded each year in North America alone.[269] Moreover, although 

supercapacitors have long cycle lifetimes, they are likely to be discarded together when 

the devices relying on them are retired. The acetonitrile and fluorine-containing organic 

electrolytes,[270] and PTFE-based carbon particle binders[271] and separators [272] are 

likely to generate volatile  fluorocarbons during traditional incineration. The [TFSI
-
] 

anion has been shown to inhibit cellular respiration.[38] While aqueous electrolytes 

(Li2SO4 or Na2SO4) are mostly benign,[22] they still emit SO2, which contributes to acid 

rain if released into the environment during incineration.[273] Subsequently, spent 

commercial supercapacitors require expensive hazardous waste processing rather than 

incineration and landfill storage.[274] Although supercapacitors rarely contain no noble 

or heavy metals, current collectors and packaging materials, such as steel and aluminum, 

are incombustible and cannot be fully burned without leaving ash residue. 

To address these issues, key supercapacitor device components were critically 

evaluated, and a holistic overhaul of the design selected material alternatives that yielded 

environmentally friendly, fully combustible devices.[275] The approach relied on 

activated carbon electrodes, which are typically synthesized using coconut shells,[276] 

corn biomass,[277] or seaweed[278] precursors and pose minimal environmental 

concern.[159] Key traditional components and proposed substitutes are shown in Fig. 

4.68. “Green” alternatives were carbon-based, lightweight, and simple/inexpensive to 

synthesize. Device components, which aimed to meet or exceed performance metrics of 
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traditional materials, were combined into operating prototypes (Fig. 4.68(b)) with same 

manufacturing methods and operational standards as commercial supercapacitor devices. 

 
Figure 4.68. a) Cross-sectional schematic of a typical supercapacitor, traditional 

materials, and developed environmentally benign alternatives. b) Assembled pouch cells 

that contained solely “green” components. 

 

A carbon-based alternative to metallic current collectors implemented graphite foil 

sheets (Fig. 4.69(a)), which were flexible sheets of stacked graphite layers. These 

materials were used for contact angle measurements (section 4.2.2). The surface 

resembles lightly crumpled vertically stacked graphene sheets. Sandpaper roughening 

treatment introduced macroscopic defects in the form of protruding sheets, and the SSA 

of the foil remained at approximately 17 m
2
 g

-1 
(Fig. 4.69(b)). Compared to steel coated 

with carbon paint (72 F g
-1

), capacitance of cells with mechanically roughened graphite 

foil current collectors increased by 14% to reach 81 F g
-1

 at 10 mV s
-1

 scan rates. No 

expensive modifications (carbon-coated graphite foil, etc.) were needed for high 

performance, and the safe, combustible material required minimal treatment procedures 

to demonstrate high capacitance and low resistance. 

As sulfur-free alternatives to sodium sulfate (Na2SO4), sodium acetate (NaC2H3O2) 

and sodium formate (NaHCOO) aqueous electrolytes we examined with the graphite foil 

a b
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current collector swapped into the system. Sodium acetate (99 F g
-1

) showed an 18 F g
-1

 

Csp increase over the sodium sulfate counterpart (81 F g
-1

) and maintained high rate 

handling abilities in the 10-100 mV s
-1

 sweep rate range (Fig. 4.69(c)). NaC2H3O2 is as 

safe as household vinegar, and the 1.0 M electrolyte concentration demonstrated minimal 

ionic impedance and good electrochemical stability in the 0.0 ↔ 1.0 V window. 

 As an alternative to fluorinated or sulfonated porous separator membranes 

(manufactured by W.L. Gore® or Celgard®), filter paper membranes provided more 

“green” alternatives. Overall, more open (cast or inter-woven textile) structures (such as 

acetate cellulose esters, paper, and nitrocellulose) had greater porosities and yielded 

better mobility than track-edged membranes with narrow channels (polyester, 

polycarbonate). Electrochemical performance of supercapacitor cells (implementing 1.0 

M NaC2H3O2 electrolyte and graphite foil current collectors) indicated that nitrate or 

acetate cellulose esters, polyethersulfonate, and nylon separators performed similarly to 

the standard PTFE material (Fig. 4.69(d)). Acetate cellulose posed least risk of 

offgassing sulfur or nitrogen compounds (cyanide) during combustion and was selected 

as the environmentally friendly alternative. 
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Figure 4.69. a) 10 mV s

-1
 sweeps that compared stainless steel current collector (72 F g

-1
) 

with untreated graphite foil (53 F g
-1

), painted graphite foil (75 F g
-1

), and roughened 

graphite foil (82 F g
-1

). b) Mechanically roughened graphite current collector, with 

photograph in insert. c) CVs that compared performances of 3 different environmentally 

benign electrolytes at 10 mV s
-1

. d) CVs conducted at 10 mV s
-1

 to compare baseline 

PTFE separator (98 F g
-1

) with “greener” alternatives. Acetate cellulose offered 90 F g
-1

. 

e) 10 mV s
-1

 CVs that compare different YP50 particle binders. f)  SEM image of 

polyvinyl alcohol polymer binder structures attached to carbon surfaces. Photographic 

inset shows image of macroscopic film produced with this binder. 
 

A variety of long-chain polymers were mixed with YP50 particles in a variety of 

solvents and using different mass proportions in an effort to develop flexible, 

freestanding films with controllable thicknesses. The majority of tested alternatives to 

PTFE – C100 hydrocarbons, polyisoprene, egg white protein – failed to exhibit the 

necessary elasticity, molecular mass (chain length), and cross-linking ability to yield 

coherent, dense, electrically conductive electrodes. The most promising approach used 

95% hydrolyzed polyvinyl alcohol or a blend of polyvinyl alcohol and polyvinyl acetate. 

They were dispersed in a 12 wt. % ratio with carbon particles in H2O, with the resulting 

slurry subsequently cured via cross-linking of hydroxyl groups with BO4
-
 ions using a 
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sodium borate solution (Fig. 4.69(e-f)). The approach reduced electrode SSA to 30% of 

its initial value, and future solutions will require finely tuned cross-linking polymers with 

well-defined molecular weights for high-performing “green,” fluorine-free binders. 

To assess the environmental impact of disposal of this design, the fully packaged 

device was incinerated at 1,000 ºC. The “green” supercapacitor retained only ~2% of its 

initial mass, indicating a burn-off of most of the system and minimal ash content. 

Elemental analysis of the burn-off residue indicated sodium salts (from both the 

electrolyte and the cross-linking of PVA binders), oxygen, and trace amounts of benign 

metals from component impurities. Chromatographic analysis of the gaseous products 

revealed no fluorine or sulfur-containing compounds, as well as an absence of dioxins, 

phenols, or benzyl groups. The most common organic compound products were 9-

eicosene, 1-dodecanol, 1-heptadecanol, and other similar large-chain alcohols. None of 

those compounds pose significant environmental risks. 

The results found environmentally benign to all key supercapacitor components and 

relied on simple “green” chemistry for final materials selection. A wide array of possible 

alternatives for several components (such as electrolyte and separator) makes this 

approach applicable for electrochemical capacitors and batteries. This low-cost, 

conceptual design, as well as the criteria that were used to evaluate its environmental 

impact, will aid the holistic design of energy storage solutions in automotive, personal 

electronics, and grid-storage applications. 
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CHAPTER 5: CONCLUSIONS 

 

This work addressed the influence of heterogeneity and disorder at the electrode-

electrolyte interfaces of carbon electrodes on capacitance, electrosorption mechanisms, 

and electrochemical stability. Thermal and chemical treatments modified the surface 

chemistry and structural ordering of carbon model systems with internal and external 

surfaces to decouple functional groups, graphitization, and ion confinement effects. The 

results led to the following key conclusions: 

1.  Vacuum annealing of CDC microparticles and nanoparticles at 700 – 1,800 ºC 

effectively controlled their structure and surface composition. The materials maintained 

ordered PSDs with 0.61 nm < dav < 0.85 nm and 1,400 – 2,100 m
2
 g

-1
 SSAs. Low 

annealing temperatures (< 1,200 ºC) removed weakly bonded groups and increased 

accessible surface areas; higher annealing temperatures eventually collapsed 

microporosities. Freestanding carbon sheets were restacked into more periodic phases, 

and ordered domains grew in both the [002] and [100] directions. Graphitization made 6– 

membered graphene rings more prevalent in the CDC structure, at the expense of 5– and 

7– membered ones. Annealing yielded atomically corrugated CDC surfaces, transformed 

mixed sp
2
/sp

3
 bonding to sp

2
-dominant, and increased electric conductivities of annealed 

CDC particles. Annealing removed functional groups (–H, –Cl, –OH, –NHx) from 

surfaces and made them more hydrophobic. Chemical treatments, such as hydrogenation, 

amination, and air oxidation deposited desired functional groups and did not alter the 

ordered porosities of porous and non-porous electrode model systems. 

2. Contrary to initial expectations, defect-free pore surfaces decreased capacitances 

by up to 30% compared to initial, untreated porous carbons. Although this effect was 
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consistently observed for microparticles and nanoparticles, the influence of 

defunctionalization on charge transport was convoluted with pore length and internal 

surface: external surface ratio. Although annealing improved ion mobilities and rate 

handling in 20 nm diameter CDCs, similar defect-free pore surfaces increased ionic 

impedance in 1-250 µm diameter CDCs. CDCs synthesized at 600 ºC, 800 ºC, and 1,000 

ºC showed similar responses to surface defunctionalization and graphitization in aqueous 

Na2SO4, [NEt4
+
][BF4

-
]/CH3CN organic electrolytes, and [EMIm

+
][TFSI

-
] ionic liquids. 

Comparable microporous activated carbons also corroborated this behavior and 

confirmed the negative influence of defect-free surfaces on capacitance.  Since NMR Δδ 

measurements quantified similar pore filling densities in defect-rich and defect-free 

pores, quantum capacitance changes likely significantly influenced Csp. 

3. Although defunctionalized pores improved electrochemical stabilities and Qeff by 

4-10% in 3.25 V electrochemical cycling windows, they did not completely preclude 

electrochemical breakdown of [EMIm
+
][TFSI

-
] electrolytes. Different irreversible 

mechanisms, including reactions with surface impurities or catalyzed dimerization of 

ions, limit the theoretical 4.0+ V operating window of RTILs in carbon electrodes to 2.5-

3.5 V. 

4. While hydrogenated surfaces improved capacitance and dynamics of 

[EMIm
+
][TFSI

-
] in narrow pores, aminated pore walls impeded ion mobilities despite 

greater pore hydrophilicities. Neutron scattering measurements showed the strongest 

intermolecular interactions between –H terminated pore walls and electrolyte molecules. 

In addition to increasing Csp by >10 F g
-1

 and lowering ionic impedance by 3.5 Ω, this 

favorable surface chemistry improved cyclability and reduced Csp degradation by 15%. 
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5. Oxygen-rich CDC pore surfaces demonstrated high IL ionophilicities, and the 

favorable electrode-electrolyte interface more than doubled the diffusion coefficients and 

jump lengths of electrolytes. [EMIm
+
][TFSI

-
] benefitted from greater mobility and 

demonstrated 0.7 – 3.2 µF cm
-2

 higher Csp in dynamic potential experiments. Although 

static charge accumulation showed faster ion saturation of oxidized pores, total filling of 

defunctionalized pores met or exceeded equilibrium charge densities of oxygen-rich 

pores. MD simulations and neutron scattering experiments showed 20% lower ion 

densities in oxidized pores and we attributed the changes to surface-dependent ion 

orientations in pores. Oxygen groups drew ions closer to surfaces and facilitated charge 

transport through narrow pores, but defunctionalized pores packed ions denser into pore 

centers. 

6. Electrodes with larger pore diameters transformed the overall effect of surface 

oxidation from being beneficial to ion electrosorption in narrow channels to reducing 

total capacitance in bulk-like states. Lack of ion confinement in large pores and on 

external surfaces lowered areal charge accumulation densities, and oxidized graphene 

nanoplatelets and carbon black electrodes demonstrated lower Csp values in static and 

dynamic electrochemical measurements than their defunctionalized counterparts.   

7. Influence of surface oxygen groups on electrochemical stabilities was strongly 

convoluted with ion confinement and external: internal surface area aspect ratios. 

Although oxidized 1 µm diameter CDCs demonstrated lower Qeff values than 

defunctionalized porous particles, oxidized carbon black and carbon onion particles were 

more electrochemically stable at 3.25 V potentials in [EMIm
+
][TFSI

-
]. On the other hand, 
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coarse-grained CDCs with near-infinite pore lengths demonstrated high stabilities up to 

3.1 V regardless of surface defect composition.   

8. In situ FTIR spectroelectrochemistry experiments confirmed the localized nature 

of most ion charging/discharging processes in supercapacitors. This finding was applied 

to redesign CDC particles into hybrid core-shell structures, with outer graphitic 

mesoporous shells and inner microporous cores for, respectively, greater power and 

energy densities. Furthermore, coarse-grained CDC particles, which yielded 80 mg cm
-2

 

electrode loading, showcased 100 F g
-1

 at 250 mV s
-1

 sweep rates and demonstrated a 

significantly less expensive implementation pathway for supercapacitors aimed at large-

volume grid and transportation storage applications. In a broader approach, the entire 

construction of supercapacitor devices was overhauled to introduce environmentally 

benign alternatives for all key materials and components. 
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CHAPTER 6: OUTLOOK AND FUTURE WORK 

 

Although this work provided important fundamental insights into the role that surface 

defects play during electrosorption, it raised several important issues that must be 

addressed in future research efforts. From a performance-oriented perspective, the results 

have not yet identified specific surface functional groups or graphitic defects that 

maximize capacitance and yield 50-75 µF cm
-2

 Csp values (estimated theoretical 

threshold) for porous carbons. Furthermore, irreversible breakdown occurs in all 

electrode systems, regardless of surface composition, in 2.5 – 3.1 V operating voltage 

windows, and the full energy density potential of high-performance ionic liquids remains 

underutilized. However, the results from this dissertation identified several promising 

pathways and demonstrated their viabilities in several applied deliverables. The following 

research avenues are likely to advance understanding and capabilities of EDLCs: 

1. Effects of hydrogen on carbon surfaces. MD simulations of planar graphene 

electrodes and electrochemical tests of untreated CDCs suggest –H terminated surfaces as 

the best surface functionalization option for achieving high capacitance. Coincidentally, 

all CDCs with high Csp values that had been reported in the literature were hydrogenated 

during synthesis. However, the standalone effect of hydrogen on surfaces remains 

unexplored because of materials synthesis (difficult to deposit only hydrogen adatoms) 

and characterization (difficult to quantify). Approaches such as ion sputtering and 

dielectric barrier discharge plasma should be explored for homogenous hydrogenation, 

and neutron activation and spectroscopy may more precisely correlate surface 

compositions with electrochemistry. 
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2. Comprehensive structural modeling of CDCs. Extensive materials characterization 

revealed the heterogeneity of structural features in CDCs. A comprehensive 

computational model will facilitate predictive chemistry and provide relative prevalence 

and effects of 5–/6–/7–member rings, graphene sheet vacancies, pore wall thicknesses, 

atomic corrugation, sp
2
/sp

3
 bonding, defined functional groups, etc. Future efforts must 

combine MD simulations with reverse Monte Carlo simulations of structures from 

experimental characterization of well-defined CDCs. 

3. Significance of quantum capacitance. Quantum capacitance contributions have only 

been inferred for experimental CDCs, and no technique has effectively measured this 

parameter for porous carbons. Modeling efforts will need to quantify interpore layer 

thicknesses, and characterization efforts must provide detailed descriptions of surface 

curvatures and structure-dependent pore shapes. Sensitive microelectrode experiments, 

neutron scattering characterization, and DFT modeling will correlate defect concentration 

with voltage-dependent Fermi energy levels and resulting capacitance changes. 

4. Charging and ion correlation in coarse-grained CDCs. Although particles with semi-

infinite pore lengths and high internal-to-external surface ratios exhibited unexpectedly 

high capacitances and electrochemical stabilities, the specific charge mechanisms remain 

unclear. Future experiments must rely on computational simulations and novel 

characterization methods to determine ion transport through long pores and pore 

filling/defilling, which may require a novel thermodynamics-based approach and 

examination of ion solvation/desolvation from a phase transformation perspective. 

5. Novel in situ characterization. To verify the influence of ionophilic functionalities 

(such as oxygen) on charge mobilities and accumulation densities, in situ experiments 
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must combine electrochemical testing with real-time ion dynamics measurements. QENS 

experiments may measure ion dynamics at different applied potentials and provide key 

initial findings. X-ray and neutron reflectometry measurements on simplified planar 

model systems, such as functionalized/defective graphene with well-defined 

functionalities, will provide important insights into electrosorption mechanisms. 

Furthermore, in situ spectroscopy experiments must accompany electrochemical stability 

measurements to identify breakdown mechanisms and suggest surface adatoms that 

inhibit irreversible reactions. FTIR, XPS, and GC/MS techniques must be combined with 

novel chemical treatments and matching electrolytes.  

The supercapacitor research field is gaining increasing appreciation of reversible 

redox contributions from metal oxides, quinones, and organic surface groups. 

Researchers and commercial entities are gradually moving towards incorporating 

pseudocapacitance for greater energy densities.[34,279] Research efforts must also take 

advantage of high energy densities that intercalation processes may offer (up to 120 mAh 

h
-1

 for anion insertion into graphite),[280] which, arguably, offer the greatest energy 

storage densities for carbon electrodes. Finally, asymmetric approaches, including 

different carbons electrodes optimized for negative and positive ions,[204] Li-ion 

capacitors,[281] and battery/supercapacitor hybrids may expand energy densities and 

voltage windows. These solutions will feature even more complex electrode-electrolyte 

interfaces, and this dissertation’s theme of heterogeneity and disorder will be highly 

relevant for such energy storage systems. 
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APPENDIX A: LIST OF ABBREVIATIONS AND SYMBOLS 

 

 

Symbol or Abbreviation Description 

EDLC Electric double layer capacitor 

C Capacitance (F or µC) 

A Area of capacitor (m
2
 g

-1
) 

ε Electric permittivity of medium 

Q Charge (C or µC) 

V Voltage (V) 

SSA Specific surface area (m
2
 g

-1
) 

FSI Fluid-solid interface 

WE Working electrode 

CE Counter electrode 

E Energy (Wh kg
-1

) 

P Power(kW kg
-1

) 

R Resistance (Ω) 

τ Time constant (s) 

RTIL/IL Room temperature ionic liquid/ionic liquid 

Csp Normalized specific capacitance (F g
-1

, F cm
-3

, or µF cm
-2

) 

MD Molecular dynamics 

DFT Density functional theory 

CB Carbon black 

OLC Onion-like carbon 

CDC Carbide-derived carbon 

GNP Graphene nanoplatelets 

dav Average pore diameter (nm) 

AC Activated carbon 

MC Metal carbide (TiC, SiC, Mo2C, etc.) 

SANS/SAXS Small-angle neutron scattering/small-angle X-ray scattering 

CQ Quantum capacitance 
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TGA Thermogravimetric analysis 

BET Brunauer-Emmett-Teller (SSA calculation) 

P/P0 Partial pressure of a gas (0 – 1) 

FWHM/HWHM Full width at half maxima/half width at half maxima 

S(Q) Structure factor 

PDF Probability distribution function 

Q Momentum transfer coefficient (Å
-1

) 

σ Electric conductivity (S cm
-1

) 

I Current (mA) 

FTIR Fourier transform IR spectroscopy 

XPS X-ray photoelectron spectroscopy 

DVS Dynamic water vapor sorption 

EELS Electron energy loss spectroscopy 

QENS Quasi-elastic neutron scattering 

Γ Lorentzian fit of energy transfer (meV) 

Dcoeff Diffusion coefficient (m
2
 s

-1
) 

L Jump diffusion length (Å) 

NMR Nuclear magnetic resonance 

dV
/dt Sweep rate (mV s

-1
) 

VW Voltage window (V) 

Qeff Coulombic efficiency (%) 

CA Chronoamperometry 

CV Cyclic voltammetry 

EIS Electrochemical impedance spectroscopy 

RS Randles-Sevcik coefficient 

Re(Z) Real component of impedance (Ohms) 

Im(Z) Imaginary component of impedance (Ohms) 

Rg  Radius of gyration (Å) 

Rs Series resistance (Ω) 
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APPENDIX B: MODELING ION-ION CORRELATIONS IN PORES 

 

In addition to exploring the dynamics and charge densities of [EMIm+][TFSI-] ions 

in defunctionalized and oxidized SiC-CDC pores (section 4.2.2), X-Ray PDF analysis 

and MD simulations aimed to assess short-range and long-range ion-ion correlations.[1]  

Simulations predict a 15-20 Å limit to long-range charge ordering in pores (2-3 layers) 

and negligible contributions of ions outside of this threshold to the overall capacitance of 

the system.[1,2] Surface defects that alter this parameter likely influence Csp. 

MD computational analyses of ionic liquid electrolytes inside of CDC pores were 

performed at Sorbonne University (Paris, France). Simulations were performed using the 

molecular dynamics package GROMACS. The ionic liquid electrolyte and CDC pore 

force fields were provided, respectively from [3] and [4]. The simulation was equilibrated 

in the 2D-periodic NVT ensemble. The temperature was maintained at 298 K with the 

Nose-Hoover thermostat.[5] Electrostatic calculations used particle mesh Ewald 

summations, with a long range cut-off distance of 1.2 nm for electrostatic and van der 

Waals interactions. The initial simulation placed an equilibrated box of 216 ion pairs next 

to the CDC pore in the non-periodic direction and was capped by a wall of immobile 

carbon atoms at the simulation boundary (Fig. B1). To facilitate pore filling, carbon walls 

incrementally and periodically shifted closer towards pores as a quasi-manual piston.  

Once the pore filling was completed fully, the position of the carbon walls was 

shifted away from the pore and the system was allowed to relax for 10
-9

 seconds until the 

correct density of ions in the pore was reached. Following this, all the excess ions outside 

the pore and the carbon walls were removed leaving 72 ion pairs, with a concentration of 

1.6 mmol g
-1

 carbon inside the pore. The simulation switched to the 3D periodic NVT 
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ensemble and re-equilibrated for 550 ps. A 5∙10
-9

 second production run was performed 

with snapshots taken every 5 ps. From the production run data, radial distribution 

functions (RDFs) were calculated for all possible atom combinations and included 

intramolecular combinations. The RDF information was then used to calculate the PDF 

for the total system. The PDF was also computed for an empty CDC pore and the pure 

ionic liquid and compared to X-Ray PDF data obtained from IL-filled CDC samples. 

 
Figure B1. a) Simulation snapshot during equilibration before pore filling. Empty CDC 

is displayed on the left, and pressurized ionic liquid on the right. The simulation was 

capped by immobile wall atoms in the non-periodic dimension. b) 3D periodic filled 

CDC pore used for MD production runs. 

 

The results of the bulk RTIL simulation are in very good agreement with 

experimental results due to the all-atom model used capturing key molecular 

properties.[3] The pure CDC and RTIL+CDC simulation results are in qualitative 

agreement with experimental PDF: although the relative intensities of peaks cannot be 

scaled to the same intensities, the relative peak positions are the same (Fig. B2). The 

short-range bond correlations, which are dominated by intra-molecular and first-neighbor 

contributions, are almost identical for bulk and confined RTIL. Some changes arise at 

medium-range (3 to 12 Å), which can be attributed to the excluded volume and affects 

data normalization. The comparison between the two structures shows more differences 

a b
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when comparing the partial RDFs. The positions of the peaks are clearly the same, i.e. the 

short range structure is not affected. 

 
Figure B2. a) r vs. G(r) pair distribution function of the data comparing the experimental 

results (black) and corresponding model (blue). b) MD-derived radial distribution 

function modeling of PDF data (r
3
*[g(r)-1]) to account for H-H (cation-cation), HF 

(cation-anion), and FF (anion-anion) interactions. Vertical dashed lines show the points 

of maxima and minima for the pure EMIM-TFSI partials. 
 

The most important changes are seen at medium and long ranges. The structure in 

ionic liquids is characterized by a (very) long-range charge ordering: previous 

simulations have predicted interactions lengths of  6 Å ([EMIm
+
]∙∙∙[TFSI

-
]), 9 Å 

([EMIm
+
]∙∙∙[EMIm

+
]), and 15 Å ( second neighbor [EMIm

+
]∙∙∙[TFSI

-
]). This ordering is 

completely lost for the ionic liquid inside the CDC at r=15 Å. Therefore, the short-range 

confined RTIL structure was not affected, but the disordered structure of the carbon r the 

long-range ordering of the IL and coordination beyond one cation-anion pair.  

This further reinforced several important fundamental differences in behavior and 

interactions of experimentally measured IL confined in pores (Fig. B3). The X-ray PDF 

measurements somewhat lacked atomic resolution and could not properly discern 

between IL and CDC atoms. Future experiments must rely on neutron scattering. 

a b
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Figure B3. a) Comparison of IL PDF data derived with X-Ray scattering and similar 

parameters calculated with DISCUS program. X-Ray PDFs are shown for IL confined in 

b) Defunctionalized CDCs and c) Oxidized CDCs. d) PDF of net IL subtracted from the 

CDC structure in differently functionalized pores and in its bulk state. Correction factor 

for different scattering contrasts = FT[S(Q),Qmin=0.5] – FT[S(Q), Qmin=1.1] 
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APPENDIX C: CHARGING OF IONOPHOBIC/IONOPHILIC PORES 

 

The objective of the work in this section was to provide experimental confirmation of 

recent modeling efforts by Kondrat and Kornyshev (described in section 1.6). Their 

findings concluded that ionophobic pores, which repelled ions under no applied potentials 

and initially remained under vacuum, would charge faster (with only co-ions) than 

ionophilic pores (which would slow down pore saturation by counterion de-filling).[1] 

Additionally, the simulations equated ionophobic pores to stiff springs and predicted that, 

in cases of unfavorable (ΔG > 0) pore filling thermodynamic conditions, the (eventually) 

filled pores would store greater amounts of energies.[2] 

The first attempt to experimentally replicate this behavior relied on SiC-CDC 

nanoparticles (same as those in section 4.1). After 800 ºC Cl2 synthesis, they were 

defunctionalized at 1,400 ºC (annealed), treated in dry air at 400 ºC for 5 hours 

(oxidized), and treated with H2 (g) at 600 ºC (post-oxidation) for 10 hours 

(hydrogenated). The resulting materials were tested with 1-butyl-3-methylimidazolim 

hexafluorophosphate ([BMIm
+
][PF6

-
]). Based on contact angle measurements, annealed 

were most ionophobic (θ = 77.0±0.8º); oxidized were more ionophilic (θ = 55.1±0.8º); 

and hydrogenated were most ionophilic (θ = 44.7±0.1º).  

Cells were cycled in dynamic modes (EIS and CVs) and static modes (CA). The 

results are shown in Fig. C1. As shown from the Nyquist plot, hydrogenated pores 

demonstrated lowest ionic impedance at low frequencies. Functionalized CDCs exhibited 

high charge transfer resistance at high frequencies: it could stem from their reduced 

electrical conductivities (0.63 S cm
-1

 for hydrogenated and 1.21 S cm
-1

 for oxidized films, 

compared to 2.18 S cm
-1

 for annealed CDCs). The dynamic cycling results closely 



248 

 

resembled the findings for similarly functionalized planar electrodes (section 4.3.2), 

which agreed with the short pore lengths and aspect ratios of the nanoparticles. 

Furthermore, static charging experiments did not show faster charge accumulation in 

ionophobic pores or any evidence of ion defilling in ionophilic pores.  

 
Figure C1. a) PSDs of differently functionalized SiC-CDC nanoparticles. b) Nyquist 

plot, c) 0.1 mV s
-1

 CV, and d) CV-derived rate handling comparison of annealed, 

oxidized, and hydrogenated CDCs in [BMIm
+
][PF6

-
].  e) Square wave charge 

accumulation from 0.0 to 1.0 V. f) Cumulative accumulated charge at each 0.1 V step in 

the 0.0 ↔ 1.0 V window using static charge accumulation. 
 

The experimental results did not agree with the conclusions of continuum modeling 

for several reasons. The model assumed that ionophobic pores would be empty (under 

vacuum), whereas experimental cells pre-cycled cells to obtain reliable results. 

Furthermore, [BMIm
+
][PF6

-
] was a very viscous electrolyte and included a large cation, 

whereas the model simplified both ions to point charges. Finally, the surface 

functionalization may have been insufficient to generate significant pore ionophobicity. 
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In an alternative approach, coarse-grained 250 µm diameter CDCs (same as in section 

4.3.4) was annealed at 800 ºC for 48 hours to completely strip away all functional groups. 

Its pores were filled with cyclohexane, which is a very hydrophobic solvent. This system 

used both the pore surface and pore void space to create initially ionophobic conditions. 

They were tested using the square wave approach and compared against similar cells with 

pores that had initially been filled with the electrolyte (ionophilic). The cells were not 

precycled and the 1
st
 and 2

nd
 cycles were recorded to assess initial and filled pore states. 

 
Figure C2. a) Pore structure of CDC. Charging dynamics in the 0 ↔ ±1.0 V windows are 

shown for a) initially ionophobic pores and c) initially ionophilic pores.  

 

The ionophobic pores were highly resistive and did not allow ions to displace solvent 

molecules under applied potentials. It is possible that the thermodynamics of the system 

would make ion adsorption more favorable at higher potentials, but such experiments 

could have initiated electrochemical breakdown in cells. In order to properly replicate the 

continuum modeling conditions, future efforts will need to assess the free energies of 

specific solvents in pores and electrolyte-specific ion adsorption energies. 

 

[1] Alpha, A. L., Svyatoslav, K., Gleb, O. & Alexei, A. K. Charging dynamics of 

supercapacitors with narrow cylindrical nanopores. Nanotechnology 25, 315401, (2014). 

[2] Kondrat, S. & Kornyshev, A. A. Pressing a spring: what does it take to maximize the 

energy storage in nanoporous supercapacitors? Nanoscale Horizons, (2016). 
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