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We study ordered phases with broken translational symmetry in the half-filled three-orbital Hubbard model
with antiferromagnetic Hund coupling by means of dynamical mean-field theory (DMFT) and continuous-time
quantum Monte Carlo simulations. The stability regions of the antiferro-orbital (AFO), antiferromagnetic
(AFM), and charge density wave (CDW) states are determined by measuring the corresponding order parameters.
We introduce two symmetrically distinct AFO order parameters and show that these are the primary order
parameters in the phase diagram. The CDW and AFM states appear simultaneously with these two types of
AFO orders in the weak and strong coupling region, respectively. The DMFT phase diagram is consistent with
the results obtained by the Hartree approximation and strong-coupling perturbation theory. In the weak coupling
regime, a nontrivial exponent β = 3/2 is found for the CDW order parameter, which is related to the coupling
between the CDW and AFO orders in the Landau theory characteristic for the three-orbital model. We also
demonstrate the existence of a metallic AFO state without any charge disproportions and magnetic orders, which
appears only at finite temperatures.
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I. INTRODUCTION

Materials with multiple active orbitals attract much interest
since they exhibit a variety of remarkable phenomena such as,
e.g., colossal magnetoresistance in manganites [1], or exotic
superconductivity in ruthenates [2] and iron pnictides [3]. In
these compounds, charge, spin, and orbital degrees of freedom
are strongly coupled with each other, which leads to the emer-
gence of novel ordered states. A special class of multiorbital
systems are the fullerene-based solids [4–8], which show an
unconventional form of superconductivity in the vicinity of
the Mott insulating state. In these compounds, triply degen-
erate electronic orbitals in fullerene molecules couple with
vibration modes, resulting in a strong renormalization of the
local interactions [9,10]. The static interorbital interactions
effectively become larger than the intraorbital interactions and
a sign-inverted (antiferromagnetic) Hund coupling is realized.
This negative Hund coupling is expected to play an essential
role in stabilizing the unconventional superconductivity in
these compounds. Furthermore, an unusual Jahn-Teller metal
has been identified experimentally above the superconducting
critical temperature in fullerene-based solids [4], which stim-
ulates further investigations on the properties of multiorbital
systems with large interorbital interactions and antiferromag-
netic Hund coupling.

In a previous effort to clarify how the interorbital
interactions stabilize low temperature states [11,12], we
have considered the three-orbital Hubbard model, neglect-
ing translational-symmetry-broken phases. We have demon-
strated the existence of spontaneously orbital-selective Mott
and orbital-selective superconducting states, which may be
relevant for understanding the low temperature properties
of the fullerene-based solids. Moreover, a two-dimensional

fulleride system has recently been investigated at zero temper-
ature using a variational Monte Carlo method, and the orbital
symmetry breaking has been discussed in the strong coupling
region [13]. As for the solution of the three-orbital Hubbard
model with spontaneous translation-symmetry breaking, the
instabilities of disordered states have been investigated based
on susceptibility calculations [11,14]. On the other hand, we
still lack the complete picture of the ordered phases at nonzero
temperatures, even in the half-filled system. Therefore, it is
instructive to discuss the orbital-selective staggered ordered
states, as a basis for further explorations of the symmetry-
broken states in multiorbital systems such as A3C60.

In this paper, we investigate charge, spin, and orbital
ordered states of the half-filled three-orbital Hubbard model
on the bipartite lattice as an extension of our previous studies.
We use the dynamical mean-field (DMFT) theory [15–17]
in combination with continuous-time quantum Monte Carlo
(CTQMC) simulations [18,19] to clarify the temperature-
dependent phase diagram of this model. We mainly examine
the electron occupancies in each orbital to investigate the ap-
pearance of staggered ordered states such as antiferro-orbital
(AFO) and antiferromagnetic (AFM) states. Furthermore, we
demonstrate the existence of a charge density wave (CDW)
state, which may be unexpected in a repulsively interacting
system. We find an exotic criticality of the phase transition
between the metallic and CDW phases, where the CDW order
parameter does not exhibit a conventional mean-field-like
square root behavior. We elucidate, using the Landau theory,
that the CDW state is accompanied by the AFO order and the
critical behavior is described by two order parameters, where
the AFO order parameter is the primary order parameter and
the CDW the secondary one. We also employ the static mean-
field approximations for the weak and strong coupling limits
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to discuss the ground-state and finite-temperature properties
from a complementary point of view.

The paper is organized as follows. In Sec. II, we introduce
the three-orbital Hubbard model. In Sec. III, we study the
stability of the staggered ordered states at low temperatures,
combining DMFT with the CTQMC impurity solver. The
phase transition in the strong coupling limit is discussed in
Sec. IV. A summary is given in the final section. Appendices
A and B are devoted to the Landau theory and a comment
on the triple point in the finite temperature phase diagram,
respectively.

II. MODEL

We consider the half-filled three-orbital Hubbard model on
the infinitely-coordinated Bethe lattice, which is described by
the Hamiltonian

H =Ht + HU , (1)

Ht = − t
∑

〈i, j〉ασ

c†
iασ c jασ , (2)

HU = U
∑

iα

niα↑niα↓ + U ′ ∑
iσα<β

niασ niβσ̄

+ (U ′ − J )
∑

iσα<β

niασ niβσ , (3)

where ciασ (c†
iασ ) is an annihilation (creation) operator for an

electron with spin σ (=↑,↓) and orbital index α (=1, 2, 3)
at the ith site and niασ = c†

iασ ciασ . t is the transfer integral
between nearest neighbor sites, U (U ′) is the intra(inter)band
Coulomb interaction and J is the Hund coupling. We as-
sume the relation U = U ′ + 2J and for simplicity neglect
the exchange part of the Hund coupling and pair hopping.
The Bethe lattice with connectivity z is considered for the
kinetic energy term, and we take z → ∞ so that the half
bandwidth D = 2

√
zt becomes constant after rescaling of the

hopping parameter t = t∗/
√

z. In the present calculations, we
fix the Hund coupling as J/U = −1/4, which allows us to
reveal the relevant physics of the multiorbital system with
antiferromagnetic Hund coupling. (The realistic J/U values
of alkali-doped fullerides are about a factor of 10 smaller [20].
In this case, symmetry breaking occurs at lower temperatures,
but we expect qualitatively similar results.)

We first consider the local electron configurations favored
by HU , which helps us to discuss the possible ordered states
in the three orbital system. Since the interorbital Coulomb
interaction U ′(>U ) is dominant in the half-filled system,
the three orbitals at each site are empty, singly occupied,
and doubly occupied, respectively. This means that there are
degrees of freedom for how to distribute these three local
states among the orbitals, and the singly occupied orbital
has also a spin degree of freedom. Therefore, in the ground
state with negative Hund coupling, it is expected that the
orbital degrees of freedom, in addition to the charge and
spin degrees of freedom, will be ordered. The active orbital
degrees of freedom are in contrast to the case of positive
(or ferromagnetic) Hund coupling, where all three orbitals
are singly occupied at half filling and the orbital degrees

FIG. 1. Schematic pictures for the possible orbital-selective stag-
gered ordered states in the three-orbital Hubbard model with negative
Hund coupling. α(= 1, 2, 3) and γ (= A, B) represent the orbital and
sublattice indices, respectively.

of freedom are quenched. In the strong coupling regime of
Eq. (1), which will be discussed in detail, it is naively expected
that the exchange coupling between adjacent spins should
induce an AFM order associated with an AFO state for the
empty and doubly occupied orbitals, which is schematically
shown in Fig. 1(a). On the other hand, it is not obvious
whether or not this AFO-AFM state is realized in the weak
coupling region.

To clarify this point, let us start with the simple
Hartree approximation with static mean fields: niασ niβσ ′ −→
〈niασ 〉niβσ ′ + niασ 〈niβσ ′ 〉 − 〈niασ 〉〈niβσ ′ 〉. Here, we define the
order parameters for the CDW and AFM states, which are
given by

mCDW = 1

N

∑
iασ

(−1)i〈niασ 〉, (4)

mAFM = 1

N

∑
iασ

(−1)iσ 〈niασ 〉. (5)

On the other hand, in the three orbital system considered,
possible orbital orders are described by the 3 × 3 Gell-Mann
matrices, which are given by

λ1 =
⎛
⎝0 1 0

1 0 0
0 0 0

⎞
⎠, λ2 =

⎛
⎝0 −i 0

i 0 0
0 0 0

⎞
⎠,

λ3 =
⎛
⎝1 0 0

0 −1 0
0 0 0

⎞
⎠, λ4 =

⎛
⎝0 0 1

0 0 0
1 0 0

⎞
⎠,

λ5 =
⎛
⎝ 0 0 i

0 0 0
−i 0 0

⎞
⎠, λ6 =

⎛
⎝0 0 0

0 0 1
0 1 0

⎞
⎠,

λ7 =
⎛
⎝0 0 0

0 0 −i
0 i 0

⎞
⎠, λ8 = 1√

3

⎛
⎝1 0 0

0 1 0
0 0 −2

⎞
⎠. (6)

Using these matrices, local orbital moments are given by

morb
in =

∑
αα′σ

(λn)αα′ 〈c†
iασ ciα′σ 〉. (7)

A previous analysis based on generalized susceptibilities [11]
implies that orbital orders with off-diagonal components cor-
responding to the spontaneous mixing of orbitals are unlikely
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FIG. 2. Classification of orbital orders in the three-orbital Hub-
bard model. The points connected by lines indicate equivalent
solutions.

to appear, and thus we only consider the two diagonal orbital
orders with λ8 and λ3, which are explicitly given by

ξi = 1

2
morb

i8 = 1

2

√
1

3

∑
σ

(〈ni1σ 〉 + 〈ni2σ 〉 − 2〈ni3σ 〉), (8)

ηi = 1

2
morb

i3 = 1

2

∑
σ

(〈ni1σ 〉 − 〈ni2σ 〉). (9)

Note that one can also introduce the symmetrically equivalent
orbital moments as follows:

ξiγ = 1

2

√
1

3

∑
σ

(〈niασ 〉 + 〈niβσ 〉 − 2〈niγ σ 〉), (10)

ηiγ = 1

2

∑
σ

(〈niασ 〉 − 〈niβσ 〉), (11)

with (α, β, γ ) = (1, 2, 3) and its cyclic permutations. ξi and
ηi in Eqs. (8) and (9) are then given by ξi = ξi3 and ηi = ηi3.
These orbital moments are obtained from ξi and ηi by applying
the C3 rotation as shown in Fig. 2. Therefore, we introduce two
symmetrically inequivalent AFO order parameters, as

m(ξ )
AFO = 1

N

∑
i

(−1)i
√

ξ 2
i + η2

i cos

(
3 arctan

ηi

ξi

)

= 1

N

∑
i

(−1)i 4ξi1ξi2ξi3

ξ 2
i3 + η2

i3

, (12)

m(η)
AFO = 1

N

∑
i

(−1)i
√

ξ 2
i + η2

i cos

(
3 arctan

ξi

ηi

)

= 1

N

∑
i

(−1)i 4ηi1ηi2ηi3

ξ 2
i3 + η2

i3

. (13)

These allow us to distinguish two types of AFO states
[AFO(ξ ) and AFO(η)]. For example, one expects m(ξ )

AFO = 0
and m(η)

AFO = 1 in the strong coupling limit [see Fig. 1(a)].
Figure 3 shows the results obtained in the Hartree approxi-

mation at zero temperature. In the strong coupling region, the
order parameters for both AFO(η) and AFM states are finite,
which we refer to as the AFO(η)-AFM state, as expected
above. On the other hand, in the weak coupling limit, the
order parameter for the AFM state disappears, while that
for the CDW state becomes finite. Note that the different

FIG. 3. Order parameters for the translational symmetry break-
ing states obtained from the Hartree approximation. The arrows
indicate the existence of a hysteresis in the order parameters.

components of the AFO order behave differently. We find
a finite m(ξ )

AFO, while m(η)
AFO vanishes. This suggests the ex-

istence of an AFO(ξ )-CDW state, which is schematically
shown in Fig. 1(b). Around U/D ∼ 0.5, hysteresis regions
appear in the order parameters and a first-order quantum
phase transition takes place between these two states. This
is understood from the absence of the inclusion relation be-
tween the AFO(η)-AFM and AFO(ξ )-CDW states [21]. The
transition point (U/D)c ∼ 0.58 is determined by the crossing
point of the two energy curves for the AFO(η)-AFM and
AFO(ξ )-CDW states, as shown in the inset of Fig. 4. Since
the kinetic energy gain is larger for the AFO(ξ )-CDW state
than the AFO(η)-AFM state, see Fig. 4, the AFO(ξ )-CDW
state is mainly stabilized by the kinetic energy, while the
AFO(η)-AFM state is stabilized by the correlation energy.
Therefore, the CDW state is realized in the weak coupling
region.

These results suggest that the AFO(ξ )-CDW and
AFO(η)-AFM states compete with each other at zero temper-
ature. However, it is not clear how well the Hartree approxi-
mation describes the ground state properties, and in particular
the first-order quantum phase transition in the intermediate
coupling region, since dynamical correlations cannot be taken
into account. Furthermore, it is instructive to study how
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FIG. 4. Kinetic (EK ) and correlation (EC) energies as a func-
tion of U/t . The inset shows the difference in energies between
AFO(η)-AFM and AFO(ξ )-CDW states.

stable the AFO(η)-AFM and AFO(ξ )-CDW states are against
thermal fluctuations. In the following section, we make use of
DMFT to discuss the finite temperature properties.

III. DMFT ANALYSIS

A. DMFT framework

First, we briefly introduce the framework of DMFT. In
DMFT, the lattice model is mapped to an effective impurity
model, which allows us to accurately describe local electron
correlations. The lattice Green function is then obtained via
self-consistency conditions imposed on the impurity prob-
lem. This treatment is exact in infinite dimensions and is
expected to give a qualitatively correct description even in
three dimensions. DMFT has been widely applied to models
for strongly correlated electron systems. The Hubbard model
with degenerate orbitals has been extensively discussed in the
framework of DMFT, and interesting phenomena have been
revealed, such as simple Mott transitions [22–29], orbital-
selective Mott transitions [30–36], magnetism [37–39], and
superconductivity [40–42].

In the DMFT treatment of the three-orbital Hubbard model,
the lattice Green function matrix is given by

G−1(k, iωn) = G0(k, iωn)−1 − 
(iωn), (14)

where ωn = (2n + 1)πT is the Matsubara frequency with
integer n. The noninteracting Green function is diagonal in
the spin and orbital spaces, and

[G0(k, iωn)−1]ασ = iωn + μ − εk, (15)

where εk is the dispersion relation. In two-sublattice DMFT,
the local Green function is given by the site-dependent local
self-energy 
iασ (iωn) [= 


γ
ασ (iωn)] as

Gγ

loc,ασ
(iωn) =

∫
ρ(x)

iωn + μ − x − 

γ
ασ (iωn)

dx, (16)

where γ (=A, B) is the sublattice index and ρ(x)[=
2
√

1 − (x/D)2/(πD)] is the density of states of the noninter-

FIG. 5. Order parameters for the CDW, AFM, and AFO states in
the bipartite three-orbital system at T/D = 0.01.

acting system. The self-consistency equation is given by [43]

Gγ
ασ (iωn) = iωn + μ − D2

4
Gγ̄

imp,ασ
(iωn), (17)

where γ̄ is the opposite sublattice of γ . G (Gimp) is the bath
(full) Green’s function of the effective impurity model. In
our study, we use, as an impurity solver, the hybridization-
expansion CTQMC method [18,19], which is a powerful
method to study finite-temperature properties regardless of the
strength of the interaction.

B. Numerical results

We now discuss low temperature properties of the three-
orbital Hubbard model with antiferromagnetic Hund cou-
pling. We iterate the self-consistency equation [Eq. (17)] to
obtain the results within the desired accuracy. The order
parameters at a low temperature T/D = 0.01 are shown as
a function of U/D in Fig. 5. In the weak coupling region U <

Uc(∼0.27D), no order parameters appear and a metallic state
is realized. It is found that, beyond (U/D)c, nonzero order
parameters m(ξ )

AFO and mCDW are simultaneously induced. This
shows that the CDW order couples to the AFO(ξ ) order, and
the AFO(ξ )-CDW state is realized in this region. An interest-
ing point is that the critical behavior of m(ξ )

AFO is different from
that of mCDW . We numerically find that the critical exponent
of the CDW order parameter takes a nontrivial value β = 3/2,
while that of the AFO is β = 1/2, as shown in the inset of
Fig. 5. These are in good agreement with the results obtained
by the Landau theory, where the above coupling is taken into
account in the symmetry arguments. Since β should be 1/2
in the mean-field theory, the above result clearly indicates
that the primary order parameter is not mCDW but m(ξ )

AFO. The
details are discussed in Appendix A. Further increase of the
interaction increases both order parameters. Around U/D ∼
1.5, the AFO order parameter still increases, while a non-
monotonic behavior appears in the CDW order parameter. At
last, around U/D ∼ 2, the AFO(ξ )-CDW state suddenly dis-
appears, and a first-order phase transition to the AFO(η)-AFM
state occurs with finite m(η)

AFO and mAFM . Namely, we find
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FIG. 6. Left (right) panels show several quantities in the bipartite three-orbital system at the temperature T/D = 0.04 when the interaction
strength increases (decreases). (a) Order parameters for the CDW, AFM, and AFO states, (b) double occupancy dα , and (c) the quantity Aα in
one of the sublattices.

in Fig. 5 a solution corresponding to AFO(η)-AFM order
in the region U/D > 1.66. The competition between the
AFO(ξ )-CDW and AFO(η)-AFM states is qualitatively con-
sistent with the Hartree mean-field results, as discussed in the
previous section.

On the other hand, thermal fluctuations destabilize the
AFO(ξ )-CDW and AFO(η)-AFM states, which may re-
sult in other staggered ordered states. Figure 6 shows the
DMFT results at temperature T/D = 0.04. We find that
the AFO(ξ )-CDW [AFO(η)-AFM] state is realized in the
weak (strong) coupling regions and its solution appears when
0.48 < U/D < 1.7 (2.0 < U/D < 2.9). In addition, there ex-
ists another state around U/D ∼ 2. Since m(η)

AFO �= 0 and
mCDW = mAFM = m(ξ )

AFO = 0, we refer to this state as the
genuine AFO(η) state. To clarify the nature of this state, we
also calculate the double occupancy dα and the quantity Aα

for the αth orbital, which are defined as

dα = 〈nα↑nα↓〉, (18)

Aα = − 1

2π

∑
nσγ

Gγ

loc,ασ
(iωn)e−iωn/2T . (19)

The quantity Aα can be regarded as the density of states at the
Fermi level for the αth orbital [44,45]. We find that, above
the critical interaction (U/D)c ∼ 0.48, the difference between
d1(= d2) and d3 increases, and Aα for each orbital rapidly
decreases. To demonstrate the insulating behavior in the
AFO(ξ )-CDW state, we examine its temperature dependence.
Figure 7 shows that upon lowering temperature, the two order
parameters increase while the quantities Aα monotonically
decrease. At T/D � 0.01, the densities of states around the
Fermi level almost vanish. Therefore, an insulating behavior
indeed appears in the AFO(ξ )-CDW state, which is consistent
with the fact that all orbitals are involved in both the AFO(ξ )
and CDW order parameters. The AFO(η)-AFM state is also
found to be insulating since the density of states for each
orbital is tiny, as shown in Fig. 6(c). A qualitatively different
behavior appears in the genuine AFO(η) phase which is lo-
cated between the AFO(ξ )-CDW and AFO(η)-AFM phases.
A staggered orbital order is realized in two of three orbitals
(orbital 2 and 3) and thereby the double occupancy takes large
and small values in these orbitals (d2 ∼ 0.85 and d3 ∼ 0.0).
Since the densities of states at the Fermi level A2 and A3 are
smaller than 0.1D−1, charge degrees of freedom are almost
frozen, and these orbitals are insulating. On the other hand,
the remaining orbital (orbital 1) appears to be metallic as the
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FIG. 7. Temperature dependence of several quantities in the bi-
partite three-orbital system at U/D = 1.0. (a) Circles and squares
represent the order parameters mCDW and m(ξ )

AFO. (b) Symbols show
the density of states at the Fermi level Aα .

double occupancy d1 ∼ 0.2 and the density of states
A1D ∼ 0.6. These results indicate that the genuine AFO(η)
state remains metallic even though the neighboring two
AFO(ξ )-CDW and AFO(η)-AFM states are insulating.

To clarify the origin of the metallic property of the genuine
AFO(η) state, we show in Fig. 8 the temperature dependence
of several quantities in the system with U/D = 1.8. At in-
termediate temperatures (0.03 � T/D � 0.07), the genuine
AFO(η) state is realized without mAFM and mCDW . A jump
singularity with hysteresis appears for m(η)

AFO around T/D ∼
0.07, which implies a first-order transition between the low-
temperature genuine AFO(η) and high-temperature param-
agnetic phases. In the AFO state with one metallic and two
insulating orbitals, the renormalization factor Z1 of the metal-
lic orbital increases with decreasing temperature, as shown in
Fig. 8(a). At the same time, the density of states approaches
2/π , as shown in Fig. 8(b), indicating metallic behavior in
orbital 1 at the lowest temperature. In this state, orbital 1
is singly occupied whereas orbitals 2 and 3 are empty and
doubly occupied. In the latter two orbitals, charge fluctuations
are suppressed due to the associated AFO(η) order. When one
focuses on the orbital 1, the interorbital interactions U ′ and J
are irrelevant since the corresponding interaction energy is not

FIG. 8. Temperature dependence of several quantities in the bi-
partite three-orbital system at U/D = 1.8. (a) Circles and squares
represent the order parameter m(η)

AFO and the quantity Z1 for the
metallic orbital. (b) Symbols show the density of states at the Fermi
level Aα . The shaded area indicates the temperature range where the
AFO(ξ )-CDW or AFO(η)-AFM states should be realized instead of
the genuine AFO(η) state.

changed. Therefore, in this case, only the onsite interaction U
is relevant. However, the interaction U is not large enough
to realize a Mott insulating state. Therefore, in the singly
occupied orbital, the quasiparticle peak should develop at
relatively high temperatures, which is consistent with the fact
that the corresponding density of states rapidly approaches
2/π below the transition temperature T/D ∼ 0.07.

By performing a series of DMFT calculations, we obtain
the finite temperature phase diagram shown in Fig. 9. We find
that the CDW state appears always together with the AFO(ξ )
state. The phase transition between the AFO(ξ )-CDW and
paramagnetic states is of second order in the weak cou-
pling region. The critical phenomena will be discussed in
Appendix A. Around U/D ∼ 1.5, the nature of the phase
transition changes to first order. It is also found that the
genuine AFO(η) state is realized only at finite temperatures.
This originates from the fact that the metallic orbital gains
an entropy S ∼ γ T at nonzero temperature, where γ is the
specific heat coefficient. The phase transition between the
genuine AFO(η) and paramagnetic states is of first order. The
AFO(η)-AFM state is realized in the strong coupling region,
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FIG. 9. Phase diagram for the three-orbital Hubbard model on
the bipartite lattice. The blue line indicates a second order phase
transition, while the red lines delimit the coexistence regions associ-
ated with a first order transition. The black dashed line indicates the
crossover between metal and Mott insulator in the symmetric phase
and the dotted line shows the boundary to the AFM state predicted
by the strong-coupling theory.

as expected from the Hartree approximation. The phase dia-
gram in Fig. 9 has a triple point at (U/D, T/D) ∼ (1.8, 0.027)
where three first-order lines terminate. The nature of this point
is discussed in more detail in Appendix B.

To investigate the stability of the metallic state, we have
evaluated the Mott transition point by constraining the so-
lution to paraorbital and paramagnetic states. There exists
a Mott critical end point around (U/D, T/D) ∼ (2.3, 0.04).
However, this is located in the AFO(η)-AFM phase in our
phase diagram, and hence the Mott transition never occurs
in our bipartite system. The Mott crossover line, which is
determined by the inflection point of the curve of the renor-
malization factor, appears at higher temperatures, which is
shown as the dashed line in Fig. 9. We find that the genuine
AFO(η) state is located close to the Mott crossover line,
in other words, the genuine AFO(η) state with one metallic
orbital is stable rather than the strongly correlated metallic
state with equivalent orbitals, and it is realized between the
AFO(ξ )-CDW and AFO(η)-AFM insulating states. This is
characteristic of the three-orbital model with antiferromag-
netic Hund coupling.

As for the strong coupling region, the phase transition
between the AFO(η)-AFM and Mott states should be first
order although a conventional symmetry breaking occurs
in the spin sector. In the next section, we use the strong

coupling theory to discuss the phase transition between these
states.

IV. STRONG COUPLING THEORY

In this section, we discuss the finite temperature phase
transitions based on the strong coupling theory.

A. Effective Hamiltonian

First, we derive the effective Hamiltonian in the strong
coupling limit. In the atomic limit with U < U ′ and J < 0,
there exist 12 dominant local states with three electrons and
eigenenergy E0 = U + 2U ′ − J , as shown in Fig. 10(a). The
superexchange Hamiltonian can be written as

Heff = −
∑
〈i j〉

∑
αα′

P (α)
i P (α′ )

j Hi j
t

1

HU − E0N
Hi j

t P (α)
i P (α′ )

j ,

(20)

where N is the number of sites, P (α)
i is the projection operator

at site i onto those local states among the 12 configurations
introduced above for which the αth orbital is singly occupied,
and Hi j

t represents the electron transfer between sites i and
j in Ht . Here, we neglect the exchange process for singly-
occupied orbitals on neighboring sites, corresponding to off-
diagonal contributions with respect to α, as it does not affect
the mean-field results, which is discussed later.

Figure 10(b) shows the representative six eigenstates of
HU which we consider as the intermediate states. The energy
differences �Ea, · · · ,�E f from the ground state correspond-
ing to the denominator of Eq. (20) are also given in this figure.
In the following, we discuss the superexchange processes in
two parts; the effective Hamiltonian is divided as

Heff = Heff1 + Heff2, (21)

where the first term corresponds to the case with α = α′ and
the second term to α �= α′.

First, we focus on the case with α = α′ in Eq. (20), i.e.,
the case where the singly-occupied orbitals on neighboring
sites are the same. In this case, the remaining two are either
empty or doubly-occupied orbitals. To characterize the orbital
configuration, we introduce the orbital pseudospin operator τ i

at the ith site so that τ z
i = 1/2 (−1/2) when the β (γ ) orbital

is doubly occupied. Here, α′ and α′′ are determined depending
on α as (α, β, γ ) = (1, 2, 3) and its cyclic permutations [see
Fig. 11(a)]. Note that the exchange process between empty
and doubly-occupied orbitals does not exist within the second
order perturbation. Thus, the superexchange terms including
τ x and τ y do not appear, and we may simply write τ z

i = τi.

FIG. 10. (a) One of the localized states in the model space with energy E0 in the strong coupling limit and (b) representative configurations
of intermediate states with six different energies.
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FIG. 11. Orbital pseudospin configurations for nearest-neighbor states where (a) the singly-occupied orbitals are the same and (b) where
they are different.

In addition, there is a spin degree of freedom on the singly
occupied orbital at each site, which is denoted by Si.

Using these operators, the superexchange Hamiltonian is
given by

Heff1 =
∑
〈i j〉

∑
α

P (α)
i P (α)

j

(
C1 + Jτ1τiτ j + Jss1Si · S j

+ Js1Sz
i Sz

j + Jsτ1Sz
i Sz

jτiτ j
)
P (α)

i P (α)
j , (22)

where C1 = −t2( 1
�Ea

+ 1
2�Ed

+ 1
�Ee

+ 1
2�E f

), Jτ1 =
2t2( 1

�Ed
+ 2

�Ee
+ 1

�E f
), Jss1 = 4t2

�Ea
, Js1 = 2t2( 1

�Ed
− 2

�Ee
+

1
�E f

), and Jsτ1 = −4Js1. Note that the effective Hamiltonian
does not have the SU(2) symmetry in the spin space since we
have neglected the spin exchange in the Hund coupling in the
original three-orbital Hubbard model.

Next, we discuss the case with α �= α′. As in the previous
case, there is the spin degree of freedom Si in the singly-
occupied orbital and the orbital degree of freedom specifying
the doubly-occupied and empty orbitals. Here, we introduce
another orbital pseudospin τ̃i at site i, which is defined to be
+1/2 (−1/2) when the orbital which is doubly-occupied at
site i is singly-occupied (empty) at the interacting nearest-
neighbor site j [see Fig. 11(b)]. Performing the perturbation
expansion, we obtain the superexchange Hamiltonian

Heff2 =
∑
〈i j〉

∑
α �=α′

P (α)
i P (α′ )

j

(
C2 + Jτ2τ̃iτ̃ j + Js2Sz

i Sz
j

+ Jsτ2Sz
i Sz

j τ̃iτ̃ j
)
P (α)

i P (α′ )
j , (23)

where C2 = −t2( 1
�Eb

+ 1
�Ec

+ 1
4�Ed

+ 1
2�Ee

+ 1
4�E f

),

Jτ2 = t2( 1
�Ed

+ 2
�Ee

+ 1
�E f

), Js2 = t2( 4
�Eb

− 4
�Ec

+ 1
�Ed

−
2

�Ee
+ 1

�E f
), and Jsτ2 = −4t2( 1

�Ed
− 2

�Ee
+ 1

�E f
).

Combining the two terms given in Eqs. (22) and (23), we obtain the total effective Hamiltonian as follows:

Heff = Jp

∑
〈i j〉α

P (α)
i P (α)

j +
∑
〈i j〉α

(
Jτ1τ

(α)
i τ

(α)
j + Jss1S(α)

i · S(α)
j + Js1Sz(α)

i Sz(α)
j + Jsτ1Sz(α)

i Sz(α)
j τ

(α)
i τ

(α)
j

)

+
∑

〈i j〉α �=α′

(
Jτ2τ̃

(α)
i τ̃

(α′ )
j + Js2Sz(α)

i Sz(α′ )
j + Jsτ2Sz(α)

i Sz(α′ )
j τ̃

(α)
i τ̃

(α′ )
j

) + const., (24)

where we used the relation
∑

α P
(α)
i = 1 and Jp = C1 −

C2. We furthermore introduced S(α)
i = P (α)

i SiP (α)
i , τ

(α)
i =

P (α)
i τiP (α)

i , and τ̃
(α)
i = P (α)

i τ̃iP (α)
i .

B. Mean-field approximation

Here, we apply the mean-field approximation to Eq. (24).
In the case of J < 0, Jp is always negative, leading to a state

with a uniform 〈P (α)〉. Thus, the spin and orbital configu-
rations are dominated by Heff1, where Jτ1, Js1, and Jss1 are
positive. This is consistent with the result of the AFM phase
with the AFO(η) order in Fig. 9.

Before discussing the bipartite case, we briefly consider
the case with translational symmetry in the strong coupling
limit. We assume that 〈P (α)〉 are finite and other mean fields
vanish. The parameter x is introduced as 〈P (1)〉 = x and
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〈P (2)〉 = 〈P (3)〉 = (1 − x)/2 so as to satisfy the constraint
of the projection operators. We expect that below a critical
temperature, the mean-field solution x deviates from 1/3.
The deviation corresponds to the transition from the Mott
phase to the spontaneously orbital-selective Mott (SOSM-1)
phase [11,12], where one of three orbitals is metallic and the
others are in a Mott state. The mean-field free energy is given
by

FMF = z|Jp|
2

(
3

2
x2 − x + 1

2

)
− 1

β
ln(eβz|Jp|x + 2eβz|Jp|(1−x)/2),

(25)

where z is the coordination number. From this represen-
tation, we find that a first-order transition occurs at Tc =
z|Jp|/(4 ln 2) 
 0.361zJp. At this point, FMF has two minima
at x = 1/3 and 2/3 giving the same value. The smaller-x
solution exists above T1 = z|Jp|/3 and is fixed to x = 1/3.
On the other hand, the larger-x solution increases and ap-
proaches x = 1 with decreasing temperature and survives be-
low T2 
 0.364z|Jp|, which is determined from the following
relations:

1 − 3x′

3x′(1 − x′)
= ln

1 − x′

2x′ , T2 = 2z|Jp|
3x′(1 − x′)

. (26)

These indicate the existence of a hysteresis region in T1 <

T < T2 associated with the first order phase transition at Tc.
Let us compare the present result with the phase diagram
obtained by DMFT at J = −U/4 with U ′ = U − 2J . The
strong coupling theory suggests Tc = 527

40320 ln 2
D2

U 
 0.0189 D2

U ,
where we replace 4zt2 by D2 to take into account the Bethe
lattice. This agrees well with the boundary between the Mott
and SOSM-1 phases shown in Refs. [11,12].

Next, we consider the bipartite case. To describe the
AFM state appearing in the strong coupling regime
of the three-orbital Hubbard model shown in Fig. 9,
the following two-sublattice mean fields are assumed:
〈P (1)〉A = 〈P (1)〉B �= 0, 〈P (2)〉A = 〈P (2)〉B = 〈P (3)〉A =
〈P (3)〉B �= 0, 〈Sz(1)〉A = −〈Sz(1)〉B �= 0, 〈τ (1)〉A = −〈τ (1)〉B �=
0, 〈Sz(1)τ (1)〉A = 〈Sz(1)τ (1)〉B �= 0, and the other mean
fields are zero, where A and B are the suffix identifying
the sublattice. The mean fields are computed by solving
self-consistent equations iteratively.

Figure 12 shows the temperature dependence of the mean
fields at J = −U/4 with U ′ = U − 2J . As shown in this
figure, a first order phase transition appears at Tc/D 

0.108D/U . This result is indicated in Fig. 9 by the dotted line.
It agrees well with the order of the transition and the boundary
between the Mott and AFM phases obtained by DMFT.

V. SUMMARY

We have considered the half-filled three-orbital Hubbard
model with antiferromagnetic Hund coupling, combining
DMFT with a numerically exact CTQMC impurity solver. By
calculating the electron occupancy in each spin, orbital and
sublattice, we have studied the stability of the AFO, AFM, and
CDW states. We showed that the AFM and CDW states appear
simultaneously with two types of AFO orders, and these

FIG. 12. Temperature dependence of the order parameters Mp =
〈P〉, Ms = 〈Sz〉, and Mτ = 〈τ 〉.

AFO(η)-AFM and AFO(ξ )-CDW states are separated by a
first order quantum phase transition. The AFO(η)-AFM state
is well described by the superexchange interaction between
the nearest neighbor sites in the strong coupling limit. We
have also clarified that a metallic genuine AFO(η) state exists
between the two insulating AFO(ξ )-CDW and AFO(η)-AFM
states. The nontrivial β = 3/2 exponent for the CDW state,
which derives from a characteristic property of the three
orbital model, has also been discussed in terms of the Landau
theory.

In our study, we have considered a three-orbital system
with density-density type interactions and obtained a rich
phase diagram. When spin-flip and pair-hopping terms are
introduced in multiorbital systems, the nature of the phase
transitions may be affected, as discussed in the case of Mott
transitions in Refs. [46,47]. In particular, the pair hopping
terms should be relevant in systems with antiferromagnetic
Hund coupling and suppress orbital ordering tendencies.
However, the simulation of systems with spin-flip and pair
hopping terms is numerically expensive [48], which makes a
detailed analysis of the critical behavior and the mapping out
of the full phase diagram difficult. Therefore, this problem is
left for future work.
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APPENDIX A: LANDAU THEORY

We use Landau theory based on symmetry arguments to
discuss critical phenomena for the CDW state. The order
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parameters considered here are the conventional staggered
orbital and charge moments, which are defined as

ξ = 1

2

√
1

3

∑
iσ

(−1)i(ni1σ + ni2σ − 2ni3σ ), (A1)

η = 1

2

∑
iσ

(−1)i(ni1σ − ni2σ ), (A2)

ζ = 1

2

∑
iσ

(−1)i(ni1σ + ni2σ + ni3σ ). (A3)

An important point in the bipartite system is that, in addition
to the permutation symmetry in the orbital space, the system
has an exchange symmetry in the sublattice indices A and B.
Namely, the order parameters (ξ, η, ζ ), which are odd under
inversion, must enter in the Landau free energy in products
with an even number of factors. Note that a simple third order
term ξ (ξ 2 − 3η2) does not exist in the free energy since it
is also odd under the exchange. This is in contrast to the
spontaneously orbital-selective Mott cases discussed in our
previous work [12]. The free energy should be expanded up
to the fourth order as

F = F0 + a(ξ 2 + η2) + a′ζ 2 + bζ ξ (ξ 2 − 3η2) + c(ξ 2 + η2)2.

(A4)

Here, we have omitted the fourth order term ζ 4 since the
constant a′ should be always positive. This has been confirmed
by the DMFT calculation for the paramagnetic and paraorbital
states, where the charge susceptibility never diverges. For this
reason, the genuine CDW state with ξ = η = 0 and ζ �= 0 is
never stabilized. This allows us to restrict our discussions to
the ξ − η plane.

When we focus on the instability for the orbital ordered
state, the parameters can be fixed as a ∝ t − tc and c > 0,
where t is a control parameter such as the temperature or
interaction strength, and tc is its critical value. The stationary
conditions for ξ, η, and ζ are explicitly given by

2aξ + 3bη(ξ 2 − η2) + 4cξ (ξ 2 + η2) = 0, (A5)

aη − 3bξηζ + 2cη(ξ 2 + η2) = 0, (A6)

2a′ζ + bξ (ξ 2 − 3η2) = 0. (A7)

Since the system has a high symmetry in the orbital and
sublattice spaces, solutions can be classified into two groups
for the AFO state, which is schematically illustrated in Fig. 2.
One is characterized by the condition ξ = 0 and η �= 0, which
is equivalent to (ξ, η) = (0,±r) and (±

√
3

2 r,± 1
2 r) with a

positive constant r. In this case, the constant b is irrelevant
in Eq. (A4) and ζ = 0. We then obtain the solution as

η = ±
√−a

2c
∝ |tc − t |1/2. (A8)

The genuine AFO(η) state is realized in this case. The con-
densation energy ΔF = F − F0 is given by

ΔF (η)
AFO = −a2

4c
< 0. (A9)

FIG. 13. Schematic illustrations for (a) one and (b) three termi-
nation points of the first-order transition lines. In the colored regions,
two or more metastable solutions exist.

The other group is given by the solutions (ξ, η) = (±r, 0)
and (± 1

2 r,±
√

3
2 r). When one fixes η = 0, the solutions are

given by

ξ 
 ±
√−a

2c
∝ |tc − t |1/2, (A10)

ζ 
 ∓ b

2a′

(−a

2c

)3/2

∝ |tc − t |3/2, (A11)

where we have expanded the expressions by a small parameter
a (< 0) near the continuous transition point. Thus, the charge
moment as well as the orbital moment are simultaneously
induced. Note that the critical exponents for ξ and ζ are
different from each other, which implies that the CDW state
is only induced by the realization of the orbital symmetry
broken state (denoted by AFO(ξ ) in Fig. 2). In this case, the
corresponding condensation energy is given by

ΔF (ξ )
AFO−CDW = −a2

4c
+ b2a3

32a′c3
+ O(a4). (A12)

In the positive c case, �F (ξ )
AFO−CDW < �F (η)

AFO. Therefore, we
can say that the CDW state is more stable than the genuine
AFO(η) state. On the other hand, if the parameter c in the
fourth-order term is negative, the genuine AFO solution may
be realized. In this case, the sixth-order term is relevant in the
free energy and the corresponding transition should be of first
order, or discontinuous. These results are consistent with the
numerical results in Fig. 9. Thus the simple Landau theory
explains several aspects of the phase transitions of the orbital
orders in the three-orbital Hubbard model. We note that the
analysis can be used for the system with spin-flip and pair
hopping, since only the permutation symmetries of orbital and
sublattice indices are invoked in the formalism.

APPENDIX B: COMMENT ON THE TRIPLE POINT

In the numerically obtained phase diagram, there are triple
points at which phase boundaries terminate. Here we com-
ment on the nature of the triple point based on a simple
argument and investigate how it should look in general.

First, let us consider a first-order transition between two
states as shown in Fig. 13(a). The solid lines delimit the
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(metastable) regions, with the arrows indicating the regions
where the solution exists. The first-order transition line, where
the two free energies become identical, is shown by the
dotted line. In the colored region, the two states can exist as
metastable states.

We extend this consideration to the situation with three
states. If there are three first-order transition lines, the termina-

tion points should generically look like Fig. 13(b). Inside the
gray triangle, the three states can exist as metastable states.
Hence, in general, the first-order lines do not terminate at a
single point, and instead of a triple point one should find an
extended coexistence region as shown in the figure. The phase
transition lines can terminate at a single point if the three
(metastable) boundaries cross at a single point.
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