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OPTIMIZED ENERGY CONSUMPTION MODEL FOR SMART HOME 
USING IMPROVED DIFFERENTIAL EVOLUTION ALGORITHM 

 

ABSTRACT 

This paper proposes an improved enhanced differential evolution algorithm for implementing 
demand response between aggregator and consumer. The proposed algorithm utilizes a 
secondary population archive, which contains unfit solutions that are discarded by the primary 
archive of the earlier proposed enhanced differential evolution algorithm. The secondary 
archive initializes, mutates and recombines candidates in order to improve their fitness and 
then passes them back to the primary archive for possible selection. The capability of this 
proposed algorithm is confirmed by comparing its performance with three other well-
performing evolutionary algorithms: enhanced differential evolution, multiobjective 
evolutionary algorithm based on dominance and decomposition, and non-dominated sorting 
genetic algorithm III. This is achieved by testing the algorithms’ ability to optimize a multi-
objective optimization problem representing a smart home with demand response aggregator. 
Shiftable and non-shiftable loads are considered for the smart home which model energy usage 
profile for a typical household in Johannesburg, South Africa. In this study, renewable sources 
include battery bank and rooftop photovoltaic panels. Simulation results show that the proposed 
algorithm is able to optimize energy usage by balancing load scheduling and contribution of 
renewable sources, while maximizing user comfort and minimizing peak-to-average ratio. 

Keywords: HEMS, evolutionary algorithms, RES, optimization, demand response 

 

1 INTRODUCTION 

A smart grid (SG) is a power system that is capable of efficiently allocating electricity based 
on information received from intelligent technologies (hardware and software) deployed within 
the system [1]. From the consumer perspective, a curtailment of energy usage pattern in return 
for financial incentives has led to the development of home energy management systems. The 
idea of home energy management system began in 1979 with the use of a microprocessor-
based algorithm for solar energy management [2]. This system was developed to provide a 
standardized platform for incorporating various solar energy storage and management systems 
that had previously existed. The system comprised mode selection and prioritization which 
determined the application of the energy from the solar panel system. The idea was to control 
priority between pumps, valves and a fan depending on whether heating or cooling was 
required. Control of the different modes of heating and cooling for a household using solar 
energy was achieved using a system initialization panel (SIP). The controlled sequence for the 
valves, pumps and fan was specified in a relay table. In  current HEMS, energy management 
using demand response (DR) has been made possible using computer algorithms which are 
capable of communicating between energy distribution companies and end users. This 
approach has made it possible for consumers to prioritize energy usage in terms of both period 
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and duration of use. In this way, the energy utility gains through eliminating the need for 
untimely grid expansions, while the consumers receive financial incentives.  

Residential demand response programs involve the use of knowledge of real-time energy 
trading to determine the pattern of energy usage. The motivation for such programs can be 
either price- or incentive-based [3]. This strategy is similar to that used by commodities traders 
to profit from selling such commodities based on knowledge of the price trends. In other words, 
advancements in computing and smart energy devices have made it possible for electricity to 
be considered as a commodity. An efficient demand response strategy effectively balances cost 
savings with consumer energy usage pattern [1]. Demand response involves two-way 
communication between consumers and utility companies, which results in a much better 
utilization of electricity. Demand response is an effective strategy for managing energy 
resources of the existing grid as opposed to expansion of the grid in order to accommodate 
ever-increasing energy demands. With demand response, loads that are shiftable (schedulable) 
can be used during off-peak periods when energy prices are comparatively lower. Optimal 
demand response is achieved using load forecasting [4]-[9], energy price forecasting [10]-[11] 
as well as the injection of renewable energy sources [12]-[18]. 

There are a number of intelligent algorithms that have been employed in both the control and 
scheduling of devices in home energy management systems. Some of the most widely used 
strategies include artificial neural networks (ANNs), fuzzy logic controllers (FLCs) and 
adaptive neuro-fuzzy inference system (ANFIS) [3]. With regard to evolutionary algorithms, 
differential evolution (DE) has been used to successfully implement load scheduling [19]-[20]. 
Scheduling has been done based on consideration of consumer comfort, amount paid per unit 
of energy (with demand side management) and time delay reduction [20]-[24]. In this paper, 
the level of consumer comfort is determined according to the duration and period for which 
schedulable appliances remain inactive for the purpose of maximizing financial incentives from 
demand response programs. As an example, a consumer may have to sacrifice some level of 
comfort by shifting operation of a washing machine from morning hours to other off-peak 
periods within the day. Evolutionary algorithms are generally population-based. This means 
that they can be used to find optimal solutions to complex problems. With regard to use of 
differential evolution algorithm for demand response, the enhanced DE algorithm (EDE) has 
yielded promising results in recent literature [19]-[20], [25]. 

Contribution 

The aim of this paper is to present an improved enhanced DE algorithm (iEDE). iEDE uses a 
two-archive approach for the mutation and recombination of unfit candidates among the 
population. iEDE is to be deployed by demand response aggregator with renewable energy 
sources in order to maximize consumer comfort and energy savings for demand response 
program. The performance of iEDE is compared with three other evolutionary algorithms: 
enhanced differential evolution, multi-objective evolutionary algorithm based on dominance 
and decomposition (MOEA/DD) and non-dominated sorting genetic algorithm III (NSGAIII). 
The constructed objective function (OF) minimizes the daily cost of energy while minimizing 
peak-to-average ratio (PAR) and waiting time delay.  The rest of the paper is organized as 
follows: Section 2 reviews the use of population-based heuristic algorithms for demand 
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response. Section 3 details the proposed approach for improving the EDE algorithm for 
deployment in demand response aggregator. Section 4 discusses the proposed two-archive 
approach for improving performance of the enhanced differential evolution algorithm. Section 
5 presents and discusses simulation results comparing performance of the improved EDE with 
the three other specified algorithms. Section 6 concludes the paper.  

2 IMPLEMENTATION OF DEMAND SIDE MANAGEMENT STRATEGIES USING 
HEURISTIC ALGORITHMS 

Population-based algorithms are problem-solvers which use a predetermined number of search 
agents (commonly called particles) to find the optimal solution to a problem. Such problems 
are formulated as an objective function with specified parameters and constraints. Population-
based algorithms are effective for solving computationally complex problems because their 
search strategy is generally non-deterministic or heuristic. Therefore, they use a randomized 
approach to obtain the optimal solution(s) to a given problem. Examples of population-based 
algorithms include evolutionary and swarm algorithms [26]-[28]. With regard to smart grids, 
population-based algorithms have been applied to network communications [29] and demand 
side management [25], [30]-[31]. Demand side management (DSM) involves a number of 
strategies to maintain electricity supply to consumers with existing infrastructure in spite of 
ever-increasing demand [1]. DSM involves two key aspects: demand response and energy 
efficiency. Demand response (DR) is defined as a process of curtailing electricity demand to 
match supply [1]. One common approach to achieving this is for utility companies to pay 
consumers to reduce or reschedule energy consumption. Since demand side management 
involves use of fixed electricity supply to meet growing energy needs of consumers, this paper 
proposes the use of an improved enhanced differential evolution algorithm to implement 
demand response for a home energy management system. Differential evolution (DE) is an 
evolutionary algorithm which has been used to optimize demand side management for home 
management systems with promising results. This section details some of the applications of 
evolutionary algorithms in reducing energy costs and improving consumer comfort. 

In [4], a shark smell optimization algorithm (SSO) was used to optimize the performance of 
Elman neural network (ENN). This architecture was used to optimize over-fitting/under-fitting 
of the neural network which enhanced electricity load forecasting capability of the ENN. SSO 
is a population-based strategy which is inspired by the approach taken by a shark to locate its 
prey. The location of prey is called the optimal point, while the shark updates its position with 
respect to the optimal point. This proposed strategy outperformed the back propagation neural 
network (BPNN) and radial basis function neural network (RBFNN) with respect to reduction 
of root mean square error (RMSE) and mean absolute percentage error (MAPE). A similar 
approach was used in [12] to improve the prediction accuracy of solar irradiation for a case 
study area located in Oregon, USA. The proposed SSO and neural network combination also 
outperformed six other neural network structures in 24 test functions. 

A genetic algorithm (GA) for optimal load scheduling considering day-ahead electricity pricing 
was presented in [7]. The proposed algorithm considered load scheduling for three categories 
of residential consumers. Two fitness functions were used in the simulations: one prioritized 
cost (with cheapest strategy being the best), while the other considered consumer comfort. 90% 
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of consumer needs being fulfilled was considered to be satisfactory. Single-point crossover was 
used with 1,000 generations. From simulation results, energy cost savings for the three 
categories of consumers was 17.8%, 14% and 14% respectively compared to a scenario in 
which no GA was used. In [17], an artificial immune algorithm (AIA) was used to solve a 
multi-objective optimization problem (MOP). The MOP consisted of 3 objectives relating to 
the grid utility, DR aggregator and customers respectively. The grid utility aimed at minimizing 
operation cost while giving part of the savings back to the DR aggregator; the DR aggregator 
sought to minimize grid power contributions by maximizing distributed generation from 
conventional generators and renewable energy sources. The customers desired to optimize 
tradeoff between comfort and energy savings. The proposed demand side management (DSM) 
optimization model was applied to a utility in the United Kingdom. The AIA model saved the 
utility £5,684 in generation costs, while the peak-to-average ratio (PAR) was reduced by 
5.33%. Also, the DR aggregator earned £12,632 in profit while saving the consumers £620 in 
electricity bill for a single day. Benefits of population-based metaheurisitic algorithms in DSM 
can also be seen in [32]-[46]. 

Differential evolution (DE) is a population-based metaheurisitic evolutionary algorithm which 
has been used extensively to improve DSM in smart grids. In particular, the work done in [19] 
proposed an enhanced DE (EDE) algorithm which adaptively tuned the crossover rate, scaling 
factor and population size using five trial vectors. The aim was to improve the fitness of the 
final solution set by selecting the best possible set of candidates to constitute the initial 
population. The parameters considered were PAR, total cost of electricity, user comfort and 
energy consumption pattern. Simulation results showed that EDE reduced both electricity bill 
and PAR compared to conventional DE. EDE was also used to obtain an improved load profile 
for a HEMS in [20]. 

This paper proposes an improved EDE by considering two population archives for optimizing 
the solution space. The idea behind the two-archive approach is to reuse previously unfit 
solutions in cases of premature convergence or loss of selection pressure.  

3 PROPOSED METHODOLOGY 

This methodology section is divided into three sub-sections. The first sub-section specifies the 
configuration of the aggregator-smart home system. The objective minimization function with 
parameter and constraint specification is discussed next, and then the strategy for peak-to-
average ratio and electricity cost reduction using proposed two-archive EDE is presented. 

3.1 Two-layer aggregator-smart home system 

Demand response aggregators combine a number of consumers (often called a cluster) in order 
to represent a significant proportion of the localized electricity demand sector [17]. They act 
as intermediaries between consumers and the electricity supply utility. This role is similar to 
that of a sales representative who is a middleman between customers and the product/service 
company. Therefore, the role of the demand response aggregator is two-fold: 

 It provides consumer energy usage information to the utility that would enable the 
utility to cut electricity supply costs to a minimum. This in turn minimizes wear and 
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tear on electricity supply equipment, and maximizes the bonus that the DR 
aggregator receives from the utility company 

 The DR strategy employed by the aggregator (based on time-of-use (ToU) and 
appliance scheduling habits of consumer) is used to reduce the amount paid for 
electricity. This acts as an incentive to the consumers to be actively involved in DR 
programs 

This dual role of the DR aggregator is likely to become more commonplace as smart grid 
concept improves and evolves. Since it is difficult for utility companies to be directly linked to 
the final consumer, the role that demand response aggregators play is very significant. It is 
likely that demand response aggregators will become a point of synergy for both utility 
companies and consumers as they seek to improve energy usage efficiency, maximize benefits 
and minimize losses. This paper will focus on the objectives, parameters and constraints that 
exist between the DR aggregator and the final consumer only (excluding those that exist 
between the utility and DR aggregator). An illustration of the relationship between the DR 
aggregator and consumers is given in Fig. 1. In this paper, a single consumer home is being 
considered with demand response aggregator. In a real-time aggregator, other consumers can 
be considered based on their energy usage patterns and requirements.  

 

 

 

 

 

 

Fig. 1 Demand response Aggregator connected to cluster of consumers 

With respect to the demand response aggregator, there is a compensation function which is 
used to reward consumers who participate in demand side management programs. According 
to [47], this function is represented as: 

Γሺtሻ ൌ ∑ ሺሺെߛሺߠ௧ െ ௧ሻଶߟ ൅ ሻሻ்ߜ
௧ୀଵ           (1) 

Γ(t) is the compensation function, γ and δ are compensation coefficients, ߠ௧ is energy 
consumption vector of aggregated consumers, ߟ௧ represents the vector of projected generation. 

The demand response aggregator has an objective of maximizing its net payoff from the 
distribution utility [16]. In this paper, this objective has been modified to include a renewable 
energy source (RES) utilization coefficient, ܥ௥௘௦ defined as: 

௥௘௦ሺ݅ሻܥ ൌ ∑ ௜ݔ
௡
௜ୀଵ             (2) 

௜ݔ  is the contribution from RES ݅. ܥ௥௘௦ሺ݅ሻ	represents the hourly contribution of each renewable 
energy source utilized in the home energy management system. For this paper, the renewable 
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sources include battery bank and rooftop solar panel (i.e. ݊ ൌ ௥௘௦ܥ .(2  is obtained by the ratio 
of the hourly contribution (in terms of real power) of RES ݅ to the daily energy consumption 
of the consumer.  

In general, the RES utilization coefficient can be specified for each consumer in the cluster 
such that: 

௖௢௡,௜ܥ ൌ :	௥௘௦ܥߤ 0 ൑ ߤ ൑ 1        (3) 

 ௖௢௡,௜ is the total contribution of renewable energy sources utilized by consumer i. Thisܥ

coefficient contributes to improving overall compensation to the demand response aggregator 
from the energy distribution utility, and consequently, financial reward to the consumers in the 
cluster. ߤ is a weighting factor whose value increases as the number of renewable energy 
sources utilized by consumer i increases. This would increase compensation to consumers as 
they increase usage of renewable sources as part of their demand response strategy. ߤ is 
determined as a ratio of real power generated from renewable sources to the real power 
requirement of the smart home being considered.    

Therefore, with regard to the compensation function of demand response aggregator from 
distribution utility, Equation (1) is modified as: 

Γሺtሻ ൌ ∑ ሺ൫ሺെߛሺߠ௧ െ ௧ሻଶߟ ൅ ሻ൯்ߜ
௧ୀଵ െ  ௥௘௦ሺ݅ሻሻ         (4)ܥ

 

The appliance schedule for the proposed smart home is shown in Table 1. The HEMS consists 
of smart plugs and devices which are Zigbee enabled. Therefore, they can share energy usage 
information wirelessly with the HEMS. The smart home is configured to meet the daily energy 
needs for two adults in a standard apartment in Johannesburg, South Africa. The apartment 
consists of one living room, one kitchen, one bathroom/toilet, and one bedroom. Assumed daily 
energy usage is based on energy usage profiles for one weekday and one weekend day each for 
summer and winter seasons respectively. Average daily temperatures for summer and winter 
in Johannesburg are obtained from [48]. The temperature variation across the year for the city 
of Johannesburg is shown in Fig. 2. It is assumed that both adults are working class individuals 
with jobs from 9:00 am to 5:00 pm from Monday to Friday. It is assumed that both adults stay 
at home on weekends. 

 

 

Table 1 Appliance Schedule for Apartment 
Appliance Rating (KW) Number Operating time (hr) Schedule Energy usage sharing 

Geyser 3.5 1 06:00-07:00, 19:00-20:00 Shiftable Smart plug 

Electric kettle 2.0 1 07:00-09:00 Shiftable Smart plug 

Toaster 1.5 1 07:00-08:00 Shiftable Smart plug 
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Microwave oven 1.0 1 18:00-20:00 Shiftable Smart plug 

Dishwasher 1.0 1 08:00-09:00, 21:00-22:00 Shiftable Smart plug 

Vacuum cleaner 1.7 1 21:00-23:00 Shiftable Smart plug 

Electric iron 1.2 1 06:00-07:00, 22:00-23:00 Shiftable Smart plug 

Washing machine 0.33 1 22:00-00:00 Shiftable Smart plug 

TV 0.065 1 07:00-09:00, 18:00-23:00 Shiftable Smart plug 

Pool heater22:00-20:00 1 2.5 ٭ shiftable Smart plug 

Electric stove/oven 4.0 1 07:00-08:00, 18:00-20:00 Shiftable Smart plug 

AC22:00-18:00 1 3.0 ٭ Shiftable Smart plug 

Refrigerator 0.25 1 00:00-00:00 Non-shiftable Smart plug 

Lights23:00-18:00 ,08:00-06:00 10 0.024 ٭ Shiftable Zigbee enabled 

Bedroom heater06:00-23:00 1 0.8 ٭ Shiftable Smart plug 

Miscellaneous loads 1.0 - 07:00-09:00, 18:00-23:00 Shiftable Smart plug 

 With respect to the pool heater, it is used between 20:00-22:00 during winter, and 20:00-21:00 in summer. The٭
AC is used between 18:00-22:00 during summer only. It is not used in winter. The lights are switched on from 
17:00-23:00 on winter days because of shorter days and longer nights. The bedroom heater is used between 23:00-
06:00 during winter only. It is not used in summer. 

Fig. 3 shows the variation in unit price of electricity (cents/KWh) based on ToU charges for 
the city of Johannesburg during weekdays and weekend days. For weekdays, off-peak hours  

 

 

 

Fig. 2 Average monthly temperature for Johannesburg [47] 

 

are between 22:00-06:00, peak hours between 10:00-12:00 and 20:00-22:00. Standard rates 
apply between 09:00-10:00 and 12:00-19:00. For weekend days, only standard and off-peak 
rates apply [48]. The unit rate variation is the same during winter. The only difference is that 
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there is an increase of 58%, 17% and 7% respectively for peak, standard and off-peak periods 
respectively [48]. 

 

Fig. 3 Unit electricity Price Variation over 24 hours for Johannesburg based on ToU [49] 

 

3.2 Objective Minimization Function with Parameter and Constraint Specification 

The conceptual smart home uses a solar photovoltaic (PV) panel and a battery as alternative 
energy sources. According to [49], power supplied by solar panel is given by the product of 
terminal voltage and output current (Note: In all equations, (∙) represents ‘product’): 

௦ܲ௢௟௔௥ ൌ ்ܸ ,௦௢௟௔௥ ⋅  ௢௨௧,௦௢௟௔௥        (5)ܫ

From Equation (5): 

்ܸ ,௦௢௟௔௥ ൌ
௡ೞ௞்೔ೝೝ

௘೎
         (6) 

்ܸ ,௦௢௟௔௥ is the solar thermal voltage of the PV panel, ܫ௢௨௧,௦௢௟௔௥ is output current of PV panel, ݊௦ 
is the number of cascaded cells in the PV panel, k is Boltzmann constant, ௜ܶ௥௥ is irradiated 
temperature of PV panel, ݁௖ is electronic charge supplied by PV panel. 

௢௨௧,௦௢௟௔௥ܫ ൌ ௜௥௥ܫ െ ௗ௦௔௧ܫ ൭݁
ቆ
ೇ೚ೠ೟శ಺ೞೃೞ
ೂ೑೏ೇ೅,ೞ೚೗ೌೝ

ቇ
െ 1൱ െ ሺ௏೚ೠ೟ାூೞோೞ

ோ೛ೌೝ
ሻ    (7) 

 ௗ௦௔௧ is the diode saturation current, ௢ܸ௨௧ is the output voltage ofܫ ,௜௥௥ is the irradiated currentܫ
PV module, ܫ௦ is series current of solar cell, ܴ௦ is series resistance of solar cell, ܳ௙ௗ is diode 

quality factor, ்ܸ ,௦௢௟௔௥ is solar thermal voltage, ܴ௣௔௥ is parallel resistance of solar cell. 

The battery parameters are with respect to the state-of-charge (SoC) for charging and 
discharging. According to [51], state-of-charge for the battery can be represented as: 

߮௧ାଵ ൌ
ఝ೟ାణ೎∙௉೎,೟∙డ௧೎

ఢ೎
െ

௉೏,೟∙డ௧೏
ణ೏∙ఢ೎

െ ߫ ∙        (8)		௦ௗݐ߲

߮௧ାଵ is the SoC of battery (lead acid or Li-ion) at the next time step, ߮ ௧ is battery SoC at present 
time step (Note: Each time step is represented by 1 hour), ߴ௖ is the battery charging efficiency, 
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௖ܲ,௧ is battery charging power, ߲ݐ௖ is charging time step, ߳௖ is charging rate of battery, ௗܲ,௧ is 

battery discharging power, ߲ݐௗ is discharging time step, ߴௗ is the battery discharging 
efficiency, ߫ is self-discharge rate of battery, ߲ݐ௦ௗ is the self-discharging time step. 

The battery is prevented from overcharging or over-discharging based on Equations (9) and 
(10) respectively [51]: 

0 ൑ ௖ܲ,௧ ൑ ௖ܲ,௧,௠௔௫ ∙ ߱௖,௧         (9) 

0 ൑ ௗܲ,௧ ൑ ௗܲ,௧,௠௔௫ ∙ ߱ௗ,௧          (10) 

௖ܲ,௧,௠௔௫ is the maximum allowed charging power level of the battery (set to 90% of rated 

battery power), ߱௖,௧ indicates the battery charging status. If ߱௖,௧ ൌ 1, then the battery is 

charging. Else, it is discharging, ௗܲ,௧,௠௔௫ is the minimum allowed discharging power level of 

the battery (set to 30% of rated battery power), ߱ௗ,௧ indicates the battery discharging status. If 

߱ௗ,௧ ൌ 1, then the battery is discharging. Else it is charging. ௖ܲ,௧ and ௗܲ,௧ are charging and 

discharging power limits respectively. Therefore, the following holds true for the battery 
charging/discharging status: 

߱௖,௧ ൅ ߱ௗ,௧ ൌ 1          (11) 

The multi-objective minimization function for demand response strategy is discussed in the 
following sections. The minimization function consists of the electricity cost, PAR reduction 
and discomfort minimization for consumers. 

3.2.1 Electricity Cost 

With regard to consumer participation in demand response program, electricity cost ሺ݁௖ሺݐሻሻ 
can be modelled according to [52]: 

݁௖ሺݐሻ ൌ ∑ ∑ ௔ܲ௣௣,௜ ∙ ௧ߣ ∙ ߱௧ ∙ ݐ߲
ே
௜ୀଵ

்
௧ୀଵ        (12) 

ܶ is the total number of periods in scheduling cycle, ݐ is the period number, ߲ݐ is the length of 
each time period, ܰ  is the total number of schedulable appliances, ݅  is appliance number, ܲ ௔௣௣,௜ 

is the rated power of appliance ݅, ߣ௧ is electricity price in period ݐ, ߱௧ is the on/off status of 
appliance ݅ in period ݐ.  

The schedulable appliances are used during periods of the day when the unit electricity price 
is comparatively lower.  
(Note: Equation (12) applies to schedulable appliances only). 

 

3.2.2 Peak-to-Average Ratio 

The peak-to-average ratio (PAR) is considered in this paper because it affects the bonus 
incentive which the DR aggregator derives from the distribution utility. In other words, the 
smaller the value of PAR, the greater the bonus will be, and vice versa [53]. PAR is a stability 
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index which balances conventional power generation cost with cost of maintaining renewable 
energy sources. Mathematically, it is defined as [54]: 

Π	ሺܲ, ሻݐ ൌ ௣௘௔௞	௟௢௔ௗ	௢௙	௦௠௔௥௧	௚௥௜ௗ

௔௩௘௥௔௚௘	௟௢௔ௗ	௢௙	௦௠௔௥௧	௚௥௜ௗ
ൌ

௉೘ೌೣ,೟
భ
೅
∑ ௉೟೅
೟సభ

     (13) 

௠ܲ௔௫,௧ is the maximum power generated by the smart grid, ௧ܲ is the power generated within 

one time interval ݐ, and ܶ is total number of time intervals. 

For this paper, the PAR is calculated on a daily basis for summer and winter days respectively. 
Therefore, ܶ=24. The accrued bonus ሺܾሺݐሻሻ to the demand response (DR) aggregator from the 
utility with respect to PAR is an objective that needs to be maximized as [47]: 

ܾሺݐሻ ൌ ∑ߪ ሺܿ௚௘௡,௖௢௡௩,௧ െ ܿ௚௘௡,஽ோ,௧ሻ்
௧ୀଵ         (14) 

 is the bonus coefficient, ܿ௚௘௡,௖௢௡௩,௧ is the generation cost using conventional sources at time ߪ

  .ݐ ௚௘௡,஽ோ,௧ is generation cost with demand response at timeܿ ,ݐ

3.2.3 Discomfort 

 Demand side management programs result in some level of discomfort to the consumer as a 
result of the rescheduling of time-shiftable appliances. However, in order to encourage 
participation in demand response programs, the level of discomfort to the consumer must be 
kept within acceptable limits. In this paper, the level of consumer discomfort is modelled as: 

,௖௢௡,௜ሺܲܦ ሻݐ ൌ ൜
0 ൑ ܦ ൑ 0.5 ∶ 	 ௖ܲ௢௡,௜,௧ ൅ ோܲாௌ,௜,௧

0.5 ൑ ܦ ൑ 1 ∶ 	 ௖ܲ௢௡,௜,௧
         (15) 

௖ܲ௢௡,௜,௧ is power consumed by consumer i with demand response, ோܲாௌ,௜,௧ is power consumed 

by consumer i with demand response and utilization of renewable energy sources , D is 
discomfort factor, ܦ௖௢௡,௜ሺܲ,  ሻ is discomfort factor of consumer i at time t given their energyݐ

consumption habits. 

The discomfort factor is selected based on utilization of renewable energy sources by 
consumer. It is weighted such that a lower weighting (0 to 0.5) translates to a lower level of 
discomfort, and vice versa. In other words, the consumer is rewarded when renewable energy 
sources are utilized during peak pricing periods. 

3.2.4 Uncertainty 

The uncertainties considered in this paper are from the demand side of the power system. The 
solar PV module is subject to uncertainties based on the fluctuations in weather conditions, 
which can occur within a normal day in Johannesburg. Also, unpredictable user behaviour with 
regard to energy usage can introduce unplanned trends into the energy usage profile [45]. The 
exponential smoothing model for forecasting uncertainty is adopted in this paper [55]: 

ܷఈ,ௗ ൌ ߚ ഥܷఈ,ௗିଵ ൅ ሺ1 െ  ሻܷఈ,ௗିଵ          (16)ߚ
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ߙ ൌ 1,2 and represents the uncertainty of PV module and consumer behaviour respectively, ߚ 
is smoothing factor of exponential smoothing model (0<	1>ߚ), ഥܷఈ,ௗିଵ	is actual value of power 

output due to uncertainty of previous day, ܷఈ,ௗିଵ, ܷఈ,ௗ is forecasted uncertainty load values 

for previous and next day respectively.  

The exponential smoothing model is a data pre-processing technique used for noise removal. 
It has been successfully applied in several forecasting and/or prediction techniques [61]-[62]. 

In order to represent the degree of uncertainty with respect to ܷఈ,ௗ, ܷఈ,ௗିଵ can be re-written 

as: 

ܷఈ,ௗିଵ ൌ ഥܷఈ,ௗିଵሺ1 ൅ ఈߩ
௣௘௔௞ߠ௥௔௡ௗሻ          (17) 

ఈߩ
௣௘௔௞ is percentage representing degree of uncertainty of PV module and consumer behaviour 

respectively, ߠ௥௔௡ௗ is random uniformly distributed number with interval [-1  1]. In particular, 

ଵߩ
௣௘௔௞=5% and ߩଶ

௣௘௔௞=8% (based on the assumption that consumer behaviour is marginally 

more erratic than weather uncertainty). 

 

4 Improved Enhanced Differential Evolution (iEDE) Algorithm and Multi-objective 
Minimization Function 

4.1 iEDE 

Differential evolution (DE) selects the best-fitting solution(s) to a problem by continually 
testing candidates with a pre-determined standard (called a mutant vector) [60]. This is as a 
result of the role that the difference vector plays in guiding the mutant vector towards the global 
optimum. DE is effective in obtaining the most suitable solution to complex problems because 
of its rigorous competition strategy. This strategy allows even the mutant vector to be replaced 
when a better-performing candidate has been found. The steps involved in the DE selection 
strategy are: initialization, mutation, crossover and selection [26]. The mutation and crossover 
stages are vital to the performance of the DE algorithm; as such, several researchers have 
proposed improvements to these stages (called enhanced differential evolution (EDE)), in order 
to enhance its performance in demand side management [19]-[20], [25]. 

This paper proposes an improved enhanced DE algorithm (iEDE) using a two-archive approach 
for mutation and crossover (recombination). This approach is motivated by the following 
reasons: 

1. The ever-increasing complexity of optimization problems (particularly with respect to 
the number of objectives) makes the challenge of balancing local exploitation with 
global exploration difficult [56] 

2. The large dimension of the solution space makes it difficult for the mutation and 
recombination processes to produce fit offspring from genetically-compatible parents. 
In other words, fit parents do not always produce fit offspring. Furthermore, the large 
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dimension of solution space makes it difficult for compatible candidates to locate and 
mate with each other 

With regard to the aforementioned, the two-archive approach is summarized by a 3-step 
flowchart in Fig. 4. 

   

 

 

 

 

 

Fig. 4 Proposed two-archive DE 

The primary archive adopts the evolutionary approach proposed in [20]. However, in order to 
prevent long computational time, the secondary archive has a size of Np/2 (where Np is the size 
of the primary archive). The crossover rate (CR) settings for the first three trial vectors for the 
primary (Ap) and secondary (As) archives are shown in Table 2. 

Table 2 CR settings for DE/rand-to-best Strategy 
 

 

   

 

The trial vector settings for the primary archive have been adopted from [19]. In this paper, we 
will focus on the dynamics between convergence and diversity within the secondary archive. 
The primary archive uses the conventional EDE [20]. The mutation vector Mi is obtained 
according to the following: 

௜,௧ܯ ൌ ீ,௥ଵݔ ൅ ீ,௥ଶݔሺܨ െ  ௥ଷ,ீሻ        (18)ݔ

ீ,௥ଵݔ .is the scaling factor with an upper limit of  1.0 ܨ ீ,௥ଷݔ and	௥ଶ,ீݔ ,  are randomly chosen 

vectors in a given generation. ݔ௥ଶ,ீ and ݔ௥ଷ,ீ  are difference vectors. 

 With regard to the population size of the secondary archive relative to the primary archive: 

௦ܰ ൌ
ே೛
ଶ

         (19) 

௦ܰ is the size of secondary archive, and ௣ܰ is size of primary archive 

Trial vectors Ap As 

xr1,G 

xr2,G 

xr3,G 

0.3 

0.6 

0.9 

0.2 

0.4 

0.7 

Initialize secondary archive (population) with a lower 
mutation rate than primary archive

Allow secondary population candidates to mutate 
and recombine with each other, while evaluating 
secondary fitness function and objective function   

Pass successful candidates back into the primary 
population in order to compete for final selection   
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With regard to the secondary archive, the mutation and recombination process is set such that 
the phenotype of particles evolves at a slower rate. This strategy is adopted since the archive is 
populated by ‘unfit’ individuals considered to be weaker than those in the primary archive. In 
particular, phenotype modification is determined using [56]: 

௧݌ ൌ ௧ିଵ݌ ൅ ߱௥,௧         (20) 

 ௧ିଵ is the phenotypic state of the݌	.ݐ ௧ represents the phenotype of a particle within ௦ܰ at time݌
particle at time ݐ െ 1 since the state of the particle is considered in a stepwise manner.   ߱௥,௧ is 

a random, normally distributed number added to the phenotype at time ݐ with mean ߟ ൌ 0 and 
standard deviation ߤ ൌ  .௦ߤ

The fitness function of a particle i within ௦ܰ at time t is denoted as ܨሺ ௦ܰ,௜,  ሻ and determinedݐ

according to: 

ሺܨ ௦ܰ,௜, ሻݐ ൌ
௙ሺ௣೔,೟షభሻ

∑ ௙ሺ௣ೞ,೟షభሻ
ಿೞ
೔సభ

        (21) 

݂൫݌௜,௧ିଵ൯ is the fitness of phenotypic fitness of particle i and ∑ ݂ሺ݌௦,௧ିଵሻ
ேೞ
௜ୀଵ  is the overall fitness 

of particles within the secondary archive. 

With regard to diversity of ௦ܰ, it is important to consider the richness and evenness of the 
population [56]. The richness describes the variety that exists within genotype and phenotype 
of the secondary population, while the evenness describes the spread among genotypical 
attributes of the population (for example, the distribution of fit alleles within particle genomes). 
In order to ensure a good tradeoff between these two important attributes, the following relation 
is used: 

݃௢௣௧,௧ାଵ ൌ ሺ1 െ ሻ݃௢௣௧,௧ߝ ൅ ߝ
ሺଵି௠ሻఢೞ௚೚೛೟,೟ା௠ሺଵି௚೚೛೟,೟ሻ

ఢೞ௚೚೛೟,೟ାሺଵି௚೚೛೟,೟ሻ
൅ ௦ܰ ∙  (22)    ߝ

݃௢௣௧,௧ାଵ represents the improved genotype of particles within ௦ܰ, ߝ is replacement rate of unfit 

particles in ௦ܰ, ݉ is the mutation rate, ߳௦ is the selection pressure. The last term ( ௦ܰ ∙  is (ߝ
added to ensure that the final selection of fit individuals with respect to particle lifetime within 

௦ܰ is as optimal as possible. 

In order to address the problem of distant solutions, the approach proposed in [57] is adopted 
to group fit candidates together. For any two clusters a and b, the shortest Euclidean distance 
is determined, and both clusters are grouped together according to (22) and (23): 

݀ாሺܽ, ܾሻ ൌ ට
ଶ௡ೌ௡್∙‖ఙೌതതതതିఙ್തതതത‖మ

ሺ௡ೌି௡್ሻ
         (23) 

݀ாሺܽ, ܾሻ is the distance between a and b, ݊௔ and ݊௕ are the number of candidates in cluster a 
and b respectively, ∙ ௔തതതߪ‖ െ  ,௕തതത. Consequentlyߪ ௔തതത andߪ ௕തതത‖ଶ is the Euclidean distance betweenߪ
minimum distance between clusters is obtained according to: 

௝ߟ
௖௘௡௧ ൌ

∑ ణೖ,ೕ
೎೗೙

ೖసభ

௡
            (24) 
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௝ߟ
௖௘௡௧ represents the jth objective value of the centre of cluster ߴ ,ߟ௞,௝

௖௟  is the jth objective value 

of the kth candidate in cluster ߟ, ݊ is the total number of candidates in cluster ߟ.  

The termination criterion used in the simulations is limited to the number of generations (Ngen). 
For the primary archive, Ngen=1,000 and for the secondary archive, Ngen=500. The general 
parameter settings for the simulations are summarized in Table 3, while the details of the 
proposed iEDE algorithm are outlined in Algorithm 1. 

Table 3 Parameter Settings for iEDE Algorithm, EDE, MOEA/DD and NSGAIII 
Parameter  Setting 

Mutation factor (F)* [0   2] 

Number of Feature Evaluations (FEs) 10,000 

Number of simulation runs per case 10 

Mutation rate 1/n 

Crossover rate (adaptive) 0.2 – 1.0 

Population size* Np=100, Ns=50 

Selection strategy* DE/rand-to-best/1 

Number of generations* Ngen,p=1,000,  Ngen,s =500 

Number of dimensions 100 

Upper and lower limits for initial population* ݔ௜
௅, ݔ௜

௨=[0    1] 

Scaling factor* F= [0.2   0.8] 

 *The mutation factor, selection strategy, and scaling factor apply to EDE and iEDE only. However, with regard 

to the population size, 100 search particles have been selected for MOEA/DD and NSGAIII to ensure uniform 
test conditions. Real-valued crossover has been used for all selected algorithms. The number of generations has 
been set to 1,000 for MOEA/DD and NSGAIII as termination criterion. All other parameter settings have been 
uniformly set for selected evolutionary algorithms to ensure that simulation results can be compared.   

 

Algorithm 1. Pseudocode for iEDE Algorithm 

Start 
1 Input EDE parameters: CR, F, ݔ௜

௅, ௜ݔ
௎, Np, Ns, MaxGen  

2 Initialize primary archive population Np 

3 Mutate Np according to Equation (18) 
4 Evaluate fitness of random solutions according to Equation (21) 
5 If crossover probability (pc) and mutation probability (pm) are satisfied: 
6 Select solutions 
Else 
7 Initialize secondary archive population Ns 
8 Mutate Ns with xr1,G=0.2, xr2,G=0.4, xr3,G=0.7 
9 Vary xr1,G, xr2,G and xr3,G adaptively until fitness of candidates is satisfied according to Equation (21) 
10 Crossover and recombine candidates according to pc and pm until termination condition is satisfied 
11 Add selected solutions from Ns to Np  
12 Repeat steps 2 to 6 



15 
 

End  
 
4.2  Multi-objective Minimization Function 

The objective minimization function is formulated using Equations (4), (12), (14), (15) and 
(16) as: 
 
minܨሺݐሻ ൌΓሺtሻ ൅ ݁௖ሺݐሻ െ ܾሺݐሻ ൅ ,௖௢௡,௜ሺܲܦ ሻݐ ൅ ܷఈ,ௗሺݐሻ    (25) 
Subject to: 
 
௣ܸ௩,௧ ൌ ௢ܸ௖௖,௧ ൅ ௠ܸ,௧         (26) 
௧,௠௜௡ߚ ൑ ௧ାଵߚ ൑  ௧,௠௔௫        (27)ߚ
௧ାଵߚ ൒  ௧బ,௧         (28)ߚ

௠ܲ௔௫,௧ ൌ ௣ܲ௩,௧ ൅ ௣ܲ௩,்         (29) 
݁ௗ,௧,் ൑ ௖ܲ௢௡௩,்         (30) 
݁௖,௧,் ൑ ௖ܲ௢௡௩,்         (31) 
 
With regard to constraints in Equation (26) – (31): 
௣ܸ௩,௧ is the total voltage supplied by the solar PV module at time t, ௢ܸ௖௖,௧ is the terminal voltage 

of the PV module on no load, ௠ܸ,௧ is the voltage supplied to a load m at time t. 
 ௧ାଵ is the state-of-charge duringߚ ,௧,௠௜௡ is the state-of-charge of the battery in discharged stateߚ 
a specified period, ߚ௧,௠௔௫ is the state-of-charge of battery in fully charged state 
 ௧బ,௧ is battery state-of-charge at an initial starting instant in timeߚ

௠ܲ௔௫,௧ is the maximum power supplied by PV module, ௣ܲ௩,௧ is the power supplied by PV 
module at time t, ௣ܲ௩,் is power supplied after maximum time slot is achieved 
݁ௗ,௧,் is the battery discharge rate at time t, ௖ܲ௢௡௩,் is the total power converted and stored in 
the battery, ݁௖,௧,் is the battery charging rate at time t 
   
The minimization function has been modelled as a convex function. Also, the performance of 
the proposed iEDE algorithm is compared to three other algorithms: EDE, multi-objective 
evolutionary algorithm based on dominance and decomposition (MOEA/DD) and non-
dominated sorting genetic algorithm III (NSGAIII). The performance metric being used is the 
inverted generational distance (IGD), as well as the computational time. IGD calculates the 
average least distance from each point within a set of reference points to each point within the 
set of non-dominated solutions [58]. The smaller the IGD value, the better the convergence and 
diversity of the final solution set will be. The IGD is obtained according to [59]: 

,ሺ߭ܫ ߭ᇱሻ ൌ
∑ ௠௜௡್ചഔௗಶሺ௔,௕ሻೌചഔᇲ

|జᇲ|
          (32) 

 

߭ represents the objective values of non-dominated solution set obtained by MOEA, ߭ᇱ is the 
set of uniformly distributed reference points from Pareto optimal front, ݀ாሺܽ, ܾሻ is the 
Euclidean distance between ܽ and ܾ. 

5 RESULTS AND DISCUSSION 

The performance of the proposed iEDE algorithm is compared with EDE, MOEA/DD and 
NSGA III in Table 4. From the results obtained using IGD metric and computational time, it 
can be seen that iEDE performs better than the three other algorithms for 7 out of 10 simulation 
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runs. 10 simulation runs were used because it was observed that IGD values for all algorithms 
did not vary significantly beyond this number of runs. The IGD performance metric is a 
measure of both convergence and diversity of the solution candidates; this means that compared 
to the three other evolutionary algorithms, iEDE can generate the best possible solutions to the 
MOP. With regard to computational time, iEDE outperforms the other algorithms in 50% of 
the total simulation runs. From these results, it is observed that the secondary archive of iEDE 
adds to the computing overhead of the algorithm. This is because greater demand is placed on 
the computer processor as a result of parallel population sorting. In this regard, it is seen that 
NSGA III performs almost as well as the proposed algorithm. 

 The daily energy consumption for the proposed smart home for summer and winter weekdays 
is shown in Fig. 5 and Fig. 6 (before and after optimization with iEDE respectively). The usage 
profile shows that energy consumption peaks between 06:00-09:00 and also between 19:00-
22:00 daily for both seasons (Fig. 5). This pattern is the same for weekend days as well. From 
Fig. 6, it can be seen that optimized energy usage via information from DR aggregator results 
in a flattened profile. This is as a result of rescheduling of shiftable appliances from peak 
periods to off-peak periods (Table 5). The five shiftable appliances have been selected because 
they contribute significantly to the daily energy consumption of the proposed smart home. 
Also, they are appliances which are used during both summer and winter seasons. This 
optimized energy usage schedule improves energy savings, and consequently reduces daily 
electricity costs. In particular, optimized energy usage profile for peak periods results in energy 
savings of 33% and 22% (at 08:00) for summer and winter weekdays respectively; also savings 
of 17.6% and 16.7% (at 21:00) for summer and winter weekdays respectively. 

Table 4 IGD values and Computational time for 10 runs with iEDE, EDE, MOEA/DD 
and NSGA III 

 iEDE EDE MOEA/DD NSGA III 

IG
D

 
 

5.09e-03 2.13e-02 1.49e-02 2.58e-01 

6.14e-02 2.27e-03 2.71e-03 3.14e-02 

1.27e-02 5.19e-01 3.93e-02 3.18e-02 

3.92e-01 6.14e-01 4.17e-01 4.26e-01 

4.59e-04 6.67e-03 5.50e-02 3.37e-03 

2.05e-02 3.12e-03 6.19e-03 4.58e-03 

3.19e-01 2.04e+01 4.03e-01 5.66e-01 

5.25e-02 2.03e-01 3.05e+00 6.97e-01 

4.73e-02 2.93e-01 1.12e-01 4.18e-01 

3.93e-01 2.07e-02 4.77e-01 4.31e-01 

C
om

p
u

ta
ti

on
al

 
ti

m
e 

(s
ec

s)
 

6.05e+02 3.06e+02 4.58e+02 5.96e+02 

3.19e+02 6.19e+02 4.44e+02 3.57e+02 

4.67e+02 5.05e+02 5.65e+02 4.82e+02 
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1.27e+02 2.12e+01 1.93e+02 2.58e+02 

5.63e+01 2.55e+02 3.01e+02 4.36e+02 

2.52e+03 3,33e+02 4.15e+02 3.14e+02 

3.35e+02 5.28e+02 3.81e+02 4.89e+01 

3.78e+02 4.18e+02 4.66e+02 3.95e+02 

5.59e+02 3.12e+02 3.97e+01 3.28e+01 

4.69e+02 6.86e+02 7.50e+03 3.16e+03 

 

Fig. 5 Hourly Electricty consumption for proposed smart home for summer and winter 
weekdays (before optimization) 

 

Fig. 6 Hourly Electricty consumption for proposed smart home for summer and winter 
weekdays (after optimization) 

The level of discomfort to the consumer participating in DR program is estimated by 
considering the waiting time for both interruptable and uninterruptable appliances (Fig. 7). The 
performance of iEDE is compared to EDE for a selected peak hour (20:00-21:00 on weekday). 
From Fig. 7, it can be seen that iEDE yields a 41.7% time savings in hourly running time for 
uninterruptable appliances, and 39.3% time savings for interruptable appliances compared to 
EDE. This approach is based on the idea that waiting time is within the comfort level of the 
consumer. Therefore, the longer the waiting time, the greater the energy cost savings without 
sacrificing user comfort. Fig. 8 shows the PAR for consumers without DR, and those with DR 
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using EDE and iEDE respectively. It can be seen that PAR for iEDE and EDE is 41.7% and 
25% less respectively compared to a consumer without DR. Also, PAR for iEDE is 22% less 
than that for EDE.  

User comfort is enhanced by minimizing the discomfort factor, D (Equation (15)). It is 
determined on an hourly basis for time-shiftable appliances. A comparison of appliance waiting 
time for sfiftable appliances is carried out based on renewable energy resource utilization 
relative to consumer demand response. Rooftop solar PV module was considered for the 
consumer with demand response. This comparison is based on the same peak hour for summer 
day considered in Fig. 7. In particular, we consider geyser, vacuum cleaner and electric iron as 
shiftable appliances. Comparison is made for EDE and iEDE respectively, since EDE 
outperforms NSGAIII and MOEAD/D. From the results shown in Table 6, it can be seen that 
operation of each one of the three shiftable appliances considered can be delayed for the 
specified period while still satisfying Equation (15). The iEDE algorithm yields longer waiting 
time for all three shiftable appliances which means it results in greater cost savings while 
considering user comfort for the selected peak hour.  

 

Fig. 7 Estimating user discomfort level using Appliance waiting time 

 

Fig. 8 PAR for consumer without DR, with DR using EDE and with DR using iEDE 

 
Table 5 Optimized operating schedule for five shiftable appliances in proposed smart 

home  
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Appliance Rating 
(KW) 

Optimized schedule 

(Summer weekday) 

Optimized schedule 

(Summer weekend 
day) 

Optimized schedule 
(Winter weekday) 

Optimized schedule 
(Winter weekend day) 

Geyser 3.5 05:00-06:00, 18:00-
19:00 

06:00-07:00. 17:30-
18:30 

05:00-06:00, 18:00-
19:00 

06:00-07:00. 17:30-
18:30 

Vacuum cleaner 1.7 20:30-21:30 17:00-19:00 20:30-21:30 17:00-19:00 

Electric iron 1.2 05:00-06:00. 20:30-
21:30 

05:30-06:30, 18:30-
19:30 

05:00-06:00. 20:30-
21:30 

05:30-06:30, 18:30-
19:30 

Miscellaneous 
loads 

1.0 06:30-07:30, 18:00-
19:30 

14:00-18:00, 21:30-
23:00 

06:30-07:30, 18:00-
19:30 

14:00-18:00, 21:30-
23:00 

Dishwasher 1.0 06:45-07:45, 19:30-
20:30 

14:00-15:00, 21:30-
22:30 

06:45-07:45, 19:30-
20:30 

14:00-15:00, 21:30-
22:30 

 

Table 6 Comparison of Maximum Allowable Waiting Time for EDE and iEDE Based on 
Discomfort Factor, D for summer day peak hour (20:00-21:00) 

  
Shiftable Appliance Maximum Allowable Waiting Time 

(EDE) 
Maximum Allowable Waiting Time 

(iEDE) 

Geyser 15 mins 18 mins 

Vacuum cleaner 21 mins 26 mins 

Electric iron 17 mins 23 mins 

 

 

 

 

 

6 CONCLUSION 

This paper has discussed the implementation of demand response programs for electricity 
consumers using evolutionary algorithms. Specifically, an improved EDE (iEDE) algorithm 
using two population archives has been proposed for optimizing energy consumption 
parameters with the influence of demand response aggregator. In this paper, an instance of 
interaction of a single home energy management system with the demand response aggregator 
has been considered. This model can be extended to multiple users by considering parameter 
variations on the objective function based on different energy consumption requirements. It 
has been demonstrated that the two-archive approach improves the performance of EDE with 
regard to parameter optimization. It has also been shown that iEDE scales well with two other 
well-performing evolutionary algorithms (MOEA/DD and NSGA III). In particular, iEDE 
outperformed EDE, MOEA/DD and NSGA III with regard to convergence and diversity of the 
final solution set. The proposed algortihm also performed favourably in terms of computional 
time to obtain the optimal parameter settings for maximizing energy cost savings compared to 
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the other considered algorithms. Specifically, energy cost savings is maximized by a 
minimization of the peak-to-average ratio between the demand response aggregator and the 
energy utility. In other words, a low value of peak-to-average ratio results in increased 
monetary bonus to the aggregator; this results in increased financial incentive being paid to 
consumers for reduced energy consumption. In terms of maximizing energy cost savings and 
user comfort, and minimizing PAR, it has been shown that iEDE achieves good performance 
for selected consumer case study. 

With respect to the adaptability of the proposed model for multiple users, the renewable energy 
resource utilization coefficient (Equations (2), (3) and (4)) is proposed to handle cases which 
involve multiple households with different combination of renewable energy sources. The 
coefficient is obtained in such a way that it measures how much the consumer relies on 
renewable sources versus conventional power supply on a daily (hourly) basis. The research in 
this paper has focused on a single consumer; however, future research would examine the 
capability of iEDE to optimize the selected objectives with respect to reducing overall 
computational time for multiple consumers. 

In summary, the following deductions can be made: 

(1) Integrating alternative renewable energy sources using the proposed renewable energy 
source utilization coefficient (Equation 2) improves financial cost savings for the 
consumer. In other words, increasing the number of renewable energy sources increases 
compensation to demand response aggregator, and consequently to the consumer. 

(2) Incorporating demand response aggregators into existing power systems will encourage 
judicious energy usage among consumers. This will benefit both energy utilities and 
demand response aggregators. Energy utilities will maximize usage of energy 
distribution infrastructure, while the demand response aggregators will maximize 
financial compensation from the utilities. 

(3) Differential evolution is an effective evolutionary algorithm for optimizing parameters 
for the DR aggregator and the home energy management system. The proposed two-
archive approach for mutation and recombination improves the performance of the 
earlier proposed enhanced differential evolution algorithm. In particular, the slower 
phenotypic modification rate adopted in the secondary archive was effective in 
improving performance. Therefore, evolutionary algorithms can play a vital role in 
improving demand response for both consumers and energy utility companies.     

While the paper has highlighted the important role of DR aggregator in providing optimized 
energy scheduling for consumers, there is still a need to improve the performance of the 
proposed algorithm with regard to its computational demands. Therefore, future research will 
focus on how to improve the portability of the two-archive approach for mutation and 
recombination of candidate solutions. Also, the performance of the proposed aggregator has 
not been evaluated with the dynamics of the energy distribution utility. There is therefore the 
need to ascertain the robustness of the proposed system in the presence of energy supply system 
parameters.    
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