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Introduction

Conservation and ecosystem services studies are 
important scientific sources for decision-makers seeking 
advice on environmental management (Daily and 
Matson 2008, Kareiva and Marvier 2012). Their results 
potentially influence actions and it is therefore crucial to 
assess transparently the reliability of current research 
and its recommendations (Pullin and Knight 2003, Boyd 
2013).

Evidence-based practice was introduced in the 
medical field aiming to assess the reliability of scientific 
statements and identify the best available information 
to answer a question of interest (Sackett et  al. 1996, 
GRADE Working Group 2004, OCEBM Levels of 
Evidence Working Group 2011). In conservation, 
evidence-based practice was first mentioned 15 yr ago 
(Sutherland 2000, Pullin and Knight 2001). Today, the 
Collaboration for Environmental Evidence fosters the 
creation of systematic reviews to collate the strongest 
possible evidence (Petrokofsky et  al. 2011, 
Collaboration for Environmental Evidence 2013; see 
also Journal for Environmental Evidence), together 
with Conservation Evidence (Hopkins et al. 2015), 
which focuses on the development of summaries and 
guidelines, and the communication of evidence to 
practitioners (Sutherland et  al. 2012, Dicks et  al. 
2014). Summaries, contrary to systematic reviews, do 

not focus on a specific question but bring together 
information from a much broader topic, e.g., from a 
whole animal group, such as bees (Dicks , et al. 2010, 
2014, Walsh et al. 2015).

Systematic reviews and summaries compile individual 
studies and therefore require the evaluation of the 
evidence at the level of the individual study. In systematic 
reviews this is typically mentioned as one step of the 
critical appraisal. However, to date, such critical 
appraisal is often implicit, based on criteria varying for 
every systematic review (Collaboration for Environmental 
Evidence 2013, Carroll and Booth 2015, Stewart and 
Schmid 2015). We therefore introduce an evidence 
assessment tool providing a clear appraisal guideline to 
score the reliability of individual studies.

Definitions and Terminology

A well-defined terminology is essential for effective 
communication between practitioners and scientists. 
Evidence is the “ground for belief" or “the available body 
of information indicating whether a belief or proposition 
is true or valid" (Howick 2011). Evidence describes the 
knowledge behind a statement and expresses how solid 
our recommendations are (see also Higgs and Jones 
2000:311; Rychetnik et al. 2001, Lohr 2004, Binkley and 
Menyailo 2005, Pullin and Knight 2005). The strength 
of evidence reflects the reliability of information and we 
can identify whether a statement is based on strong or 
weak evidence, i.e., very reliable or hardly reliable. Hence 
evidence-based practice means to identify the reliability 
of current knowledge, based on research integrated with 
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expertise, and to act according to this best available 
knowledge. The collation and appraisal of the best 
available evidence follow strict criteria to ensure trans-
parency and to reduce bias. A goal of evidence-based 
practice is to act on best available evidence while being 
aware of the strength of inference this evidence permits 
(Howick 2011:15).

Setting Question and Context

The formulation of a clear research question and the 
purpose of investigation is highly emphasized throughout 
the evidence literature (Higgins and Green 2011, 
Collaboration for Environmental Evidence 2013:20–23). 
Questions should specify which ecosystem service, species 
or aspect of biodiversity will be investigated in which 
system, as this will help to determine the external validity 
of the answer provided in a study.

We further recommend to determine the focus of the 
question as either quantification, valuation, manage-
ment, or governance. Quantification studies measure the 
amount of an ecosystem service, species abundance, 
biodiversity, or other conservation targets. Measures can 
be taken in absolute units or relative to another system. 
Valuation studies assess the societal value of ecosystem 
services. The most common way is monetary valuation. 
Management is the treatment designed to improve or 
benefit specific ecosystem services, target species, or other 
conservation aspects. For example, leaving dead wood 
in forests to increase biodiversity or reducing agricul-
tural fertilizer to decrease nearby lake eutrophication. 
Governance is seen as the strategy or policy to steer a 
management intervention, such as REDD (Reducing 
Emissions from Deforestation and Forest Degradation), 
which aims to encourage forest protection and reforesta-
tion (Kenward et al. 2011). The strategies used by policy 

makers include incentives (subsidiaries) or penalties 
(law/tax; see also Bevir 2012). When the effectiveness of 
management and governance strategies is determined, 
evidence-based quantification or valuation is required to 
measure the outcome of the management or governance 
intervention. Acuña et  al. (2013), for example, used 
valuation methods to determine success or failure of a 
management strategy, while Walsh et al. (2012) quanti-
fied malleefowl abundance through monitoring survey 
data to assess the management impact of fox baiting. 
The distinction of four different foci is essential to assess 
the whole range of environmental management.

We have described how to set the context of questions 
that can be useful in environmental management. Once 
the question has been determined, and the investigation 
carried out, the strength of the resulting evidence should 
be assessed (Fig. 1).

Evidence Assessment

The reliability of a study is characterized by its study 
design and the quality of its implementation. Both are 
evaluated in the evidence assessment.

Evidence hierarchy

The study design refers to the set-up of the investigation, 
e.g., controlled or observational design (GRADE Working 
Group 2004). These study designs are not equally com-
pelling with respect to inferring causality. Differences in 
study designs typically translate into weak or strong evi-
dence. To identify the reliability of a study, study designs 
can be ranked hierarchically according to a level-of-evi-
dence scale, henceforth, the evidence hierarchy (Fig. 2).

Systematic reviews (LoE1a) are at the top of the 
evidence hierarchy (Fig. 2) and provide the most reliable 

Fig. 1.  Schematic representation of the evidence assessment tool. (1) Identification of study question, design, and outcome. 
(2) Assessing a level of evidence based on the underlying study design and calculating a quality score based on the quality checklist. 
(3) Determining the final level of evidence supporting the outcome by downgrading the originally assigned level of evidence 
according to the quality score.
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information. They summarize all information collated in 
several individual studies, have an a priori protocol on 
design and procedure, and are conducted according to 
strict guidelines (e.g., Collaboration for Environmental 
Evidence 2013). If possible, they ideally include quanti-
tative measures, i.e., a meta-analysis (see Koricheva et al. 
2013, Vetter et al. 2013). All other, non-systematic and 
more conventional reviews (LoE1b) may also include 
quantitative analysis or are purely qualitative. Both types 
of review summarize the findings of several studies, but 
systematic reviews assess the completeness and reproduc-
ibility more carefully and strive to reduce bias by having 
transparent, thorough, pre-defined methods (Freeman 
et al. 2006, Higgins and Green 2011, Collaboration for 
Environmental Evidence 2013, Haddaway and Bayliss 
2015, Haddaway and Bilotta 2015).

The necessary condition for any review is that appro-
priate individual studies are available. The most reliable 
individual study design is a study with a reference/control 
(LoE2). Typically, these are case-control or before–after 
control–impact studies (LoE2a; Smith et  al. 2014). 
Investigations that cannot follow such a controlled 
design may alternatively seek to gain strong evidence 
through multiple lines of moderate evidence (LoE2b). 
Multiple lines of evidence require at least two unrelated 
and consistent arguments to confirm the study conclu-
sions, thereby forming a non-contradicting picture (see 
also Smith et al. 2002). Illustrative examples are the valu-
ation of ecosystem services (e.g., Mogas et al. 2006) or 

long-term environmental processes that are difficult to 
control (e.g., Dorman et  al. 2015). Multiple lines of 
evidence can be collected in individual studies using 
different approaches within one study context (LoE2b, 
LoE3c) or in reviews (LoE1) including evidence from 
different studies.

Observational studies (LoE3) are individual studies 
without a control. These include studies employing infer-
ential and correlative statistics (LoE3a), e.g., testing for 
the influence of environmental variables on the quantity 
of an ecosystem service. Descriptive studies (LoE3b) 
imply data collection and representation without statis-
tical testing (e.g., data summaries, ordinations, histo-
grams, surveys). Multiple lines of weak evidence (LoE3c) 
can increase the evidence of LoE4 investigations; elici-
tation of independent expert opinions is a well-known 
example (Sutherland et  al. 2013, Morgan 2014, Smith 
et  al. 2015, Sutherland and Burgman 2015; see also 
Appendix S1).

The lowest level of evidence are statements without 
underlying data (LoE4). These are usually individual 
expert opinions, often not distinguishable from ran-
domness (Tetlock 2005, Drolet et al. 2015). Other state-
ments without underlying data are reasoning based on 
mechanism. Mechanism-based reasoning involves an 
inferential chain linking an intervention to the outcome 
(Howick et al. 2010, Howick 2011). If this chain of mecha-
nisms is not supported by data, there is no possibility to 
assess whether all relevant mechanisms linking the 

Fig. 2.  Level-of-evidence (LoE) hierarchy ranking study designs according to their evidence. Very strong evidence (LoE1) to 
weak evidence (LoE4) with internally ranked sublevels a, b, and c.
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intervention to the outcome have been included. 
Mechanism-based reasoning without corroborative data 
provides only weak evidence. On the other hand, mech-
anism-based reasoning can result in a model that is vali-
dated and tested on real world data. With such a data 
validation, the model could reach moderate evidence or 
strong evidence, depending on the underlying study design.

It is important to note that method and design should 
not be confused. Methods are the means used to collect 
or analyze data, e.g., remote sensing, questionnaires, or 
ordination techniques. Design reflects how the study was 
planned and conducted, e.g., a case-control or observa-
tional design (GRADE Working Group 2004). The same 
methods can be employed for different underlying designs. 
Remote sensing, for example, can be done purely descrip-
tively (LoE3b) or with a reference such as ground-truthing 
or in a before-and-after design (LoE2a). Analogously, 
models can represent theories without supporting data 
(LoE4), involve data input to determine parameters 
(LoE3b), or be tested and validated (LoE3a). To achieve 
strong evidence, model predictions have to be confirmed 
by several unrelated data sets forming a non-contradicting 
picture (LoE2b) or should be built on information derived 
from controlled studies unequivocally identifying the 
underlying causal mechanism (LoE2a; Kirchner 2006).

Critical appraisal

Study design alone is an inadequate marker of the 
strength of evidence (Rychetnik et al. 2001). A study with 
a strong-evidence design may be poorly conducted. The 
critical appraisal assesses the implementation of the 
study design, specifically the methodological quality, the 
actual realization of the study design, and its reporting 
(Higgins and Green 2011). It identifies the study quality 
and may lead to a downgrading in the evidence hierarchy. 
Quality, in this context, is the extent to which all aspects 
of conducting a study can be shown to protect against 
bias and inferential error (Lohr 2004). Quality checklists 
can be used to detect bias and inferential error. Combining 
30 published quality checklists, we provide the first 
quality checklist for conservation and ecosystem services 
(Appendix S1: Table S1), that can be used to compre-
hensively assess the internal validity of a study, covering 
questions on data collection, analysis, and the presen-
tation of results. The checklist consists of 43 questions, 
of which some apply only to a specific context, e.g., for 
reviews or studies focusing on valuation. All questions 
answered with yes receive one point. In the case of non-
reported issues, we advise the answer no to indicate a 
deficient reporting quality. The percentage of points 
received can help to decide whether to downgrade the 
level of evidence (Appendix S1: Table S2).

Reviews provide information at the highest level of 
evidence and their critical appraisal is different from 
other designs because they are based on studies with 
weaker evidence (see Appendix S1: Table S1, Review). 
Every single study included in the review can be assessed 

for its level of evidence using the evidence hierarchy and 
the checklist for quality criteria. If only studies based on 
weak evidence were included, then the review should be 
downgraded, regardless of other quality criteria. In 
addition, a review can be assessed for other quality short-
comings using again the quality checklist.

The checklist should make the assessment more trans-
parent, but we are aware that the process may not always 
be straightforward. Questions in the checklist can be sub-
jective and depend on the judgment of the assessor. 
Cohen's kappa test was used to test the agreement in 13 
exemplary studies between two different assessors 
(Appendix S1: Table S3). It ranges from 0 to 1, repre-
senting random to perfect agreement. Our result revealed 
a moderate agreement (unweighted Cohen's kappa  = 0.49; 
P-value <0.001; Cohen 1960, Landis and Koch 1977, 
Gamer et al. 2015). Depending on the context, the assessor 
may decide to give more weight to particular questions 
or add questions to the checklist. Although the procedure 
cannot be fully standardized, we are not aware of a better 
alternative, and we encourage the use of the checklist as 
a baseline that can be adapted for specific studies.

The combination of study design (Fig. 2) and quality 
criteria (Appendix S1: Table S1) is the last step and iden-
tifies the strength of evidence supporting the study result 
(schematic representation in Fig. 1). The level of evidence 
derived by the study design should be downgraded 
depending on the quality score calculated from the 
quality checklist (Appendix S1: Table S2).

Application of the Evidence Assessment Tool

The suggested method was applied to assess the evidence 
of 13 studies (Appendix S1: Table S3). They were selected 
to serve as examples and illustrate the applicability of the 
tool to the whole range of study designs and foci. The first 
example was a management-related systematic review of 
Mant et al. (2013), conducted according to the guidelines 
of the Collaboration for Environmental Evidence (2013). 
They investigated the effect of liming rivers or lakes on 
fish and invertebrate populations. They found that liming 
increased fish abundances and acid-sensitive invertebrates, 
but may have a negative impact on the abundance of all 
invertebrate taxa combined. According to the critical 
appraisal, the study achieved 21 out of 24 points (88%) 
and it therefore remained at the originally assigned LoE1a, 
the highest level of evidence (Appendix S1: Table S3).

A second example tackles the question: How does 
adding dead wood to rivers influence the provision of 
ecosystem services? (Acuña et  al. 2013). The authors 
investigated two ecosystem services (fishing and retention 
of organic and inorganic matter) in a river-forest 
ecosystem in Spain and Portugal and studied the effect 
of this management intervention. Their study design 
followed a before–after control–impact approach, equiv-
alent to LoE2a. The critical appraisal revealed short-
comings, e.g., no blinding, no randomization, and no 
probability sampling: only 17 out of 25 points (68%) were 
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achieved. The level of evidence was downgraded by one 
level to LoE3a. We therefore conclude that the statement 
made by Acuña et  al. (2013): “restoration of natural 
wood loading in streams increases the ecosystem service 
provision" is based on moderate evidence (LoE3a).

We provide further examples in the Appendix 
(Appendix S1: Tables S3 and S4). All but one study 
revealed quality shortcomings and had to be down-
graded. Most were scored as LoE3 or LoE4.

Relevance for Different User Groups

In the previous section it was elaborated how to assess 
the strength of evidence for individual studies and 
reviews. Now we provide a few notes on who should use 
the evidence assessment tool.

1.	Scientists conducting their own studies have to be 
aware of how to achieve strong evidence, particularly 
during the planning phase. Choosing a study design 
that provides strong evidence and respects the quality 
criteria will substantially increase the potential contri-
bution to our knowledge.

2.	Scientists advising decision-makers should be explicit 
about the strength of evidence of information they 
include in their recommendations. Weighting all scien-
tific information equally, or subjectively, runs the risk 
of overconfidence and bias.

3.	Decision-makers receiving information from scientists 
should demand a level-of-evidence statement for the 
information provided. Alternatively, they can assess 
the strength of evidence themselves. However, this may 
be difficult as it takes time and requires some scientific 
training to identify the study design and evaluate the 
quality questions.

4.	We further encourage consortia, international panels 
and learned societies, such as the Intergovernmental 
Platform on Biodiversity and Ecosystem Services 
(IPBES), the Ecological Societies (ESA, BES, GFÖ, 
and others), the Society for Conservation Biology 
(SCB), and the Ecosystem Services Partnership (ESP) 
to support the development of guidelines that include 
an evidence assessment (Graham et al. 2011, Sutherland 
et al. 2015). These best-practice guides are based on the 
collection of scientific evidence synthesized and judged 
by a group of experts. They provide recommendations 
on how to best quantify, value, manage, or govern a 
desired ecosystem service or conservation target, giving 
decision-makers transparent advice with an emphasis 
on the strength of the evidence available (Graham et 
al. 2011).

Discussion

We have outlined an evidence assessment tool for eco-
system services and conservation studies, encompassing 
a hierarchy to judge the available evidence based on 
study design and a quality checklist to facilitate critical 

appraisal. We have further illustrated with examples 
how to apply the tool (see also Appendix S1: Tables S3 
and S4).

Evidence-based practice seeks to complement existing 
management frameworks by emphasizing the impor-
tance of systematically collating the existing scientific 
evidence and assessing it for its reliability and relevance. 
The IPCC report, for example, uses a combined measure 
of evidence and level of agreement (Mastrandrea et al. 
2010, Spiegelhalter and Riesch 2011). Our suggested 
approach is more detailed, describing how one can 
actually assess the evidence.

Evidence-based practice has faced criticism of its 
evidence hierarchies, claiming that controlled trials are 
not always more reliable than observational studies. 
A  main argument against hierarchies is that they are 
rigid and only consider the study design to assign a level 
of  evidence (Petticrew and Roberts 2003, Adams and 
Sandbrook 2013, Stegenga 2014). With our quality 
checklist, we emphasize the critical appraisal to check 
for an appropriate implementation and methodological 
quality of study designs. The proposed assessment there-
fore does not overestimate the results of deficiently 
implemented meta-analyses and controlled studies. 
Some science sectors have to rely on observational stud-
ies because their study units cannot be controlled. This 
usually applies to environmental governance, conserva-
tion biology of rare species, or global theories that lack 
a second earth as a control. Multiple lines of evidence 
can lead to strong evidence using only observational 
study designs (Fig. 2, LoE2b). However, a central task 
of natural science is to determine causal relationships, 
and observational studies do not have the same strength 
to determine causal relationships as replicated and 
randomized case-control studies (Holland 1986, Grimes 
and Schulz 2002, Illari et al. 2011). We should acknowl-
edge that in some areas of science causality cannot be 
established, and hence the reliability achieved remains 
lower than in areas where it can.

Other criticism has been directed toward the fact that 
every system is unique and the external validity of studies 
is low. We are aware that generalizability of results is prob-
lematic in ecosystems, where many different drivers take 
influence at the same time and hence, the general evidence 
may not apply due to particular circumstances. At this 
point the judgment of experts on the external validity of 
the currently best available evidence is irreplacable 
(Karanicolas et al. 2008, Howick 2011). Evidence-based 
practice means integrating individual expertise with the 
best available evidence from systematic research (Sackett 
et  al. 1996, Straus et  al. 2010). More reflection and 
responses to criticism of evidence-based practice can be 
found in Mullen and Streiner (2004), Sutherland et  al. 
(2004, 2005), and Haddaway and Pullin (2013).

Despite the criticism raised against evidence-based 
practice the benefits are clear (Gilbert et al. 2005, Howick 
2011, Walsh et al. 2015). Rating the strength of evidence 
matters as it clarifies the reliability of research results and, 
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thus, the strength of conclusions, decisions, or recommen-
dations drawn from that research (Lohr 2004).

Reliable scientific evidence in environmental manage-
ment is pivotal, and its use (or misuse) can have immense 
impacts on environmental outcomes and the society. 
It is essential that scientists and decision makers consider 
the strength of evidence when conducting studies, 
provding advice, and taking decisions. In the interest 
of  responsible use of environmental resources and 
processes, we strongly encourage embracing evidence-
based practice as a paradigm for all research contributing 
to environmental management.
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