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Abstract In this paper, we propose a working-set ap-

proach for sizing optimization of structures subjected

to time-dependent loads. The optimization problems we

consider have a very large number of constraints while

relatively few design variables and degrees of freedom.

Instead of solving the original problem directly, we solve

a sequence of smaller sub-problems. The sub-problems

consider only constraints in the working set, which is a

small sub-set of all constraints. After each sub-problem,

we compute all constraint function values for the cur-

rent design and add critical constraints to the working

set. The algorithm terminates once an optimal point to

a sub-problem is found that satisfies all constraints of

the original problem. We tested the approach on sev-

eral reproducible problem instances and demonstrate

that the approach finds optimal points to the original
problem by only considering a very small fraction of

all constraints. The proposed approach drastically re-

duces the memory storage requirements and computa-

tional expenses of the linear algebra in the optimiza-

tion solver and the computational cost of the design

sensitivity analysis. Consequently, the approach can ef-

ficiently solve large-scale optimization problems with

several hundred millions of constraints.
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constraints · Time-dependent constraints · Sizing

optimization
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1 Introduction

Design optimization in the time domain of structures

subjected to time-dependent loads has been a chal-

lenge due to the large number of constraints it may

involve (see, e.g., Greene and Haftka, 1991). A very

large number of constraints can potentially lead to in-

tractable optimization problems due to the demand-

ing memory storage requirements, and the computa-

tional expensive design sensitivity analysis and linear

algebra in the optimization solver. The reason for the

large number of constraints is that generally the time-

dependent response is solved numerically using spatial

and time-discretization techniques (see, e.g., Cook et

al., 2002). Time-dependent constraints, for example on

stresses and displacements, should be satisfied at all

discrete time points. Consequently, the number of time

point constraints increases proportionally to the num-

ber of time grid points considered.

Research on structural optimization subjected to

time-dependent constraints dates back to the early 1970s

(Fox and Kapoor, 1970). Many different approaches

have been proposed to tackle the difficulties associated

with the large number of constraints in dynamic re-

sponse optimization problems. One approach has been

to replace the original set of time-dependent constraints

by a single equivalent functional constraint (see, e.g.,

Feng et al., 1977; Schmit and Thornton, 1968). The

main idea is to remove the time-dependency of the origi-

nal constraints by integrating over time. The advantage

of this approach is that only one single constraint is con-

sidered, which gradient can be calculated efficiently us-

ing the adjoint variable method. A disadvantage is that

information about the original constraints is lost, and

that from a theoretical point of view both formulations

are not equivalent since the optimality conditions are
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different (Hsieh and Arora, 1984). Moreover, numerical

difficulties that lead to non-convergence can arise due

to non-differentiability related to the maximum opera-

tor generally present in the integrand of the equivalent

functional constraints, see for example the numerical

experiments in (Hsieh and Arora, 1984).

The equivalent functional constraint described above

is closely related to aggregation functions that have

been used in for example stress-constrained topology

optimization. Aggregation functions, such as for ex-

ample the Kreisselmeier-Steinhauser function (Kreis-

selmeier and Steinhauser, 1979; Yang and Chen, 1996)

and P -norm (e.g. Duysinx and Sigmund, 1998) approx-

imate the maximum of the local constraints functions.

Similar to the equivalent functional constraint, aggre-

gation functions converts the original constraints into

a single constraint. This operation greatly reduces the

computational costs of the adjoint sensitivity analysis.

However, the quality of the approximation of the aggre-

gation function is generally compromised by the desired

smoothness necessary to prevent numerical difficulties

in gradient-based optimization. Another disadvantage

is that the quality of the approximation decreases with

the number of constraint functions over which is aggre-

gated (see e.g. Verbart, 2015).

Another approach to deal with the large number

of constraints has been to only consider constraints at

some critical time point (see, e.g., Haftka, 1975; Haftka

and Shore, 1979). The critical time points are typically

time grid points where the constraint attains a value

close to a (local) peak value. Several different screen-

ing strategies have been proposed to select critical time

point constraints (see, e.g., Grandhi et al., 1986; Greene

and Haftka, 1991; Hsieh and Arora, 1984). Since the

constraint values depend on the design variables, the

critical time points vary during the optimization pro-

cess. Consequently, this approach can lead to numerical

difficulties since the set of critical constraints changes

after every iteration in the optimization process, which

can lead to oscillating behavior and therefore slow con-

vergence (Kang et al., 2006). An overview of several

constraint selection strategies can be found in Kang et

al. (2006).

The critical time point strategies discussed above

belong to the class of active-set methods. Active-set

methods have traditionally been applied to linearly con-

strained problems. This includes linear and convex quadratic

optimization problems. The most famous active-set method

is perhaps the Simplex method for linear optimization,

although the term active-set method is normally not

used in this context, see, e.g., Luenberger and Ye, 2008.

A substantial amount of research has been placed into

development, analysis, and implementation of active-

set methods for convex quadratic programming (see,

e.g., Bartlett and Biegler, 2006; Boland, 1996; Goldfarb

and Idnani, 1983). Active-set methods are used to solve

the quadratic programming sub-problems in Sequential

Quadratic Programming (SQP) methods. An example

of an SQP which uses an active-set method for the sub-

problem is SNOPT (Gill et al., 2005). Active-set meth-

ods for linearly constrained optimization problems with

a general nonlinear objective function are presented in

the works of Murtagh and Saunders (1978) and Fors-

gren and Murray (1997).

In the engineering optimization community various

active-set approaches have been introduced for nonlin-

early constrained problems. The examples which pro-

duce many constraints are structural topology optimiza-

tion problems with local stress constraints. An active-

set approach was proposed for stress constrained struc-

tural topology optimization problems (Duysinx and Bendsøe,

1998) in conjunction with the Method of Moving Asymp-

totes (MMA) (Svanberg, 1987). The active set dictates

which constraints are included in the nonlinear and con-

vex sub-problems in MMA. Bruggi and Duysinx (2012)

also used MMA as optimization method for topology

optimization with local stress constraints. For both ar-

ticles, the size of the working set is allowed both to

increase and decrease. The working set is defined as

the set of constraints considered at the current iterate.

The numerical experiments in the articles reveal that

the working set is relatively large in the early itera-

tions and reduces in size towards the final iterations.

In both articles the active-set approach is intrinsically

integrated into the optimization method which poten-

tially interferes with both the practical and theoretical

convergence properties since the working set changes

between iterations.

Numerical difficulties associated with conventional

active-set strategies include zigzagging, which refers to

(infinite) oscillation between states where the same con-

straints are continuously added and removed to the

working set (see, e.g., Luenberger and Ye, 2008). Addi-

tionally, changing the working set between iterations in

the optimization solver may introduce inconsistencies

when using solvers that rely on the history of the op-

timization process, for example, second-order methods

that use a Quasi-Newton approximation of the Hessian.

Another example is the update strategy of the move

limits in MMA (Svanberg, 1987).

Other researchers have applied augmented Lagrangian

methods (ALMs) (Hestenes, 1969; Powell, 1969) with

the aim of reducing the computational costs of the sen-

sitivity analysis. See for example the works of Chahande

and Arora (1994) and Paeng and Arora (1989) and Kim

and Choi (1998) and Kim and Choi (2000). In ALMs,
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the original constrained problem is transformed into a

sequence of unconstrained (or bound-constrained) op-

timization problems. The augmented Lagrangian func-

tional is the Lagrangian augmented with constraint penal-

ties. For dynamic response problems, the individual time

grid point constraints are typically integrated over time

when constructing the augmented Lagrangian. The gra-

dient of the augmented Lagrangian can be computed ef-

ficiently using the adjoint variable method since it does

not require the expensive calculation of the gradients of

all individual constraints. However, the rate of conver-

gence of ALMs depends on the Lagrange multiplier up-

date procedures (Arora et al., 1991). Update procedures

appropriate for dynamic response problem, i.e., that do

not involve computing the gradients of the individual

constraints, have only a linear convergence rate (Arora

et al., 1991). Consequently, optimization methods ap-

plied to solve the augmented Lagrangian sub-problems

typically converge slowly for this type of application.

Another approach that has been proposed for dy-

namic response problems is the Equivalent Static Loads

Method (ESLM) (see, e.g., Choi and Park, 2002; Park,

2011; Park and Kang, 2003). Instead of solving the dy-

namic response problem directly, the ESLM solves a

sequence of static response sub-problems. Each sub-

problem has the same objective and constraints as the

original dynamic response problem, however, the re-

sponse is computed using a static analysis under a set

of equivalent static loads (ESLs) that are determined

before each sub-problem. The ESLs are static loads

that produce the same response as the dynamic anal-

ysis does for the initial design. Since the ESLM con-

siders only static analyses during optimization of the

sub-problems, this approach reduces the computational

costs of the (sensitivity) analysis. It should be noted

however that the number of constraints remains the

same and therefore the computational costs and the

memory storage requirements in the optimization solver

do not change notably. The (theoretical) convergence

properties of ESLM have been discussed by Stolpe, 2014

and Stolpe et al., 2017.

In this paper, we propose a working-set approach

that solves a sequence of sub-problems smaller in size

than the original optimization problem. The working

set is the set of constraints considered in the current

sub-problem and contains a relatively small number of

critical constraints out of the complete set. After solv-

ing every sub-problem, a complete transient analysis

is performed and new critical constraints are added to

the working set. Once a constraint is added to the work-

ing set it remains there in all subsequent sub-problems.

The algorithm terminates when all constraints in the

complete set are satisfied after solving a sub-problem

or the sub-problem is deemed either infeasible or un-

bounded. The proposed approach falls into the category

of active-set methods, but instead of updating the work-

ing set every optimization iteration, a sequence of sub-

problems is solved to optimality with a fixed number

of constraints. Additionally, constraints only enter the

working set, which ensures that the proposed algorithm

terminates in a finite number sub-problems (outer iter-

ates).

The proposed approach is suitable for a class of op-

timization problems with relatively few design variables

and a very large number of constraints, such as struc-

tural optimization under transient loads. In contrast

to static problems, state-dependent constraints (e.g. on

stress) for dynamic problems need to be satisfied at ev-

ery time grid point. A specific example of a practical

application is the conceptual design of offshore wind

turbine support structures (Muskulus and Schafhirt,

2014). These structures are subjected to thousands of

time-dependent load cases for certification purposes,

and need to satisfy structural criteria on strength and

fatigue. Design optimization of such applications in-

volves stress constraints that need to be satisfied at

all relevant spatial points in the structure, at all time

grid points, and under all load cases. Consequently, the

number of constraints becomes very large (order of bil-

lions) compared to the relatively few design variables

(order of hundreds). The main hypothesis is that even

though such a problem has abundantly many nonlin-

ear constraints, the number of active constraints at any

KKT point of the problem is relatively few. This hy-

pothesis is based on the assumptions that the number

of design variables is relatively small.

The approach is applied to several problem instances

of sizing optimization of space-frame structures sub-

jected to time-dependent loads and stress constraints.

We consider the class of optimization problems that

consider a very large number of constraints compared

to a relatively small number of design variables and

degrees of freedom. The number of constraints for the

largest problem exceeds 300 million, whereas the num-

ber of design variables is 25. The numerical experiments

show that proposed approach can efficiently solve such

problems by only considering a small fraction of the

constraints. Additionally, the numerical experiments con-

firm the hypothesis that only a small number of con-

straints of the order of the number of design variables

are active at a solution.

The main advantages of the proposed approach are

the reduced computational time and memory require-

ments, which make it possible to solve large-scale struc-

tural optimization problems under many time-dependent

loads. In contrast to conventional active-set strategies
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for dynamic response optimization (i.e., critical time

point constraints strategies) the working set is not up-

dated after each iteration of the optimization solver.

Instead the working set is only updated after solving

each sub-problem to optimality. Furthermore, the work-

ing set only increases. This strategy prevents numeri-

cal difficulties associated with conventional active set

strategies such as zigzagging, and ensures termination

of the algorithm in a finite number of sub-problems.

Other advantages are that the proposed working-set

approach is implemented independent of the optimiza-

tion method, and therefore, easy to interface with dif-

ferent solvers such as Sequential Quadratic Program-

ming (SQP) (see, e.g., Boggs and Tolle, 1995; Boggs

and Tolle, 2000), interior point methods (e.g., Forsgren,

Gill, et al., 2002), the Method of Moving Asymptotes

(MMA), (Svanberg, 1987; Svanberg, 2002), etc. The

working-set approach inherits the convergence proper-

ties of the underlying optimization method. Moreover,

the working set operates on the original nonlinear con-

straints rather than on nonlinear approximations of the

constraints, such as methods based on equivalent func-

tional constraints, and constraint aggregation; e.g., the

Kreisselmeier-Steinhauser function (Kreisselmeier and

Steinhauser, 1979; Yang and Chen, 1996) and P -norm

(e.g. Duysinx and Sigmund, 1998). A disadvantage of

the proposed approach is that the working-set selec-

tion algorithm depends on a potentially influential user-

defined parameter. However, the numerical examples in

this paper indicate that the algorithm is relatively in-

sensitive to the parameter values in a certain range.

2 Dynamic response optimization

This section presents the problem formulation, and the

problem characteristics and assumptions we consider in

this article. We consider a dynamic response optimiza-

tion problem with only nonlinear inequality constraints

to simplify the presentation of the method. The prob-

lem in its classical nested formulation is defined as

minimize
x∈Rn

f(x)

subject to gjtl(x,utl(x)) ≤ 0 ∀(j, t, l) ∈ C,
x ≤ x ≤ x.

(G)

Here, x denotes the design variable vector that is as-

sumed to be bounded from both below and above by x

and x, respectively. The objective function f : Rn 7→ R
depends only on the design variables and not on the

states u. The constraints gjtl : Rn 7→ R are defined

over the index set C = T × J × L, which is the Carte-

sian product of the index sets of all relevant spatial

locations (j), time points (t) and load cases (l), respec-

tively. The constraints are the time-discretized versions

of constraints that are imposed at different points in a

structure. We assume that the time discretization, and

spatial locations are the same for every load case.

In the numerical examples, the objective f is the

mass, and gjtl ≤ 0 are normal stress constraints consid-

ered at different points in a frame-structure modeled by

beam finite elements. The stresses depend on the nodal

displacements utl ∈ Rd obtained from solving the linear

equations of motions:

M(x)ütl + C(x)u̇tl + K(x)utl = ptl ∀t ∈ T ,∀l ∈ L,
u0l = 0 ∀l ∈ L,
u̇0l = 0 ∀l ∈ L. (1)

Here, M(x) ∈ Rd×d, C(x) ∈ Rd×d, and K(x) ∈ Rd×d
are the mass, damping, and stiffness matrix, respec-

tively. The load vector ptl ∈ Rd denotes load case l at

time t. The overdots represent time derivatives and u0l

and u̇0l are the initial conditions for each load case. The

initial conditions are assumed to be design-independent

and at rest for each load case. The system of equations

(1) can be solved using time integration schemes. In

this paper we use Newmark average acceleration which

is an unconditionally stable implicit scheme generally

used for structural dynamics and loads that vary more

slowly than in wave propagation problems (see, e.g.,

Cook et al., 2002).

We assume that M(x), C(x), and K(x) are (i) pos-

itive definite for all designs that satisfy the variable

bounds and (ii) continuously differentiable with respect

to the design variables. These assumptions ensure that

the displacements obtained from solving (1) are unique

and continuously differentiable, see, e.g., Choi and Kim,

2006. Finally, the class of problems we consider in this

paper are problems in which the number of constraint

is much larger than the number of design variables and

degrees of freedom of the structural model; for exam-

ple, structural optimization of offshore support struc-

tures for wind turbines (see, e.g., the review article of

Muskulus and Schafhirt, 2014).

3 Proposed working-set approach

3.1 Relaxed optimization sub-problem

Instead of directly solving the original problem (G), we

solve a sequence of relaxed sub-problems with a smaller
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subset of constraints, defined as

minimize
x∈Rn

f(x)

subject to gjtl(x,utl(x)) ≤ 0 ∀(j, t, l) ∈ Wk,

x ≤ x ≤ x.

(Pk)

Here,Wk ⊆ C is the working set at the kth sub-problem,

which is a subset of the complete set and typically

|Wk| � |C|. New constraints are added to the work-

ing set after solving each sub-problem.

Remark 1 Once a constraint is added to the working

set it remains in the working set of all subsequent sub-

problems, so that Wk−1 ⊂ Wk ⊂ ... ⊂ C.

3.2 Working set update strategy

The working set is the index set of all constraints con-

sidered at a sub-problem and is updated based on the

constraint function values at x̂k−1, which is a KKT

point to the last sub-problem. In the first sub-problem

it is initialized as x̂k−1 = x0. First, a full analysis fol-

lowing (1) is performed for this design point to calculate

the constraint function values, defined as

gkjtl = gjtl(x̂
k−1), ∀(j, t, l) ∈ C. (2)

Next, we construct an index set of all critical constraints

Qk = {(j, t, l) |
(
gkjtl − g

k,max
jtl

)
/max (gk,max

jtl , 1) > −ε},

(3)

where gk,max
jtl denotes the maximum constraint function

value, i.e., gk,max
jtl = maxj,t,l{gkjtl}. Therefore, critical

constraints are selected based on the heuristics that the

constraints function values closest to the maximum, are

also the most critical constraints in the original prob-

lem (G). The condition is normalized with respect to

the maximum constraint function value to prevent large

jumps in the number of constraints added to the work-

ing set. The maximum operator is necessary to prevent

diving by a number, equal to, or smaller than zero1. The

small positive user-defined parameter ε ensures that at

least one constraint is identified as critical. In the nu-

merical examples, we investigate the effect of this pa-

rameter on the performance of the algorithm.

The working set is then defined as the set of critical

constraints of all previous iterates

Wk =Wk−1 ∪Qk, (4)

and is updated after solving each sub-problem (Pk).

1 In practice this is only possible in the first sub-problem
when the critical set is based on the initial design point, which
may be a feasible design

Algorithm 1 Solving a sequence of relaxed problems

1: Initialize k ← 1, x̂k−1 = x0, Wk−1 = ∅,
kkt point found← true.

2: while kkt point found = true do
3: Perform a full analysis (1) based on x̂k−1.
4: Calculate the constraint functions gkjtl following (2).

5: Construct the set of violated constraints Vk following
(5).

6: if Vk = ∅ and k > 1 then
7: break
8: end if
9: Construct the set of critical constraints Qk following

(3).
10: Update the working set Wk following (4).
11: Attempt to find a KKT point x̂k for (Pk).
12: if no KKT point x̂k is found to (Pk) then
13: kkt point found← false
14: end if
15: k ← k + 1
16: end while

Remark 2 The definition of (3) and (4) guarantees that

Wk+1 is a proper superset ofWk. Consequently, at least

one constraint is added to the working set after each

outer iterate k and the approach terminates in a finite

number of outer iterates.

The working set is initialized as empty (W0 = ∅),
and therefore, the working set of the first sub-problem

is W1 = Q1. The initial set with critical constraints is

based on the initial design point x0. The initial design is

chosen the same for every sub-problem. Warm starting

each sub-problem by setting the initial design equal to

the primal solution of the last sub-problem may increase

convergence, but this effect has not been studied in this

paper.

3.3 Stopping criterion

The sequence of solving (Pk,Pk+1, ...) is terminated

once an optimal design point is found for which the

set of violated constraints Vk, which is defined as

Vk = {(j, t, l) | gkjtl > 0}, (5)

is empty. Additionally, the algorithm terminates if for

one of the sub-problems no optimal point is found that

satisfies some necessary first order optimality condi-

tions.

Remark 3 We assume that the optimization algorithm

correctly reports infeasibility if sub-problem (Pk) is in-

feasible. This assumption is relatively strong for non-

convex problems. There exists a possibility that the op-

timizer deems the sub-problem infeasible even though

the original problem (G) has a non-empty feasible set.
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3.4 Proposed algorithm

The algorithm is described in Algorithm 1. The working-

set algorithm gives possibilities for computational gains

both in the structural analysis and the design sensitiv-

ity analysis. For the considered sub-problem (Pk) only

load cases which have resulted in constraints included

in the working set need to be considered in the anal-

ysis and the design sensitivity analysis. Additionally,

it is only necessary to perform time-integration for a

specific load up to the last time-step for which the con-

straints are in the working set. The computational im-

provements will thus be problem dependent.

4 Frame structure analysis

This section presents the space-frame analysis consid-

ered in this paper. All structures considered in this pa-

per are modeled using solid cylindrical beam elements,

but the approach can be generalized to other cross-

sections. The dynamic responses of the structures are

obtained from solving (1) using the Newmark average

acceleration method (e.g., Cook et al., 2002).

The global mass and stiffness matrix in (1) are de-

fined as

M(x) =

ne∑
e=1

TT
eMe(xe)Te

and

K(x) =

ne∑
e=1

TT
eKe(xe)Te,

respectively. Here,
∑

should be read as an assembly

operator that assembles the ne local matrices into the

global mass and stiffness matrix at the right degrees of

freedom. The transformation matrix Te transforms the

local mass matrix Me(xe) and stiffness matrix Ke(xe)

to the global coordinate system. We consider Rayleigh

damping, which is defined as C(x) = αM(x) + βK(x)

where α and β are the damping parameters.

All structural members are modeled by Euler-Bernouilli

beam finite elements with 12 degrees of freedom per ele-

ment. A consistent local mass matrix is used. The local

mass and stiffness matrix for this type of element can

be found in Przemieniecki, 1985. The shear deformation

parameter is zero to obtain the stiffness matrix for the

Euler-Bernoulli beam.

The transformation matrix depends on the orienta-

tion the beam element in the global reference frame.

Figure 1 shows the 3D beam element and its three

nodes. A begin node i, end node j, and an auxiliary

third node k, which is used to define its orientation

x

y

z
i

j

k

e1

e3

e2

x′

y′

z′

v

Fig. 1: Local and global coordinate systems of Euler-

Bernoulli beam element. The begin node i and end node

j have six degrees of freedom. Node k is an orientation

node.

in the global coordinate system (x, y, z). The element

nodal degrees of freedom in the global coordinate sys-

tem are

u =
[
ui vi wi θxi θyi θzi uj vj wj θxj θyj θzj

]T
.

Here, ui, vi, and wi denote displacements of node i in

x, y, and z direction, respectively. For rotations the

following convention is used: θxi denotes a rotation of

node i around the x axis. The element degrees of free-

dom are extracted from the global displacement field

utl obtained from solving (1) for some load case l at

some time t. The indices t and l were dropped from

the element nodal displacements for the sake of brevity.

From now on the element index e is also dropped from

the transformation matrix. The element nodal degrees

of freedom in the local coordinate system are then ob-

tained by the coordinate transformation:

u′ = Tu

where the transformation matrix defined as

T = diag(Λ,Λ,Λ,Λ) where Λ =
[
e1 e2 e3

]T
.

The transformation matrix is a block diagonal matrix.

The unit vectors e1, e2 and e3 are the base vectors that

describe the local coordinate system. The base vector

e1 is chosen along the longitudinal axis. The second and

third base vectors are then determined using the vector

v pointing from node i to auxiliary node k:

e3 =
e1 × v

|e1 × v|
, and e2 = e3 × e1.

The normal stress in local dimensionless coordinates is

defined as

σ(ξ, η, ζ) = E
∂ξ

∂x′
∂Nu

∂ξ
Tu,
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where ξ = x′/L, η = y′/L, and ζ = z′/L. The shape

function derivative is defined as

∂Nu

∂ξ

T

=



−1

(6− 12ξ)η

(6− 12ξ)ζ

0

L (6ξ − 4) ζ

−L (6ξ − 4) η

1

(12ξ − 6)η

(12ξ − 6)ζ

0

L(6ξ − 2)ζ

−L(6ξ − 2)η



. (6)

See Przemieniecki (1985, p. 293) for a definition of Nu.

The numerical examples consider only cylindrical

beam elements for which the stress is evaluated at var-

ious points along the circumferential (at the outer di-

ameter). The stress coordinates are chosen to be di-

mensionless with respect to the diameter, which is the

design variable in all examples. Therefore, the stress

evaluation points in a section (η, ζ)-plane of the beam

at a location ξ are considered in the dimensionless po-

lar coordinates (r, φ), where r is a dimensionless radius

defined as r = 2r/D, where r is the radius and D is the

diameter of the beam element, such that r = 1 corre-

sponds with a point on the outer diameter, i.e. r = D/2.

The Cartesian coordinates system is then related to the

polar coordinate system by

η =
D

2L
r cos (φ), ζ =

D

2L
r sin(φ). (7)

Substituting (7) in (6) gives

σ(ξ, r, φ) =
E

L
Nu,ξ(ξ, r, φ)Tu, (8)

where we used the following notation Nu,ξ ≡ ∂Nu

∂ζ .

5 Transient stress constraint sensitivity analysis

In this section, we present the sensitivity analysis of

the time-grid point normal stress constraints. Since we

assume that the number of design variables is smaller

than the number of constraints, the sensitivities are cal-

culated by direct differentiation in contrast to the ad-

joint method. Furthermore, we consider so-called discrete-

analytical sensitivities (see, e.g., Jensen et al., 2014;

Keulen et al., 2005); i.e. we consider analytical sensi-

tivities of the discretized governing equations in (1).

Each normal stress constraint is defined as

gjtl(x,utl(x)) =
σjtl(x,utl(x))

σlim
− 1 ≤ 0,

where σlim is the allowable stress and σjtl denotes the

normal stress response at a point j in the structure at

time step t for load case l. To compute the gradient of

the constraints, we compute the total derivative of each

stress point with respect to each design variable

dσjtl
dx

=
∂σjtl
∂x

+

(
∂σjtl
∂utl

)T
dutl
dx

. (9)

The displacement sensitivities with respect to a design

variable, which are defined as λtl ≡ dutl/dx, are ob-

tained by solving the following system of equations

Mλ̈tl + Cλ̇tl + Kλtl = ptl ∀t ∈ T ,∀l ∈ L,
u′0l = 0 ∀l ∈ L,
u̇′0l = 0 ∀l ∈ L, (10)

where the pseudo-load is defined as

ptl =
dptl
dx
− dM

dx
ütl −

dC

dx
u̇tl −

dK

dx
utl.

The system of equations in (10) is solved by the same

time-discretization scheme (i.e. Newmark average accel-

eration) as in (1). The stress sensitivity in (9) is calcu-

lated at the finite element level. The design variables in

this article are the diameters of the cylindrical beams.

The stresses at all points in the element are defined as

in (8). The sensitivity of the normal stress evaluated at

an arbitrary location in a finite element with respect to

an arbitrary diameter design variable x is defined as

dσ(ξ, r, φ)

dx
=

dNu,ξ

dx

(
∂σ

∂Nu,ξ

)T
+

(
∂σ

∂u

)T
du

dx

=
E

L

(
δxD

dNu,ξ

dD
u′ + Nu,ξT

du

dx

)
,

where δxD is Kronecker delta, which is one when the de-

sign variable x is the diameter of the member where the

stress sensitivity is evaluated (and zero otherwise). No-

tice that u are the element nodal displacements under

some loading condition l at a certain time grid point t

(omitted for brevity). The total derivative of the shape

function derivative is defined as

∂Nu,ξ

∂D

T

=
1

D



0

(6− 12ξ)η

(6− 12ξ)ζ

0

L (6ξ − 4) ζ

−L (6ξ − 4) η

0

(12ξ − 6)η

(12ξ − 6)ζ

0

L(6ξ − 2)ζ

−L(6ξ − 2)η



.
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(a) 16-bar frame structure.
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z

(b) 25-bar frame structure.

Fig. 2: Nodes and elements for both structural models. Both models consist of solid cylindrical beams with diameter

D = 0.105 m. The geometric parameters are a = 5m and b = 1.25m. The initial weights are m = 1918.83 kg and

m = 3966.25 kg for structure (a) and (b), respectively. The blue circles denote the fixed nodes, where all degrees

of freedom are fixed. The connectivity of all finite elements are listed in Table 4.

p1(t)

p1(t)

(a) Load case 1

p2(t)

p2(t)

p2(t)

p2(t)

(b) Load case 2 (c) Loads.

Fig. 3: Two load cases (a) and (b) on the 16-bar frame structure. The load are considered for 150s as shown in

(c), but the response of the structure is only considered in the time domain to the right of the orange dashed line

[100s,150s]. The definition of both load cases is given in Table 1.

Here, η(r, θ) and ζ(r, θ) are functions of the dimen-

sionless polar coordinates following (7). The displace-

ment sensitivities du/dD are obtained from selecting

the right degrees of freedom from dutl/dD, which is

obtained from solving (10).

6 Numerical examples

Figure 2 shows the two design case considered in this

paper: a 16-bar frame structure and a 25-bar frame

structure. The 16-bar frame structure was used to val-

idate the proposed approach against the complete dy-

namic response problem. The 25-bar frame was solved

under many dynamic loads, where we investigated the

effect of the parameter value in the working set algo-

rithm.

The 25-bar frame structure is based on the well-

known 25-bar space truss benchmark first presented by

Fox and Schmit, 1966. However, instead of truss el-

ements, the frame structures in this paper consist of

beam elements of 12 degrees of freedom per element (6

per node). Each element consists of three nodes i, j, k

(see Figure 1) of which node k has no degrees of freedom

but is an auxiliary node used to define the orientation



A working-set approach for sizing optimization of frame-structures subjected to time-dependent constraints 9

Table 1: Load case definition for the 16-bar frame.

The loads are defined as

pi = piφi(t), where φi(t) = a0 +
∑3

i=1 ai sin(2πfit).

pi(t) pi a0 a1 a2 a3 f1 f2 f3
[N] [Hz] [Hz] [Hz]

p1(t) 5.0× 104 0.75 0.10 0.05 0.1 2.0 0.4 0.02
p2(t) 5.0× 104 0.80 0.05 0.10 0.05 0.8 0.6 0.01

(a) Load case 1. (b) Load case 2.

Fig. 4: Stress response of the initial design for both load cases. The maximum absolute stress is 419.0908 MPa for

load case 1 and 346.5805 MPa for load case 2.

of the beam. Table 4 list the element connectivity for

each finite element in the two design cases in Figure 2.

The node numbering and coordinates are shown in Fig-

ure 2. The loads are time-dependent and defined as

trigonometric functions since we focus on reproducibil-

ity rather than realistic load cases. The dynamic re-

sponse for all design problems is computed using the

unconditionally stable Newmark average acceleration

(see, e.g., Cook et al., 2002) using the constant time

step ∆t. Since the time step in this scheme is uncon-

ditionally stable, the time step is chosen only based on

the desired modeling accuracy and should therefore not

negatively affect the proposed optimization algorithm.

The solution to the dynamic equations and sensitivities

is bounded for any time step. We assume that a time

step of ∆ = 0.02 s gives a sufficiently accurate solution

and that the stress values between time grid points will

not deviate greatly from the computed values at the

grid points. In all problem instances, the initial tran-

sient behavior of the dynamic response is neglected in

the optimization problem by truncating the first 100

seconds of the computed dynamic response.

In all cases, the sizing optimization problem is to

minimize the weight of the structure subjected to stress

constraints, which have to be satisfied at all times. The

design variables are the diameters of the solid circu-

lar beam elements. The normal stresses defined by (8)

are evaluated at 12 points in each finite element. The

12 stress evaluation points are any combination of the

following coordinates: ξ = 1/4, 2/4, 3/4, r = 1, and

φ = 0, π/4, π/2, 3π/4.

The problem data and settings can be found in Ap-

pendix A. Table 5 lists the general problem settings

that are used for all examples in this article unless

stated otherwise. Table 4 lists the node connectivity

for both structures. All the computations were done

on an Intel Xeon E5-2680v2 ten-core CPUs, running at

2.8GHz with 128 GB RAM on a single thread using

Matlab 2017a. For optimization we used the interior

point solver IPOPT of Wächter and Biegler (2006) (us-

ing the linear solver MA57), which is written in C++.

The function evaluations were all implemented in Mat-

lab and the optimization was performed by interfacing

Matlab with an IPOPT binary file (i.e., using a Matlab

MEX-file).

6.1 Example 1: A 16-bar frame structure

This section considers the 16-bar frame structure shown

in Figure 2a subjected to two load cases shown in Fig-
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m = 20773.46

σmax
1 = 240.0000

σmax
2 = 240.0000

D1 = 0.1326

D2 = 0.1326

D3 = 0.1326

D4 = 0.1326

D5 = 0.1347

D6 = 0.0100

D7 = 0.1347

D8 = 0.0100

D9 = 0.1106

D10 = 0.1106

D11 = 0.1106

D12 = 0.1105

D13 = 0.1165

D14 = 0.0639

D15 = 0.1165

D16 = 0.0638

(a) Optimized design.

(b) Load case 1. (c) Load case 2.

Fig. 5: The optimized design (a) and the associated stress responses for all stress points in the structure for load

case 1 (a) and load case 2 (b). The diameters in (a) are scaled up five times for the sake of clarity.

Table 2: Data for example 1: The 16-bar frame

Method
# sub-

problems
CPU time [s] # iterations # constraints

Memory storage
Jacobian [Mb]

Func Eval IPOPT all active

Complete set 1 676.62 235.59 77 960 384 13 122.93
Working set 8 439.00 1.43 189 2128 13 0.27

ure 3. The structure is fixed at the four bottom nodes,

which results in 48 free degrees of freedom. Both load

cases are 150 seconds time series. The time domain of

optimization is [100,150] seconds; i.e. we neglect the

stress responses during the first 100 seconds. The nor-

mal stress is considered in 12 spatial points per beam

element, which amounts to 192 spatial stress evalua-

tion points. The total number of stress constraint in

the complete set is almost one million (960 384). This

number comes from multiplying the 192 spatial points,

the 2501 time grid points (∆t = 0.02 s in [100 s, 150 s]),

and the two load cases. The initial diameters are De =

0.105 m for all e. Figure 4 shows the stress responses

of the initial design for all 192 spatial point over time

under both load cases. Notice that the initial design is

infeasible since the allowable stress represented by the

red dashed line is violated at all time points for both

load cases.

First, we solved the original dynamic response prob-

lem considering all stress constraints. Figure 5 shows

the optimized design and the associated stress responses.

It can be seen that this design satisfies all stress con-

straints at all time points. Next, we solved the prob-

lem by the proposed working-set approach using the
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Sub-problem k
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(a) Working set.
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Sub-problem k
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|

(b) Critical loads.
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103

104
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Sub-problem k
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k
|

(c) Violated constraints.

Fig. 6: For each sub-problem k, the number of constraints in the working set |Wk| (a), the number of critical

load cases |Lk|, and the number of violated constraints after solving each sub-problem |Vk|. Since the number of

violated constraints converges to zero, the last data point is not visible shown on the logarithmic axis.

parameter value ε = 10−3. The algorithm converged

to the same optimized design in this particular case.

Notice that both approaches could have very well con-

verged to different (local) optima since the problem is

non-convex.

Table 2 lists the results data for both approaches.

In this case, when considering the complete set only

13 out of 960 384 constraints are active at the optimal

design point; i.e. only ∼ 0.001% of all constraints are

design-driving, which is of the order of the number of

design variables. The working-set approach converged

after solving seven sub-problems to the same optimized

design. At convergence, the working set contains only

2128 constraint indices. In this case, 0.61% of the con-

sidered constraints are active (i.e. design-driving) at the

optimal design point, which is ∼ 450 times more than

when considering the complete set.

One of the main motivations of the working-set ap-

proach is to reduce memory requirements. We assume

that storing the dense Jacobian dominates the mem-

ory requirements for the problems we consider. The

memory storage requirements of the Jacobian is pro-

portional to the number of constraints. Since the largest

sub-problem only considers 0.22% of the total number

of constraints, similar savings are found in the storage

memory of the Jacobian. If we assume double-precision,

the memory storage requirement of the Jacobian of the

complete set of constraints is estimated as ∼ 123 Mb,

whereas the largest Jacobian in the working-set ap-

proach requires only ∼ 0.3 Mb.

Another important motivation of the proposed ap-

proach is to reduce the computational costs. Next, we

compare CPU times. Since we implemented the func-

tion evaluations in Matlab 2017a, while IPOPT (Wächter

and Biegler, 2006) is in C++, Table 2 lists the CPU

times of the function evaluations and IPOPT separately.

The table shows that, for this particular example, the

working-set approach was 164.8 times faster in IPOPT

than when considering all constraints. Even though the

total number of iterations is more when considering the

working-set approach, the computational time in the

function evaluations is 1.5 times less. The main savings

are therefore in the time spent in the optimizer, which

was expected since in both methods the function eval-

uations are dominated by solving the systems of equa-

tions in (1) and (10). The computational advantage of

the working-set approach in the function evaluations

is expected to be larger for problems with many load

cases. The reason is that when there are many load

cases, load cases for which no constraint is considered

critical can be excluded from the analyses and sensitiv-

ity analysis when solving the sub-problem. In this case,

the structure is subjected to only two load cases which

were both deemed critical after the first sub-problem.

Figure 6 shows for every sub-problem the number

of (a) constraints in the working set, (b) the number

of critical loads, and (c) the number of violated con-

straints after solving each sub-problem. The number of

constraints added after each sub-problem k will depend

on the constant ε in (3), which was chosen as ε = 10−3.

The effect of this parameter is discussed in the next

example of the 25-bar frame structure. In Figure 6b it

can be seen that the number of critical loads reaches its

maximum already after the second sub-problem. Fig-

ure 6c shows the number of violated constraints after

each sub-problem on a logarithmic y-axis. The number

of violated constraints decreases almost linear on the

logarithmic axis; i.e. the number of violated constraints

decreases exponentially. Notice that the number of vi-

olated constraints is zero after convergence of the sev-

enth sub-problem; this value cannot be displayed on the

logarithmic scale.
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pi(t) pi(t)

y

x

z

(a) Load cases I.

pi(t) pi(t)

(b) Load cases II.

x

−y
pi(t) pi(t)

θ

(c) Load orientation.

Fig. 7: Two load cases (a) and (b) on the 25-bar frame structure. Each load case is considered for 400s and applied

under 18 different angles in the horizontal plane (c). The definition of the load cases is given in Table 3.

Table 3: Load case definition for the 25-bar frame.

The loads are defined as

pi = piφi(t), where φi(t) = a0 +
∑3

i=1 ai sin(2πfit).

Load cases (pi(t)) pi a0 a1 a2 a3 f1 f2 f3
[kN] [kN] [Hz] [Hz] [Hz]

Ia 1500 0.40 0.05 0.25 0.30 3 0.80 0.009
Ib 1500 0.55 0.20 0.15 0.10 7 0.30 0.006
IIa 1500 0.80 0.10 0.05 0.05 5 0.20 0.003
IIb 1500 0.50 0.05 0.30 0.15 8 1.20 0.001

6.2 Example 2: A 25-bar frame structure

Next, we discuss the effect of the user-defined parame-

ter ε in the definition of the critical constraints (3). The

effect was studied on the 25-bar frame structure shown

in Figure 2b. The structure is fixed to the ground by

constraining the degrees of freedom associated with the

blue nodes. The number of free degrees of freedom is

thus 36. The structure is subjected to two classes of

time-dependent load cases: class I) load cases that pro-

duce an overturning moment as shown in Figure 7a,

and class II) load cases that produce a torsional mo-

ment shown in Figure 7b. For each load class, two dif-

ferent load vectors are defined in the Table 3 resulting

in four different load cases. The number of load cases

is increased further by varying the orientation of each

load vector in the horizontal plane. The angle θ in Fig-

ure 7c represents the orientation of each load vector,

where θ = 0◦ corresponds with the load cases shown

in Figure 7a and Figure 7b. Each of the original four

load cases is applied under the following 18 orienta-

tions: θ = [−90◦,−80◦, . . . , 80◦]. Consequently, a total

of 72 separate load cases is applied to the structure. All

load cases are considered for 400 s, where the dynamic

response during the first 100 s is neglected during opti-

mization.

The optimization problem is to minimize the mass

of the structure subjected to time-dependent stress con-

straints that have to hold at all relevant time steps. We

consider 12 normal stress points in each beam element,

which results in 300 spatial stress points. The dynamic

stress responses at each spatial point results in 15 001

stress constraints per load case after time discretiza-
tion (for ∆t = 0.02 s). For a total of 72 load cases, the

total number of stress constraints in this problem is,

therefore, more than 324 million (324 021 600).

We investigated the effect of ε on the performance

of the working-set approach by optimizing the 25-bar

frame for different values on the logarithmic scale. We

chose the following values: ε = a0ε, a1ε, . . . , a14ε, where

a =
√

10 and ε = 10−8. For each value of ε, the mass

of 25-bar frame was minimized subject to stress con-

straints. The parameter settings used during optimiza-

tion are listed in Table 5. The initial design has a mass

of m = 3966.25 kg and the maximum stress is σmax =

309.8939 MPa.

For all values of ε, the working-set approach con-

verged for this particular problem to the same opti-

mized design. Notice that this behavior of the algorithm

is not guaranteed since the optimization problem is non-

convex and could have multiple local optima. Figure 8

shows the optimized design and its diameter values. The
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m = 2739.45 kg

D1 = 0.0100

D2 = 0.0971

D3 = 0.0994

D4 = 0.0994

D5 = 0.0971

D6 = 0.1077

D7 = 0.1032

D8 = 0.1032

D9 = 0.1077

D10 = 0.0441

D11 = 0.0441

D12 = 0.0605

D13 = 0.0605

D14 = 0.0529

D15 = 0.0530

D16 = 0.0530

D17 = 0.0529

D18 = 0.0536

D19 = 0.0527

D20 = 0.0527

D21 = 0.0536

D22 = 0.1398

D23 = 0.1403

D24 = 0.1398

D25 = 0.1403

Fig. 8: Optimized design of the 25-bar frame structure. In the figure, the diameters are scaled up a factor 5.

mass of the structure is 2739.45 kg, which is ∼ 30.9%

lower than the mass of the initial design. The maximum

absolute stress value is on six decimals precision equal

to the allowable stress of 240 MPa and is ∼ 22.6% lower

than the maximum absolute stress from the initial de-

sign. Seven out of the 72 load cases are active at the op-

timized design, i.e. at least one of the stress constraints

associated with that load case is active. Figure 9 shows

the maximum absolute value per load case for both the

initial and optimized design. The red dashed line repre-

sents the allowable stress value. The number of active

constraints for the optimized design is 18, which means

that for some of the seven active load cases more than

one constraint is active. Notice that the number of ac-

tive constraints is of the same order as the number of
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σ
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a
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Fig. 9: Maximum absolute value of the normal stress

σmax
l for each load case l for both the initial and opti-

mized design. The maximum absolute stress is defined

as σmax
l = maxj,t(|σjtl|) for each l.

design variables (25), which confirms that only a few

constraints are design-driving.

Although all optimization problems converged to

the same optimized design for this particular problem,

the parameter ε has an influence on the performance of

the algorithm. Figure 10a shows a log-log plot with the

number of constraints in the working set when the algo-

rithm terminates, i.e., the working set of the final sub-

problem indicated by k. We observe that the number of

constraints decreases rapidly for decreasing values of ε

in the range ε ∈ [10−3, 10−1]. For values of ε small than

10−3, the number of constraints in the working set is

more or less constant, and contains fewer than 100 out

of the more than 324 million constraints of the original

problem; i.e. only ∼ 3.1 × 10−5% of the total number

of constraints in the original problem was considered

in the working-set approach. The same reduction is ob-

tained in the required memory to store the dense Ja-

cobian. If we assume that the largest working set con-

tains 100 constraints (for a large range of ε it is even

less) storing the Jacobian requires an estimated mem-

ory of ∼ 0.02 Mb (assuming double-precision). Storing

the Jacobian of the complete set of constraints requires

∼ 64 804 Mb.

Figure 10b shows the critical loads at termination

of the algorithm. The critical loads are the loads asso-

ciated with the stress constraints in the working set,

i.e.

Lk = {l | ∃(j, t, l) ∈ Wk}.

In each sub-problem, the stress constraint sensitivities

are only computed for the set of critical loads. Con-

sequently, this reduces the memory requirements and

computational costs of the design sensitivity analysis.

The number of critical load cases depends on the con-

straints in the working set, and the dependence of ε
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Fig. 10: Results for different values of the parameter ε = {a0, a1, . . . , a14}× εmin, where a =
√

10 and εmin = 10−8.

Here, k denotes the total number of sub-problems (outer iterates) that it took the algorithm to converge. (a) shows

the number of constraints in the working set |Wk| of the final sub-problem k, (b) shows the number of critical load

cases |Lk|, (c) the total number of sub-problems before the working-set algorithm terminates, and (d) the CPU

time that it took to solve each problem instance.

follows a similar trend as the number of constraints in

the working set versus ε.

Figure 10c shows the total number of sub-problems

before the algorithm terminated. We observe that the

number of sub-problems is more or less constant in the

range ε ∈ [10−8, 10−4]. This behavior is similar to the

number of constraints in the working set, which indi-

cates that for this range of values the same constraints

were identified as critical for this particular problem.

We observe that the number of sub-problems fluctuates

for relatively large values of the parameter (larger than

10−4). As ε becomes smaller, a smaller subset of critical

constraints is identified, and therefore, more (but com-

putationally cheaper) sub-problems need to be solved to

identify all critical constraints. As ε becomes larger the

sub-problem approximates the original problem, and

therefore, if ε is close enough to one, the number of

sub-problems should eventually converge to one, since

for ε is equal to one all constraints of the original prob-

lem are included in the working set.

Figure 10d shows the total CPU time for each prob-

lem instance. The most efficient CPU times were found

in the range ε ∈ [10−8, 10−2) for which the working set

contains less than 1000 constraints. For this particular

problem, ε = 10−3 was most efficient in terms of CPU

time. However, our numerical experience on other prob-

lems suggests that choosing a value ε ∈ [10−8, 10−4]

generally gives the best trade-off in terms of CPU time

versus the number of constraints in the working set and

the associated memory requirement. For larger values

of ε, the number of constraints included in the working

set grows exponentially, which lead to increased CPU

times due to the increased computational expenses for

the sensitivity analysis (due to the increase in critical
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loads) and the number of constraints considered in the

optimizer.

7 Advantages and limitations

The main advantage of the working-set approach is that

it greatly reduces the memory requirements and com-

putational expenses for solving optimization problems

with many constraints. The computational expenses are

reduced in the (sensitivity) analysis and in the opti-

mization solver. In particular, for problems with many

load cases, the computational expenses of the sensitiv-

ity analysis can be greatly reduced by identifying the

critical load cases; i.e. the load cases for which at least

one constraints is design-driving.

An additional advantage of the proposed approach

is its easy implementation since it does not require

changes to the optimization method itself. Therefore,

it works with any type of general purpose optimization

solver for nonlinear optimization including SQP (e.g.,

Boggs and Tolle, 1995; Boggs and Tolle, 2000) and in-

terior point methods (e.g., Forsgren, Gill, et al., 2002).

It should be noted that the approach can only be

expected to work when the number of active constraints

is expected to be relatively modest. This should be the

case if the number of design variables is also modest

(say in the order of hundreds). A disadvantage of the

approach is its parameter-dependency on the critical

parameter ε. However, our numerical experiments indi-

cate that the algorithm performs well and similar re-

sults are obtained for a large range of this parameter.

8 Conclusions

A working-set approach with advantageous theoreti-

cal properties has been proposed for sizing optimiza-

tion problems of structures subjected to dynamic loads

with relatively few variables but many constraints. The

method is applied to structural optimization of frame

structures subject to many loads and with many stress

constraints. The numerical experiments demonstrate that

for the considered sizing optimization problems a large

number of time-dependent stress constraints can be han-

dled effectively by solving a sequence of relaxed sub-

problem instead of the complete problem. Each sub-

problem considers only the constraints in the work-

ing set which includes the currently most critical con-

straints. The working set is updated after each problem

is solved and is always ensured to contain the previous

working set, i.e., the size of the working set increases

until the algorithm terminates. The algorithm is robust

and is easily implemented on top of existing off-the-

shelf numerical optimization methods for nonlinearly

constrained problems. Future research will be directed

towards efficient means also to reduce the size of the

working set without compromising the theoretical prop-

erties.

It was found that for the intended application only

a very few constraints are design-driving. This observa-

tion supports the hypothesis that structural optimiza-

tion problems with few design variables also have few

active constraints. Future research is focused on how to

solve structural optimization problems with large num-

bers of design variables combined with a large number

of constraints, such as topology optimization of frame-

structures subjected to dynamic loads.

Acknowledgements This research is part of the project
ABYSS - Advancing BeYond Shallow waterS - Optimal de-
sign of offshore wind turbine support structures (www.abyss.dk).
This project is sponsored by the Danish Council for Strategic
Research, Grant no. 1305-00020B. This support is gratefully
acknowledged.

A Problem data and solver settings



16 Alexander Verbart, Mathias Stolpe

Table 4: Element connectivity. The nodal coordinates

for both design problems can be seen in Figure 2. Each

element is defined by three nodes (i, j, k) as shown in

Figure 1.

16-bar frame 25-bar frame

Element i j k i j k

1 1 5 4 1 2 4
2 2 6 1 4 1 2
3 3 7 2 2 3 1
4 4 8 3 5 1 6
5 5 6 9 6 2 1
6 6 7 10 2 4 3
7 7 8 11 5 2 1
8 8 5 12 3 1 2
9 5 9 8 1 6 5
10 6 10 5 6 3 10
11 7 11 6 4 5 8
12 8 12 7 4 3 1
13 9 10 12 6 5 2
14 10 11 9 3 10 6
15 11 12 10 7 6 3
16 12 9 11 9 4 5
17 - - - 8 5 9
18 - - - 4 7 3
19 - - - 8 3 4
20 - - - 10 5 6
21 - - - 9 6 10
22 - - - 6 10 9
23 - - - 7 3 4
24 - - - 4 8 7
25 - - - 9 5 6
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Table 5: General settings

Option Setting / Value

Model
Beam element Euler-Bernoulli
Cross-section Solid circular
Allowable stress σlim = 240 MPa
Young’s Modulus E = 68.9 GPa
Poisson’s ratio ν = 0.33
Density 2770 kg m−3

Rayleigh damping parameters α = 0.607, β = 0.00064
Time discretization Newmark average acceleration, time step ∆t = 0.02 s

Problem formulation
Minimum diameter (x) 0.01 m
Maximum diameter (x) 0.20 m
Initial diameters (x0) (x + x)/2 = 0.105 m

Non-default parameters optimizer: ∗IPOPT (Wächter and Biegler, 2006)
mu strategy ‘adaptive’

nlp scaling method ‘none’

hessian approximation ‘limited-memory’ (BFGS-approximation)
obj scaling factor 1e-3

tol 1e-6

constr viol tol 1e-6

* A description of the IPOPT options can be found in (Options reference 2017).
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