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Abstract

The development of High-Voltage Direct Current (HVYDC) transmission based on Voltage Source
Converters (VSCs) and its advantages compared to HVDC based on Line Commutated Converter

(LCC), such as black-start capability and the capability to supply weak grids, has increased
the interest in HVDC technology in Europe. Moreover, it is seen as enabling technology for
Multi-Terminal High-Voltage Direct Current (MT-HVDC) grids. As such a MT-HVDC grid would
most likely not be built at once in Europe but be developed by a step-wise integration of already
existing on- and offshore inter-connectors, this raises potential multi-vendor interoperability issues.
Furthermore, new methods are needed which take advantage of (i) the flexibility such a grid can
offer and (ii) the high-resolution, real-time data available through the increasing deployment of
Phasor Measurement Units (PMUs) in order to enhance the system stability of the interconnected
AC-HVDC system.

This thesis covers five aspects of these developments: we investigate the potential of [ HYDC
transmission lines in Europe; we found that several new HVDC lines are indispensable in the
future European transmission network to meet the renewable energy source (RES) integration
targets of the European Union. Ideally, these lines must become parts of a MT-HVDC grid to
minimize costs and increase reliability.

In order to enable an MT-HVDC network consisting of installations from multiple suppliers,
we investigate potential multi-vendor interoperability issues and the impact of different control
structures on the power system stability.

Further, with the ability to control active and reactive power independently within milliseconds,
VSC-HVDC systems do not only introduce new challenges but also new opportunities, such
as controllable power flows and corrective control. Considering the increasing availability of
measurement data, and the recent advances in data-driven approaches, we develop methods
allowing us to enrich and use the available measurement data to increase power system security.
As historical data often contain limited number of abnormal situations, simulation data are
necessary to accurately determine the security boundary. Therefore, we developed a modular and
highly scalable efficient database generation method for data-driven security assessment of power
systems.

Moreover, using these databases, we take a more holistic view, and we combine the data-driven
security assessment with optimization for operations and markets. Thereby, we leverage the
advantages of the controlability of VSC-HVDC, the efficient data generation and data-driven

methods to minimize power system operation costs.

Finally, inspired by the development of the data-driven security assessment, we developed a first
proof-of-concept of how such methods can not only assess security, but also predict the criticality
of faults based on local measurements only without requiring communication. Ideally, such a
method could be developed into a local control support method for HVDC terminals enabling the

ix
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HVDC terminal potentially not only to react to measurements but act on stability predictions and
thereby potentially prevent fast evolving short-term voltage stability problems.



Resumeé

Udviklingen af Voltage Source Converter (VSC) teknologi inden for jeevnstremsforbindelser
(HVDC) og dets fordele sammenlignet med Line Commutated Converter (LCC) teknologi har oget
den Europeeiske interessen i HVDC teknologi, bl.a. gennem mulighed for start fra dedt net og
forsyning af svage net. Derudover anses VSC teknologien som en muliggerelse af Multi-Terminal
jeevnstremsforbindelser (MT-HVDC). Et MT-HVDC netveerk vil hgjst sandsynligt ikke blive bygget
som en ny installation men snarere som en lebende sammenseetning af eksisterende land- og
havbasered HVDC forbindelser. Dette medferer en potentiel udfordring i sammenspillet mellem
installationer fra forskellige leverandorer. Yderligere er det nedvendigt at udvikle nye metoder der
udnytter, (i) den fleksibilitet et MT-HVDC netveerk kan tilbyde og (ii) den tilgeengelige meengde af
realtids data fra et stigende antal af Phasor Measurement Units (PMUs). Disse metoder skal have
som mal at forbedre netveerks stabiliteten i et sammenkoblet AC-HVDC net.

Denne afhandling deekker over fem dele af denne udvikling: Vi undersegger potentialet for HVDC
forbindelser i Europa og identificerer adskillige forbindelser der i fremtiden er uundveerlige for det
Europeeiske transmissionsnet, hvis malene fra den Europeeiske Union (EU) omkring omstillingen
til vedvarende energi (VE) skal nds. Ideelt set skal de identificerede forbindelser blive del af et
MT-HVDC netveerk.

For at muliggere et MT-HVDC netveerk bestdende af installationer fra flere leveranderer, har
vi undersegt kompatibilitets vanskeligheder samt samspillet af forskellige kontrolstrukturers
betydning for stabiliteten af elnettet.

Med evnen til, indenfor millisekunder, at bestemme aktiv og reaktiv effekt uatheengigt, vil VSC-
HVDC forbindelser ikke blot skabe nye problemer men ogsa nye muligheder. Disse inkluderer
pavirkning af effektstromninger og udferelse fejlrettende styring. Som en reaktion pa den ogede
datameengde og udviklingen i den datadrevne tilgang til problemer, har vi udviklet metoder der kan
udnytte den tilgeengelige data og tilfore den veerdi, som samlet kan forege forsyningssikkerheden.
Pa grund af den begraensede repraesentation af unormale situation i historiske data, er brugen af
simulerings data nedvendig for at klarleegge de tilstedevearende sikkerhedsgreenser. Derfor har vi
udviklet en effektiv metode til skabelse af databaser til datadreven sikkerhedsvurdering af elnet,
som bade er moduleer og skalerbar.

Ved brug af de skabte databaser opnas et helhedsbillede, som vi bruger til at kombinere den
datadrevne sikkerhedsvurdering med optimeringsstrategier inden for elnet drift og markeder.
Derved udnyttes fordelene i VSC-HVDC forbindelsers regulerbarhed, den effektive skabelse af
databaser samt datadrevne metoder til at minimere elnettets driftsomkostninger.

Endelig har vi, inspireret af udviklingen af den datadrevne sikkerhedsvurdering, udviklet en
indledende proof-of-concept af hvordan denne slags metoder ydermere kan forudse kritiske fejl
udelukkende baseret pé lokale malinger. Ideelt set kan saidan en metode blive videreudviklet til en

lokal reguleringsmetode til understottelse af HVDC terminaler. Derved kan HVDC terminalen

Xi
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potentielt set bdde reagere pa malinger og samtidig pa stabilitetsforudsigelser. Dette giver mulighed
for at forhindre en hurtig udbredelse af korttids speendings ustabilitet.
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CHAPTER ].

Introduction

1.1 Background and Motivation

Over the last decades, the operation of a power system faced new challenges following the
liberalization of the energy market and the changes in the energy mix. The liberalization led to the
involvement of more stakeholders and more competition [17]. The shift in generation towards
Renewable Energy Sources (RES) led the power system to be operated under increasingly stressed
conditions. There are several reasons for that: the variability of the generation and the difficulty
of precise forecasts, a large number of newly developed generation sites leading to new load
flow patterns as well as high RES penetration in distribution grids causing potentially reverse
power flows and voltage violations. At the same time, Transmission System Operators
installed Flexible Alternating Current Transmission System devices enhancing flexibility
and power transfer capability of the system [18]. Many High-Voltage Direct Current (HYDC)
transmission system projects are being developed and planned around the world enabling
controllable bulk power transfer over long distances. Moreover, with the increasing deployment
of Phasor Measurement Units obtain high-resolution, real-time dynamic state
information of the power grid allowing the development of methods to monitor, predict and
enhance the system stability in real-time.

As the system is operated under increasingly stressed conditions and closer to its security
boundaries, the @ are more often required to interfere with the initial market outcome, i.e. the
power plant dispatch, in order to ensure a secure operation of the network. The redispatching
measures, as these adjustments are called, consists mostly of readjusting the generation of single
power plants or RES plants resulting in changed power flows complying with the determined
stability limits. Taking the example of Germany, the shift in generation in terms of type but also
location, i.e. from nuclear power plants located close to the load centers in the south/south-west of
Germany towards a high wind penetration in the north, far away from the load centers, combined
with a delayed grid expansion to cope with the changed power flows, led to a more difficult grid
operation scenario requiring significantly more costly redispatching measures by the[TSOs|(volume
of redispatched energy increased between between 2010 (306 GWh) and 2017 (18.455 GWh) by
factor 60; costs increased by factor 30 (13 M€ vs. 396.5 M€) [19,20]. However, it is important to
emphasize here that simultaneously the cost of reimbursing down-regulated [RES as well as the use
of reserves increased significantly leading to overall costs of 1.4 B€ in 2017 in Germany alone [19].

Looking in the future, following the Paris climate agreement [21] the trend of an increasing share of
[RES will continue and even more challenges will appear due to the electrification of other sectors
as transport or heating [22]. This will confront the power system not only with a higher share of
variable generation and a growing demand but will also provoke a higher variability of the load
requiring a higher flexibility of the system. The limited acceptance of the European citizens for new
transmission lines demands a better utilization of existing assets. Still, additional grid capacity will



2 CHAPTER 1. INTRODUCTION

be required even with an optimal use of the existing grid [17]. With vast potential of wind energy
located offshore in the North Sea region, new transmission corridors between load and generation
are required to harness this energy. While wind power plants are being built further from the
shore, the use of Alternating Current technology to interconnect them with the continent
becomes less feasible. On the other hand, the transmission lines onshore could be built with HVAC
or[HVDC technology. Recent project developments in Germany show, however, higher public
acceptance to new transmission corridors with an as small footprint as possible resulting in more
cost intensive underground solutions [23] which are more suitable for long distances using [ HVDC
technology [17]. HVDC offers other benefits as well. Power flows on[HVDC lines are controllable
increasing the grid flexibility and causing lower losses over long distances compared to[AC| This
led to an increasing interest in [HVDC|technology over the last decades.

A significant driver of this interest, in particular in Europe, was the appearance and development
of[HVDC transmission based on Voltage Source Converter (VSC) and its advantages compared to
HVDC based on Line Commutated Converter (LCC). The black-start capability, the capability to
supply weak grids, the comparable small footprint and the ability to control active and reactive
power independently made this technology also feasible for offshore applications. Furthermore, it
is seen as an enabler for Multi-Terminal High-Voltage Direct Current (MT-HVDC) grids allowing
to interconnect several [HYDC  converters. In Europe, ten countries of the North sea region formed
the North Seas Countries Offshore Grid Initiative (NSCOGI) in order to explore the best way to
establish an offshore HVDC grid [24]. More recently, the three TenneT TSO B.V., Energinet
and TenneT TSO GmbH signed an agreement to investigate the development of an artificial island
in the North sea, the so called North Sea Wind Power Hub (NSWPH) [25]. Such an island would
allow to harness the large offshore wind potential far away from the coasts serving as an energy
collection point and would potentially be interconnected with the continent via several HVDC
lines. In China, two grids have already been commissioned [[17} [26].

Due to the little experience with[MT-HVDC|grids, the control, operation and potential interaction
of such a[MT-HVD(] grid with the connected |AC|grids are open research questions. Moreover,
new methods enhancing the grid stability by taking advantage of the flexibility such a grid can
offer and the high-resolution, real-time data of the connected AC-grids are needed.

In light of these developments, this thesis develops methods to identify potential grid upgrade
scenarios and [HVDC transmission corridors using a highly detailed European system model
of about 8000 nodes. Further, this work provides an in-depth analysis of different proposed
control structures for a potential MT-HVDCl Given the growing importance of multi-vendor
interoperability, our studies focused on different proposed DC voltage control structures and their
impact on interactions between systems, stability and interoperability. Moreover, we propose a
methodology enabling the assessment of the operation space of an arbitrary[MT-HVDC|considering
small-signal stability and other freely selectable requirements. Furthermore, this work develops
methods allowing us to enrich and use the increasing amount of available measurement data to
increase power system security. To this extent, we propose a highly scalable efficient database
generation method to enrich historical data, as these data often lack information of all credible
abnormal situations. Through, simulation data we are able to accurately determine the security
boundary. Additionally, using data-driven methods on these simulation and measurement data,
we extract the security boundary and incorporate it as constraints into the market clearing aiming

to minimize redispatching actions and costs by considering more detailed security considerations
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and the true non-convex feasible space. Moreover, we take the potential of HVDC corridors and
MT-HVDC grids into account considering corrective control actions offered by HVDC terminals
within the market clearing enabling an even more cost-efficient market-clearing. Finally, we
investigate data-driven local control support methods enabling fast instability predictions with
high accuracy based on local post-disturbance measurements. This method could support and
enhance local control and protection systems enabling potentially fast local corrective control

actions.

1.2 Contributions

The main contributions of this thesis are:

o A classification and in-depth study of different DC voltage droop control structures proposed
in literature. The disturbance rejection capability, the impact of the Control Structures
on interactions with connected [AC|grids and potential issues due to the interoperability of
different[CSs|in a multi-vendor scenario have been analyzed.

e Development of a methodology for a stability analysis of different DC voltage droop control
implementations. The methodology enables to determine the operation space of an arbitrary

MT-HVDC grid.

e Development of a modular and highly scalable efficient database generation method for
data-driven security assessment of power systems. As historical data often contain limited
number of abnormal situations and therefore limited information on the actual security
boundary, simulation data are necessary to accurately determine the security boundary. This
method creates simulation data with high information content and outperforms existing

approaches requiring less than 10% of the time other methods require.

e Development of market-clearing algorithms which incorporate preventive / preventive-
corrective security considerations. Using data-driven techniques, both small signal stability
and steady-state security have been addressed and tractable decision rules in the form of
line flow limits have been derived from large databases obtained though an offline security
assessment. The resulting constraints have been incorporated in the market clearing.

e Development of data-driven control support methods for [HVDC terminals enabling fast
instability predictions with high accuracy based on using local measurement data only. Such
a control support method could support and enhance local control and protection systems by
allowing the local controller not only to react to measurement but act in advance on accurate
predictions enabling potentially faster local corrective control actions.

e Development of methods to identify potential grid upgrade scenarios and[HYDC transmission
corridors maximizing social welfare and [RES| penetration in Europe using a highly detailed

European system model of about 8000 nodes.
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1.3 Outline of the Thesis

This thesis is structured as follows:

Chapter 2: Background The motivation behind multi-terminal HVDC grids and the use of data
to enhance system security is described. The basic power system modeling and stability concepts
used throughout the thesis are introduced.

Chapter 3: Development of Grid Expansion Scenarios for the European Power System: Scala-
bility Analysis of AC and HVDC Technologies  As part of the scalability assessment of the
AC and HVDC technologies developed within BEST PATHS, grid expansion scenarios for the
European power system were investigated analyzing the integration potential of the different
technologies developed within BEST PATHS.

Chapter 4: MT-HVDC| Control Structures  This chapter provides a classification of different
DC voltage control structures proposed in literature. An in-depth comparison of the impact on
small signal stability, disturbance rejection and the interaction level is performed. Furthermore,
a methodology for a stability analysis of different DC voltage droop control implementations
determining the operation space of an arbitrary [MT-HVDC|grid is presented.

Chapter 5: Efficient Database Generation for Data-driven Security Assessment of Power Sys-
tems A modular and highly scalable efficient database generation method for data-driven
security assessment of power systems is presented. As historical data often contain limited
number of abnormal situations, simulation data are necessary to accurately determine the security
boundary.

Chapter 6: Data-driven Methods for Market-clearing and Power System Operation  Data-
driven small-signal stability and preventive / preventive-corrective security-constrained optimal
power flow algorithms are presented. Using simulation data, we incorporate both small signal
stability and steady-state security in form of line flow constraints into the market clearing algorithm
aiming to maximize the feasible space and to minimize redispatching actions.

Chapter 7: Data-driven Control Support Methods A data-driven control support method
enabling fast instability predictions with high accuracy based on local post-disturbance measure-
ments is presented. This method could support and enhance local control and protection systems

enabling potentially fast local corrective control actions.

Chapter 8: Conclusion and Outlook  The key findings of this thesis are presented and an
outlook to future research directions is given.
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CHAPTER 2
Background

This chapter provides background information on power system stability, power system security, security
considerations in market clearing, supervised machine learning methods and power system modeling with
focus on state-space modeling.

2.1 Introduction

With focus on HVDC control and data-driven methods, this thesis investigates potential benefits
offered by these methods within different aspects of power systems. These topics range from
an high-level grid expansion scenario development over optimal power system operation and
market-clearing algorithms to detailed low-level analyses of how specific methods impact the
interaction between and the stability of power systems. Moreover, by leveraging an efficient data
generation method, we achieve to include detailed stability analyses and security considerations
into high-level optimization problems used within power system operation and market-clearing.
Therefore, this chapter provides the reader with an introduction to power system security, the
different types of power system stability and how power system security is currently taken into
account during market-clearing. Then, we introduce the different supervised learning methods
used within this thesis and we motivate the focus on HVDC and data-driven methods. Finally, the
power system models used in this thesis are introduced.

2.2 Definition of Important Concepts

Due to the tremendous importance of electricity in our society nowadays, the secure operation of
the power system and, thus, the stability of the power system is crucial. It is, however, important
to distinguish between power system security, power system stability, the stability margin and the
stability of an operating (equilibrium) point in a power system [27]:

o A set of equilibria is defined as stable if as a response to inputs or disturbances the system
motion converges to the equilibrium set while the operating constraints are satisfied for all

relevant variables along the trajectory [1]].

e The power system is considered as stable if the power system remains intact after being
subject to a physical disturbance by regaining a state of operating equilibrium with most

system variables being bounded [1].

e The margin between the stability limit and the actual operating point of the power system is
then defined as the stability margin [27].



8 CHAPTER 2. BACKGROUND

e Power system security "refers to the degree of risk in its ability to survive imminent
disturbances (contingencies) without interruption of customer service. It relates to robustness
of the system to imminent disturbances and, hence, depends on the system operating
condition as well as the contingent probability of disturbances. [...] System security can be
further distinguished from stability in terms of the resulting consequences. For example,
two systems may both be stable with equal stability margins, but one may be relatively more
secure because the consequences of instability are less severe" [1]].

Furthermore, with more and more complex control devices (e.g. [HVDC links and devices)
being installed to counteract the more stressed and uncertain operating conditions [28], it is
important to distinguish between preventive security and preventive-corrective security in power
system operation:

e Preventive security takes only preventive (i.e. pre-contingency) actions into account to ensure
that in the event of a contingency no limit will be violated and there exists a stable operating
point [29].

e Preventive-corrective security on the other hand considers both preventive and fast corrective
(post-contingency) actions to ensure that in the event of a contingency no limit will be violated
and there exists a stable operating point [29].

Thus, the secure operation of a power system involves operating the power system in a stable
operating region consisting of a stable set of equilibria. Further, it usually involves the estimation

of stability margins for the different types of (in)stability phenomena and a security assessment.

2.3 Power System Security Assessment

The power system security assessment is an important part of power system operation which
involves the evaluation of the security of the system as defined in the previous section. Thus, it
determines the robustness of the power system to imminent disturbances and consists of two
important parts [1]:

e Static security analysis which consists of a post-disturbance system conditions analysis

verifying that no equipment ratings or voltage constraints are violated [1].

e Dynamic security analysis which consists of the analysis of all different types of system
stability shown in Fig. 2.1][1]. It involves the simulation of a number of contingencies to
determine the secure operating region in terms of the system dynamics [27].

Thus, for a secure operation of the power system, a clear understanding of the different types of
instability and how they are interrelated is essential [1]. Hence, they are briefly introduced in the
following subsection.

Moreover, due to the importance of the power system and in order to guarantee the customers
reliability although it is impossible to eliminate all potential faults, power systems are usually
operated according to various security criteria ensuring a sufficient security margin of the
system [27]. One of these criteria is the N-1 criterion which is described after the introduction of
the different types of power system stability.
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Figure 2.1: Classification of power system stability. Source: Adapted from [1].

2.3.1 Power System Stability

The authors of [1] divide power system stability into three types: rotor angle, frequency and
voltage stability. This classification is based on (i) the physical nature of the resulting mode of
instability, (ii) the size of the disturbance and (iii) the time span taken into consideration [1]. While
rotor angle stability is related to the ability of synchronous machines to remain in synchronism
after a disturbance, frequency stability is related to the ability of a power system to maintain
steady frequency after a disturbance resulting in imbalance between generation and load [1].
Voltage stability, on the other hand, refers to the ability of a power system to maintain steady
voltages at all buses in the system after a disturbance [1]. Thus, voltage instability describes the
failure of the power system to maintain/restore equilibrium between load demand and load supply.
The instability is often driven by the loads, which tend to be restored after a disturbance by the
action of motor slip adjustment, distribution voltage regulators, tap-changing transformer, and

thermostats [1].

Additionally, more recently with the increasing amount of power electronics in the system, a fourth
type of (in)stability driven by power electronics has been observed, e.g. at[VSCs in weak grid
conditions [30]. An overview is shown in Fig.

This thesis focuses mainly on small-signal stability, for which the damping ratio usually serves as
metric used as stability margin. Usually, [TSOs|set certain threshold values of estimated damping
ratios and operate the system in that way that the estimated damping ratio is over that threshold.
While e.g. EirGrid uses a threshold of 5% [31], Svenska kraftnét uses a threshold of 3 %. The
mathematical background of small-signal stability and the damping ratio will be discussed after
the introduction of the corresponding models in section[2.7.4}

In contrast to the remaining thesis, the work presented in Chapter 7] focuses on short-term voltage
stability issues which are driven by fast recovering load components (e.g. induction motor) that tend
to restore power consumption in the time scale of a second following a large disturbance [32]. The

stalling of induction motors has been identified as main reason for Fault Induced Delayed Voltage
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Recovery (EIDVR) which is the phenomenon whereby system voltage remains at significantly
reduced levels for several seconds after a transmission fault has been cleared [33]]. FIDVRlevents
are known to cause large amounts of bulk power system loads to trip on undervoltage potentially
causing cascading events [34]. A[FIDVR|event is defined by North American Electric Reliability

Corporation (NERC) as:

Fault-Induced Delayed Voltage Recovery - a voltage condition initiated by a fault and

characterized by:

e Stalling of induction motors

e Initial voltage recovery after the clearing of a fault to less than 90 percent of

pre-contingency voltage

¢ Slow voltage recovery of more than two seconds to expected post-contingency
steady-state voltage levels

[35]
2.3.2 N-1 Criterion

The N-1 criterion defines that after occurrence of a single contingency, the elements remaining in
operation within a[TSQ’s control area are capable of accommodating the new operating situation
without violating operational security limits [36].

2.4 Security Considerations in Market Clearing

As the European Union is striving for the completion of a liberalized single electricity market, the
electricity markets in Europe are gradually integrating [3]. As[TSOs are responsible for a reliable
operation of their control area, they perform extensive contingency analyses using load flow
calculations in order to determine the available cross-border capacities, i.e. the transfer capacities
of the tie-lines, which they provide to the market in order to include security considerations into
the day-ahead market clearing [2]]. Until May 2015, this was mostly done using Available Transfer
Capacity (ATC) in Europe while today the Central Western European (CWE) day-ahead markets
(i.e., Belgium, the Netherlands, France, Germany, Luxembourg and Austria) use a flow-based
approach [3]. In the region Central Eastern Europe (CEE) the introduction of the Flow-Based
Market Coupling (FBMC) is planned for 2019 [37].

Thus, the following subsection will briefly introduce the concept of transfer capacities while
afterwards the|ATC method and the[FBMC method are described which are used to incorporated
security considerations into the market-clearing.

2.4.1 Transfer Capacity

Any power system has a maximum transfer capacity of electric power reflecting its ability to
transmit power from one area to another over the available transmission lines [38]. This transfer
capacity is limited by the physical and electrical characteristics of the transmission lines or the
entire system. Thus, the knowledge and the enforcement of these limits is an important aspect
to ensure a secure operation of the power system. However, the maximum transfer capacities

are difficult to determine in highly meshed interconnected power systems as they depend on the
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specific topology and the current operating condition, i.e. the maximum transfer capacity of a
line may vary depending on whether another line has been taken offline for e.g. maintenance,
the current load level and which generators are currently dispatched. This is due to the fact that
maximum transfer capacity of a line is bounded by one or more of the following limits depending
on which is currently the lowest. These limits have been defined by the North American Electric
Reliability Council in [38] as follows:

Thermal Limits - Thermal limits establish the maximum amount of electrical current
that a transmission line or electrical facility can conduct over a specified time period
before it sustains permanent damage by overheating or before it violates public safety

requirements.

Voltage Limits - System voltages and changes in voltages must be maintained within
the range of acceptable minimum and maximum limits. For example, minimum voltage
limits can establish the maximum amount of electric power that can be transferred
without causing damage to the electric system or customer facilities. A widespread
collapse of system voltage can result in a blackout of portions or all of the interconnected
network.

Stability Limits - The transmission network must be capable of surviving disturbances
through the transient and dynamic time periods (from milliseconds to several min-
utes, respectively) following the disturbance. [...]. Immediately following a system
disturbance, generators begin to oscillate relative to each other, causing fluctuations in
system frequency, line loadings, and system voltages. For the system to be stable, the
oscillations must diminish as the electric systems attain a new, stable operating point.
If a new, stable operating point is not quickly established, the generators will likely lose
synchronism with one another, and all or a portion of the interconnected electric systems
may become unstable. The results of generator instability may damage equipment and
cause uncontrolled, widespread interruption of electric supply to customers. [38]

The test systems described in this thesis do not have thermal limits as limiting factor since those
are comparably ‘easy’ to determine. This thesis proposes methods to determine the maximum
transfer capacity (considering security requirements) as exact as possible using dynamic models
and simulation data. By implementing the knowledge in optimization tools, this knowledge can

be considered at the market stage mitigating the need for costly redispatching actions.

Note that the terms transfer capacity (used by European Network of Transmission System Operators
for Electricity (ENTSO-E)) and (active power) transfer capability (used by [NERC) are synonyms and
can be used interchangeably.

2.4.2 Available Transfer Capacity (ATC)

The[ATC method uses a simplified grid model reducing all nodes within a zone to an equivalent node
(Fig. @ and[ATC calculations are based on assumptions on the eventual market outcome [3]. The
procedure of determining the[ATCs|usually involves determining the Total Transfer Capacity (ITC)
which is basically the maximum power that can be transferred through the tie-lines connecting
the[TSQ’s operating area and the adjacent operating areas [2]. As aforementioned, these
are set by physical and electrical limitations as thermal limits, voltage limits and stability limits,
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Figure 2.2: Day-ahead principle using[NTCland [ATC in the Nordel-area. Source: [2].

however, without considering contingencies (i.e. N-1 security). Combined with the Transmission
Reliability Margin (TRM), which basically covers the forecast uncertainties of the tie-line power
flows due to imperfect information from market players and unexpected real-time events (e.g.
contingencies) [2]], the Net Transfer Capacities can be determined as:

NTC = TTC — TRM. @.1)

Thus, the NTClvalue can be interpreted as "the expected maximum volume of generation that
can be wheeled through the interface between the two systems, which does not lead to violations
of the network constraints in either systems, respecting some technical uncertainties on future
network conditions" [2].

The[ATC is then determined by considering also the Notified Transmission Flow (NTE), which
relates to "the already occupied part of the[NTClby the already accepted transfer contracts at the
studied time frame" [2]:

ATC = NTC — NTF. 2.2)

The differences between [ATC, [NTC| INTF, [TRM and [TTClare illustrated in Fig.

The drawback of this concept is that the are determined beforehand independent of the
actual operating point while the actual stability limits vary with the actual flows in the system.
Moreover, the[ATC limits are given as constant values representing linear cuts of the feasible space,
as visualized in Fig. 2.3c, which do not reflect the true feasible space of the system, excluding
parts of the true feasible space with potentially cheaper operating points. Finally, the
are determined using ac power-flow simulations while the market clearing in Europe is based
on dc optimal power-flow simulations. In section it is shown that by translating security
considerations from the ac to the dc space the inaccuracy may be increased causing either too
conservative or too loose limits requiring redispatching actions.

2.4.3 Flow-Based Market Coupling (FBMC)

In the[FBMC, the physical transmission constraints are taken into account in the market clearing by
using an Optimal Power Flow (OPF) formulation with Power Transfer Distribution Factors (PTDFs)
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Figure 2.3: Comparison of the zonal market model of (a) the ATC model, (b) the FBMC model and
(c) a visualisation of the resulting transfer limits. Source: Adapted from [3].

considering the tie-lines and all critical lines in normal and N-1 state (Fig. @ [3]. The zonal
[PTDFs|and the Remaining Available Margin (RAM) are determined by the[TSOs| The zonal [PTDFs|
are an approximation of the real physical characteristics of the (simplified) grid while the[RAM]
is the line capacity that can be used in the day-ahead market. However, in order to be able to
calculate these parameters, the day-ahead market outcome has to be known already. Hence, itis a
circular problem, in which the day-ahead market outcome has to be known to determine the FBMC
parameters, and the [FBMC parameters are needed to clear the day-ahead market outcome [3].
Thus, the parameters are calculated in advance based on a forecast of the state of the electricity
system and then communicated to the day-ahead market clearing algorithm [3].

The advantage of this approach is visualized in Fig. Here, the line limits are not constant but
depend on the operating point and are less conservative than with the[ATC approach allowing a
more efficient operation of the power system. The weakness of this approach lies in the convexity
of the determined security boundary, which depending on the system under investigation does not
necessarily reflect the true feasible space. This may cause the exclusion of feasible and potentially
cheaper operating points due to the fact that they are not part of the largest feasible convex space.
Furthermore, the considered security limits are based on a simplified model focusing on tie-lines
and the most critical lines and the parameters are calculated based on a forecast of the state of the

electricity system.

2.5 Supervised Machine Learning Methods

All data-driven methods used within this thesis can be classified as supervised machine learning
methods. In supervised learning, an algorithm is used to learn the mapping function from known
input variables to a known output variable in order to predict the output for unseen inputs. A
brief introduction to the different methods used in this work is given in this subsection. For more
details the interested reader is referred to [4,39,|40]. After the description of the different methods
the evaluation of the created classifiers are discussed.

2.5.1 Classification Tree

A classification tree is a subset of decision trees (DTs) where the decision outcome, called "target
variable", can take a finite set of values. A introduction to DT theory for power systems can be
found in [39].
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The classification tree is used to reveal patterns of the interconnection between observed measure-
ments (or artificially created signals) and target variables with the goal of using these patterns as
decision rules to predict the decision outcome of new observations. The measurements used as
decision variables are called ‘predictors’ or ‘features’. A simple example of a DT is shown in Fig.
It contains nodes, branches and terminal decisions. At each node a test of a predictor splits
the data set into subsets according to the test result. The branches connecting this node with the
nodes one level below represent the possible test outcomes. The leaf nodes with terminal decisions
constitute the final classification of the input observation|[[Pub. EJ. This thesis uses the Statistics
and Machine Learning Toolbox in Matlab 2017b [41] applying the standard CART algorithm for
the creation of decision trees.

Splitting Criteria

The Statistics and Machine Learning Toolbox in Matlab 2017b allows to choose between three
different splitting criteria. As we focus on binary classifications within this thesis, two options, i.e.
the gini index and cross entropy / deviance reduction, are of main interest which we will briefly
introduce here. For more details the reader is referred to the documentation of the toolbox [42].

In a node m, representing a region R,,, with IV,,, observations the proportion of class & observations
in node m can be described as [40]:

) 1
Pk = 3 ; I(yi = k). (23)

The observations in node m can be classified to class k(m) by:

e Giniindex: Y, 1 PnkPmrr = S Dk (1= Do)

e Cross entropy or deviance: — Zszl Pmk 109 Dk

Moreover, the Statistics and Machine Learning Toolbox allows to vary the costs of misclassifying a
data point into a certain class. This allows to create rather conservative decisions trees aiming at -
in the particular case of power system security - rather misclassifying more stable points as unstable
(false negative misclassifications) while minimizing misclassifications of unstable points as stable
(false positive misclassification).
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Tree Pruning

In order to avoid over-fitting of the classifiers, i.e. to fit the classifier too closely to a particular set
of data while reducing its generalization capability, the depth of decision trees can be controlled.

Moreover, after growing a tree, it can be pruned, i.e. the size reduced, to mitigate the over-fitting.

There exist several different pruning approaches including top down (i.e. starting at the root) and
bottom up (i.e. starting at the leaf nodes) methods. One of the most popular is cost-complexity
pruning which aims at minimizing a cost-complexity metric Co(T)) = ¢(T) + o x |T| which
combines the tree size |T'| (complexity) and the accuracy (or error rate) ¢(T") of the tree T for a
selectable cost factor «. Thus, depending on the choice of « either complex and accurate or less
complex and less accurate trees are preferred. The optimal ¢, i.e. also the optimal subtree T;, can
be determined by cross validation.

However, it is also possible to manually investigate the grown tree and prune specific nodes based
on test results.

2.5.2 Support Vector Machine

Support Vector Machine (SYM) is one of the most famous supervised machine learning methods.
It classifies the data by finding the best hyperplane separating all data points of one class from
those of the other class. The best hyperplane is determined based on the largest margin, i.e. the
maximum width of the slab parallel to the hyperplane without interior data points [40] which is
determined by an optimization problem. The basic idea for a two-dimensional problem is shown
in Fig. This example is using a linear classifier in the ideal case where the data points of the
different classes can be perfectly separated. However, in case simple hyperplanes are not a useful
splitting criterion for the given data, nonlinear kernels (e.g. polynomial, cubic or radial) can be used
to transform the problem into some space S where the resulting classifiers are hypersurfaces [40].

2.5.3 Ensemble Tree Algorithms

Ensemble-based decision making is based on the idea of combining several classifiers with relatively
fixed bias to derive a decision by e.g. averaging their output [4]. Simply speaking: The intelligence
of the mass is used instead of the individual classifier, as illustrated in Fig.

A

Lo

1

Figure 2.5: Linear hyperplane of a SVM.
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Figure 2.6: Variability reduction using ensemble systems. Source: .

A rich collection of ensemble tree classifiers has been developed, however, most of them are
variations of two examples: Bagging and Boosting. While both combine an ensemble of weak
learners using simple majority voting, they differ in the way the training sets of the weak learners
are chosen. In bagging, each instance has the same chance of being in each training set. In boosting,

however, the training set for each subsequent weak learner is increasingly focused on misclassified
instances by previous classifiers [4].

While there exist countless different adaptations of ensemble tree algorithms, in this work we
used three of the most popular ones: AdaBoost (short for Adaptive Boosting), LogitBoost and
RUSBoost, i.e. three boosting examples. AdaBoost is the classical boosting algorithm, LogitBoost is
an adaptation using a logistic regression model as cost function, while RUSBoost is an adaptation,

which is expected to perform especially well for data-sets with skewed classes, i.e. uneven amount
of samples for the different classes.

2.5.4 Classifier Assessment

In order to estimate the performance of the trained classifier, they need to be evaluated on data
which has not been used during the training of the classifier. There exist different approaches to
split the available data in training and test sets to create useful estimates of the performance of the
created classifiers. Here, we focus on two methods used within this thesis: k-fold cross-validation
and splitting into train and test sets.

Split into Train and Test Set

The simplest method to evaluate the performance of the trained classifiers is to split the data set
into a training and a test set. The classifier is trained on the training set and evaluated on the
test set. The size of the split depends on the size and the specifics of the data set. Given that the
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classifier is only trained on part of the data, this method is suitable for very large data sets where
both data sets, i.e. the training and the test set, are representative for the underlying problem [43].

K-fold Cross Validation

K-fold cross validation works by splitting the data set into k-parts (folds). The classifiers are trained
on k — 1 folds with one held back on which the classifier is tested. This is repeated until each
part of the data set has been held back and used to test the trained classifier. Thus, this method
leads to k different performance scores which are usually summarized by a mean and a standard
deviation [43].

2.6 Motivation for focusing on Data-driven Approaches and HVDC

Transmission

The following subsections will shed light on why we focused on data-driven approaches and
VSC-HVDC transmission.

2.6.1 Benefits of VSC-HVDC

[HVDC transmission is in general used for economic reasons for bulk power transfer over long
distances due to lower line costs despite the converter stations being more costly than the ac
substations. The break-even distance depends on the rating and the distance and is usually
between 600 — 800 km (overhead lines) [44] but in specific studies it can also be significantly shorter
(310 km) [17].

Moreover,[HYDCtransmission has additional benefits compared to transmission, such as con-
trollable power flows, a lower environmental impact, the capability to interconnect asynchronous
areas and the possibility to use long (submarine) cables (> 200 km) for offshore wind farms [17].
The break-even distance for submarine transmission depends on the rating and the number of
conductors and lies between 50 — 200 km [[17, 45].

A significant driver of this interest, in particular in Europe, was the appearance and development
of[HVDC|transmission based on[VSC|and its advantages compared to HVDC based on[LCC. The
black-start capability, the capability to supply weak grids, the comparable small footprint and the
ability to control active and reactive power independently made this technology also feasible for
offshore applications. The drawbacks are, however, higher costs, higher losses and lower power
ratings at the moment [17]46]. However, it is also seen as an enabler for[MT-HVDClgrids allowing
to interconnect several [HVYDC converters. While in China two grids have already been
commissioned [17}26], there exists different initiatives investigating potential MT-HVDCJin Europe.
However, due to the little experience with[MT-HVDCl grids, the control, operation and potential
interaction of such a grid with the connected [ACl grids are open research questions.
Moreover, new methods enhancing the grid stability by taking advantage of the flexibility such a
grid can offer are needed, as each HVDC terminal is capable of performing fast corrective control
actions providing reactive power support and / or a rerouting of the active power flow.
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2.6.2 Benefits of the Use of Data

Power systems are one of the largest and most complex man-made nonlinear systems on earth,
whose operation becomes increasingly challenging due to the shift in generation towards varying
generation in form of At the same time, with the increasing deployment of
obtain high-resolution, real-time dynamic state information of the power grid. Although these
data contain only limited information of abnormal situations, the data could be enriched with
simulation data, which is, however, a huge challenge by itself considering the complexity of the
system (see section 5.3 for details). Nevertheless, such a database of measurement and simulation
data allows the development of methods to monitor, predict and enhance the system stability
in real-time. The large amount of data already helps to increase [[SO situational awareness in
the control center providing the with a better understanding of the actual stability limits,
however, ideally, this knowledge could already be used within the market clearing leading to a

more secure dispatch and reducing the need for costly re-dispatch.

Furthermore, real-time data could be used locally to support local control structures avoiding
communication delay and enabling the controllers to act on accurate trajectory predictions based
on the most recent measurement data instead of just react to actual measurements. This could
potentially enable fast(er) corrective control actions.

2.7 Power System Modeling

This section introduces the power systems models used within the thesis. First, a generic
mathematical model of a classical multi-machine model is described which is used in chapter[5
and|6] Then, a generic mathematical model of a[MT-HVDC]grid based on[VSCslis presented which
is used in chapter[d|and 6] After the introduction of a model of a wind farm based on Double-Fed
Induction Generators (DFIGs) used in chapter|[f} the concept of linearizing the derived state-space
models and the definitions of small-signal stability and participation factors are introduced. Finally,
it is explained how contingencies are reflected in the corresponding models.

As the work in chapter |7 is not focusing on small-signal stability but short-term voltage stability,
that work was performed using PSS/e and a more detailed load modeling approach. However,
as the load modeling approach is not related to any other chapter, the corresponding model is
described within that chapter to improve the readability.

2.7.1 Mathematical Model of a Multi-Machine System

This section summarizes briefly the multi-machine model used in different sections of the thesis.
For a more detailed description the interested reader is referred to [15,47]. The model is denoted
in a per-unit system using the three-phase ac power 5S¢ and the phase-to-phase ac voltage V,*¢ as
base values.

Several different kind of synchronous machine models have been proposed which can be distin-
guished by the level of detail or the dynamic order of the model, respectively. A collection of
the different models can be found in [15]. This thesis adapts the most common assumptions by
most power system books neglecting flux dynamics and considering rotor speed deviations to
be small as we are focusing on small-signal stability. Thus, a sixth order synchronous machine

model (2.4)-(2.11) [47] with an Automatic Voltage Regulator (AVR) Type I ((2.13)-(2.15)) is used
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throughout this thesis. All generators are additionally equipped with Power System Stabilizers
(PSS) type 1 adding an additional state per generator (2.16). With an additional state for the bus
voltage measurement delay this leads to a state-space model of 11 - N¢ states, with N¢
representing the number of generators in the grid. The small signal models were derived using
Mathematica [48], the initialization and small signal analysis were carried out using Matpower
6.0 [49] and Matlab 2017b [41]. Reactive power limits of the generators are enforced.

Thus, the multi-machine model can be described with 11 - N¢ differential algebraic equations
(2.4)-(2.16) and 4 - N¢ + 2 - Np,, algebraic equations: 2 - N equations defining stator fluxes

(2.18)-(2.19), 2 - N stator equations (2.20)-(2.21), and 2 - Np,s network equations (2.22)-(2.23).
Npus describes the number of buses in the power system.

do;
o wp(w; — ws) (2.4)
dwi 1 . .
dt ~ 2h, (th, - ,l/}dilgv%i + 7721117:2577(17: - di(“’l’ - WS)) (2-5)
de;m ’ ’oN/s "
o (—€g.q0 — (@a, — ) (ig,a; — Va2, ¥d, (2.6)
— (1 = a1, )ig,a, +Vaz€qq,) + €1a,)/tao, 2.7)
dey g, .
# = (_eg,di - (mqi - x;i)(zg,% - qui%'i (2.8)
- (1 - fyqli)iga%i - 7q2ielg,di))/t;0i (29)
di/}gi " ’ ’ . "
dt = (_1/}d,3 + €9.q; — (Idi - Ili)zgadi)/tdoi (210)
du"
dtql = (-%’i - e;,di - (‘T;L - xli)igﬂi)/tgoi (2'11)
d’Uh, Vi — Up,
— = . 2.12
dt tr, ( )
ks,
d’URi _ kAi((Ué-’qi + vT@fi) —Un; —Tf — t;: efdz:) — UR; (2 13)
dt ta, '
dT’f, rp, kp.
— = - < . 2.14
dt tFi (tF.L)Q efd, ( )
defd. kg, +3E.(efd.) VR,
L= —— . : : . 2.15
dt tr Cract g @15)
dUL,
dt, = — (kowi + kppgen + kyvi +v1,) [ty (2.16)
0= ky,w; + kppgen + kyv; + V1, — Vs, (217)
0= ta, + x,ig.a; — Va1,€y.q — (1 —var, )V, (2.18)
0= w‘li + x:zlii%% + r)/qlie_i],di - (1 - Vqlri)¢(;/i (219)
0= Ta; - Z.g,di + wa‘ + Vg, (220)
0="raq, igq — Ya; + Vg, (2.21)
fori =1,2,3,...,Ng.
and
0= pa, +pr,(vi) = 2p_y vivgYik cos(0; — Oy, — i) (2.22)

0= gqa, +qr,(vi) = > p_y VivEYik sin(0; — O — ) (2.23)
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fori =1,2,3,...,Ng,Ng +1,..., Npys-
with

PG, = ig,q,0isin(d; — 6;) 4 ig,q,v; cos(6; — 6;) (2.24)
qG; = ig,divi COS((Si — 91) — ig,qﬂ]i sin(é,- — GL) (225)

fori =1,2,3,...,Ng.
The 11 - N¢ differential algebraic equations and 4 - Ng + 2 - Np,, algebraic equations can be
combined and rewritten in matrix notation as:

X =f(X,Y,U) (2.26)
0 =p(XY) 27)
0 =gpX)Y) (2.28)

: T xT T 1T T
withthestate vector X = [Xy X; ... X} _|" whereX; = [6; w; eq g, €} 4. ¥y, ¥y, vn, VR, Tf; €fa; v1,]

Y = [YTYBT|T =101 v1 - ung 102 .ONp,. UNGt1 ---UNg,.)T is the set of algebraic variables
with Yg” being the set of load-flow variables and Y¢” representing the remaining algebraic
variables. The input vector is defined as U = [U{ U7 ... U} _]|" with U; = [v,ey, tar,]”. While
f(X,Y, U) denotes the 11 - N differential algebraic equations of the generators, g; (X, Y) denotes
the 2 - N algebraic network equations corresponding to the buses where the generators are
connected to. g2(X,Y) denotes the 2 - (Np,s — Ng) algebraic network equations corresponding to
the remaining buses.

After the introduction of the mathematical models of a VSC based MT-HVDC Grid and a wind
farm, we will introduce the concept of linearizing such systems in matrix notation. Moreover, a
few detailes of the linearization process of a multi-machine model will be briefly discussed. For a
detailed description of the linearization process of a multi-machine model the interested reader is
referred to [47],/50].

2.7.2 Mathematical Model of a VSC based MT-HVDC Grid

Although recently the projects under development using [HVDC|based on[VSCs tend to use mostly
Modular Multilevel Converters (MMCs), most of the projects already commissioned use two-
/ three- or multi-level [VSCs| Due to the fact that a will most likely not be built at
once but involve a step-wise integration of already existing on- and offshore interconnectors [51],
this thesis will use a generic mathematical model of a[VSCFHVDC terminal. All methodologies
presented in this thesis could, however, also be used with a mathematical model of a Thus,
a general mathematical model of a[VSC-HVDC terminal with simplified AC grid is presented in
this subsection. This model is based on the single[VSCl configuration introduced in [6]. In order to

develop a multi-terminal grid, an arbitrary number of those terminals and lines can be connected.

This model was used in[[Pub. A], while a slightly different model [9] was used in and
due to a collaboration with Eduardo Prieto-Araujo from the Universitat Politécnica

de Catalunya. The differences are highlighted in section[£.5.2, Thus, most parts of the model
description are taken from [Pub. A]. The dc cable model description is adjusted due to the fact
that the later work did not only focus on m-equivalent models but also took a frequency dependent
m cable model into account as described in subsection
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Figure 2.7: Model of a[VSCFHVDC terminal connected to a single DC line. Source: |[Pub. A]

Model Conventions

Upper case letters represent physical values of the electrical circuit, whereas lower case letters
define per unit quantities. The apparent power rating of the converter and the peak value of
the rated phase voltage serve as base values for the used per unit system. The modelling of the
electrical system and the control of the AC-side will be presented in a Synchronous Reference
Frame (SRE), using the amplitude-invariant Park Transformation. The d-axis voltage vector is
aligned with the voltage vector, v,, at the corresponding filter capacitor, c¢, and the g-axis is leading
the d-axis by 90° [52]. [SRF/equations will be noted in complex space vector notation according to

X=2xq+7j Zq. (2.29)

Electrical System

As shown in Fig. 2.7, a simplified but appropriate model for the analyses presented in the following
chapters is used. The focus on the outer control loop, as well as the emphasis on small-signal
analysis, justifies this simplification for a multi-terminal grid in order to minimize the large

computational burden.

Electrical System on the AC side: As shown in Fig. a simplified model of the AC grid
is assumed, using an LC filter as the grid interface of the [VSCl and a Thévenin equivalent
representation of the grid. The state-space equations can be obtained as given below, where the per
unit grid frequency is denoted as w, and the base angular frequency as w, [53}/54]. Considering the
aforementioned model convention (v¢, = vcy,a + jVeu,q), the equations are given as follows:

di;  wp Wh TWy . .

= =2y, - —v,— . 2.30
dt v ly < ly T ) (230
dv, Wp. Wy . .

at = Ell - alg -7 wgC(JbVO (231)
di wp W TqWh . .

ditg = Tg v, — Tg vy — (!;g +3j ~wgwb> iy (2.32)

The power balance between AC and DC side is given below. It is based on the assumption of an

ideal lossless average model for the converter.

Vev,d * Z.l,d + Vev,q il,q = VUdc * idc,cv (233)

Electrical system on the DC side: Depending on the required model fidelity the DC cables can

be modeled either as m-equivalent or as so-called frequency dependent m-models.
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Figure 2.8: DC cable models: a) classic m-equivalent, b) approximation of frequency dependent =
DC cable model. Source: Adapted from [5].

m-equivalent cable model: In this case, the lines are represented as single m-equivalents.
The cable resistance and inductance are modeled as single elements in series while the cable
capacitances, cqc jine, are incorporated in the DC capacitance of the corresponding converter, ¢4,
as given in (2.34).

o
Cde = % + Cdeovse (2.34)

It is worth to note that this is a simplified model, which can approximate only the lowest frequency
resonant peak of the cable [55]. But, on the other hand, D’Arco argues in [6], that this approach
also resembles the worst case scenario with respect to LC oscillations. This is due to the fact that
the oscillatory effects are condensed in a single frequency, instead of being spread on several
frequencies as in a real cable. This modeling approach can also be justified by the results of [56],
indicating that for an appropriate sizing of the capacitor the impedance seen by the [VSClis almost
identical. The equations for the dynamics at the DC capacitors are given by:
dvge W Wy

= 7idc7line - 7idc,cv (235)
dt Cdc Cdc

Whereas the DC line dynamics according to the defined current flow are given by:

digeine  Wo Wy WyTde .

= —Vde.b — 7 Vde — c,line 2.36
o Ve~ U L, el (2.36)

Frequency dependent 7 cable model: The "frequency dependent 7’ cable model was intro-
duced in [5]. The model, shown in Fig. is called ’frequency dependent 7’ since the additional
parallel branches are calculated to fit the frequency response of a wide-band cable model [14}57].
The equations for the dynamics at the DC capacitors are given by:

dvge — wp Wh

dt = ?dc(idc,l + 7:dc,2 + idc,3) - ;dcidc,cv (237)

Whereas the DC line dynamics according to the defined current flow are given by:

dige1 Wy Wy WpTde,z1 .
— = = ——Udeb — Vde — “—ide,1 (2.38)
dt ldc,zl ldc,zl ldc,zl
dige2 Wy Wy WyTde,z2 .
200 ——Vdeh — Vde — &F tdc,2 (239)
dt ldc,z2 ldc,z2 ldc,z2
diges Wy wp WpTde,z3 .
= = ——Udeb — Vde — —1dc,3 (2.40)

dt ldc,z3 ldc,z?) ldc,zS
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ICS. Source:

Control System

The control system consists of a damping controller against LC filter oscillations, a current controller,
a Phase Locked Loop (PLL) and an outer controller. The outer control depends on the connected
AC grid, which is explained in more detail in the outer loop controller subsection. An overview
of the control system is given in Fig[2.9} The corresponding equations are given in the following
subsections.

Phase Locked Loop (PLL): The[VSClis assumed to be synchronized with the corresponding AC
grid through a[PLL, modelled as shown in Fig. 58]. An inverse tangent function is used
on the low-pass filtered estimated phase voltages vprr, = vprr,q + jUpLL,q tO approximate the
actual phase angle error A©,, pr 1. Followed by a PI controller in order to derive the frequency of
the tracked voltages. The corresponding equations are given as:

dv
;LL = —WLP,PLLVPLL + WLP,PLLVo (2.41)
deprr — tan—! (M) (2.42)
dt UPLL,d
dA©
PBOLLL N (243)

with eprr representing the integrator state of the PI controller and A©py; the phase angle
deviation between the grid voltage, v,, and the orientation of the [PLL, Awpy;, describes the grid
frequency deviation. The deviation variables are necessary for the modeling of the[PLL in the[SRE.
The actual voltage vector phase angle, © p1. 1, is needed for the transformation between stationary
and rotating reference frame.

In case the [VSClis connected to a weak grid, the [PLL which is commonly used for grid syn-
chronization can negatively affect the dynamic performance and stability range of the[VSCl The
stability problems associated with the[PLL are in general related to the influence of the converter
operation on the voltage measurements used for grid synchronization [59]. Different approaches
have been proposed to mitigate this problem as e.g. an impedance-conditioned [PLL (IC-PLL) [59]
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or power-synchronization control [60] which introduces a power-balanced-based synchronization
mechanism similar to the operation principle of traditional synchronous machines. This thesis,
however, focuses on situations where the grid connected to all is strong enough for the use
of [PLLs.

Active Damping of LC Filter Oscillations: An active damping of LC filter oscillations is im-
plemented, based on injecting a component, v, , to the converter output voltage, which is in
counter-phase with the detected oscillations [61} [62].

vip =kap (Vo — @) (2.44)
% = WADVo — WADP (2.45)

While w4 p represents the cut-off frequency and ¢ = ¢4 + j¢, the integrator states of the low-pass
filter, k4 p is used as tuning parameter depending on the dynamic response of the system. The
controller is visualized in Fig.

Inner Current Control Loop: The inner current control is based on vector control in the syn-
chronous reference frame, tuned by modulus optimum criterion [63]]. Considering two conventional
PI controllers with decoupling terms and voltage feed-forward, the converter output voltage

reference, v7,, can be defined as:

*

Vi, = kpe(if —11) + kiey + jlpwprrii + Vo — Vip (2.46)

with 7, kpc and k;. representing the integrator state, the proportional and integral gain of the PI

controller.
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Figure 2.10: Phase Locked Loop. Source: [Pub. A]
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Figure 2.11: Active Damping of LC-Oscillations. Adapted from: [6].
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Outer loop controller: The outer loop control structure is the main difference between the
terminals. Here, a distinction is made between VSC terminals, which are supposed to take part in
the dc voltage control, and those which are not. The former are most likely connected to rather
strong grids, hence those terminals are called Grid Side Converters (GSCs) in the following. The
latter are most likely connected to rather weak grids, where the focus lies on maximizing the
power output as it is for wind farms, hence those are called Wind Farm Converters (WFCs) in the

following.

Wind farm converter (WFC): For a VSC terminal representing a wind farm, a conventional
active power controller is providing the d-axis current reference. The g-axis reference is provided
by an ac voltage controller. The equations are given as:

i auws = kpedws (Pioy — Pufiac) + KicdwfXd,wf (2.47)

*

i gwf = Kpeqws (Vh dws = Vodaws) + Kicquwf Xqws (2.48)

with xg/q, kpea/q and kicq/q representing the integrator state, the proportional and integral gain of
the PI controller.

Grid side converter (GSC): The g-axis current reference for a VSC terminal connected to a
strong grid is provided by a reactive power controller.

i1g,9 = Fpea.g (q; —qq) + Kicq,gXa,9 (2.49)

The d-axis current reference is provided by one of the various DC voltage droop controllers. The
different types have been identified and categorized in section 4.4} They are shown in Fig.
The block diagrams of the corresponding droop controller indicate that these droop controllers
differ with respect to (i) power or current based droop implementations, (ii) the choice of the
second variable (besides DC voltage): current / power measured on AC or DC side and (iii) the
choice on which variable the droop gain kg,..0p is applied, i.e. which variable is controlled in the
first and which in the second loop.

The corresponding equations of those controllers are given in (2.51)-(2.58) in the order of[CS1 to 8.

CS1: 85y = kpeay | —2e—2de 45 — iy, (2.50)
H kdroop
+ kicd,ng,g (2-51)
CS2: iy, = ”dkd;”d +il, (2.52)
roop
CS3: il*,d,g = Kped,g ((226 —dde) - Edroop + Vdc — U;C) (2.53)
+ kicd,ng,g
CS4: i} g g = kped,g ((i5e — Gac) - Karoop + Vde — Vj..) (2.54)
+ kicd,ng,g
ok Vde — U*c *
CS5: i} gy = kpedg | o9 4 pl, — pae (2.55)
kdroop
+ kicd,ng,g
CS6: i 4y = kipedrg | e 4 p* —p,, (2.56)
kdroop

+ kicd,ng,g
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CS7: i} g g = kped,g (P — Pde) * Kdroop + Vae — Vj.) (2.57)
+ Kicd,gXd.g

CS8: i} 4.y = kped.g (Pae — Pac) * Kdroop + Vac — V) (2.58)
+ Kicd,gXd.g

Control structure 1 (CS1)

;

(@) CS1(Vye-Iye)-

Control structure 3 (CS3)

o 1

(©) CS3 (Lae-Vae) - [7274).

Control structure 5 (CS5)

(g) Ccs7 (Pdc'Vdc) - ’

Control structure 2 (CS2)

()
kdroop,i :

(b) CS2 (Vye-Iac) - [70,71].

Control structure4 (CS4)

o
| L3

(d) CS4 (Inc-Vac) - [75].

Control structure 6 (CS6)

(£) CS6 (Vige-Pac) - [79].

Control structure 7 (CS7)

kdroop,p

(h) CS8 (Pac-Vac) - [81].

Figure 2.12: Analyzed DC voltage droop control structures. Source: |[Pub. Cl.
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State Space Model

By combining the equations presented in the previous subsections, a grid can
be modelled in a state space representation. The order of the model depends on the num-
ber of terminals within the the chosen outer control structures, the number of
DC cables and the chosen DC cable model type. The state vector of each [VSClis given as
XV 5C,i=[Vo,d Vo,q i1,d T1,q Vd Vg Xd Xq ig.d ig.q Pd Dg Vpit,d Vpitg EPLL AO v4.]7, the state vector of
each dc cable is given as X4 pi i=[iac]” for the classical 7 model and Xde, freq,i=llde,1 tde,2 ides]”
for the frequency dependent m model respectively.

2.7.3 Mathematical Model of a Wind Farm with Doubly-Fed Induction Generators

This section presents a mathematical model of a[DFIGas proposed in [7}[82H85]. The model neglects
the stator transients and uses a one-mass model of the drive train [82]. It is visualized in Fig. [23
Given that a wind farm model consisting of full order models of every single wind turbine is
computationally extremely demanding, it is common practice in power system stability studies to
use simplified equivalent models. Thus, an aggregated model of a single [DFIG wind turbine is
used to represent a wind farm following the approach proposed in [86]. A wind farm based on
is used because this type of generator has one of the highest market shares resulting in a
high frequency of occurrence in existing wind farms [87}[88]].

The one-mass drive train model is given in (2.59) and the induction generator neglecting stator
transients is given in (2.60)-(2.61) while the control loops of the back-to-back converter are given in

(2.62)-(2.65). Corresponding algebraic equations are given in (2.66)-(2.69). The grid side converter

[!
-
l

Figure 2.13: Double-Fed Induction Generator. Adapted from: [7].
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is assumed to operate at unity power factor and the dc-link capacitor dynamics are neglected.

ds, t,, —te
_ 2.59
dt 2hot 259)
d ! ’ lm 1 ’ ’
% = 5;Ws€, — wsavqr — %(ed + (x5 — x5)igs) (2.60)
d—e;—fswe/erlﬂv fi(e/f(x — 2. )igs) (2.61)
dt - rWs€yg s lrr dr té) q s s/)lds .
dl’l
. 2.62
g~ Prer—P (2.62)
dx .
7752 = kpl (pref - ps) + kilxl — Ugr (263)
dl’g
iz R 2.64
g = et — 4 (2.64)
dx .
d7t4 = pS(QTef - q‘e) + kiSIS — Udr (265)
tm = ((ko * (1 = 5,.)%)/ws) (2.66)
¢, =2 (2.67)
Ws
Vqr = kp2(kp1 (pref - ps) + kilxl - Z.q‘r) + ki2$2 + Srwslmi(is + 57*Wslrriqr (268)
Vdr = kpZ(kpS(qref - QS) + kinB - idr) + kiozy — Srwslmiqs — 8, Wslpriar (269)

Combining these equations we obtain a state space model with the states

_ T
TDFIG = [Sr,ed,€q7$1,$27$3,$4] .

The equivalent wind farm model including the calculated equivalent impedance of the collector
system and the aggregated model of wind turbines is obtained following the approach proposed
in [8,/89,90] and visualized in Fig. It is represented by the same complete model as the
individual wind turbines. Moreover, with this aggregated model we assume an equivalent wind
at every wind turbine of the wind farm. This is a simplified but appropriate assumption for
large-scale power system steady-state analysis as the authors showed in [89]. For a wind farm
consisting of Ny 7 equivalent wind turbines, equivalent parameters can be expressed as follows:

Nwr

Seq =Y Sj=Nwr-S; (2.70)
j=1
Nwr

Qraf,eq = Z Qref,j (271)
j=1

The equivalent impedance is calculated in that way that the short-circuit impedance of the
equivalent wind farm must be equal to the short-circuit impedance of the complete wind farm [8]:

Zwt

Ze = Zaw -
" Nwr

2.72)

where Z,,,: is the equivalent impedance for the common network of the aggregated wind turbines

and Z,,; is the wind turbine impedance.
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Figure 2.14: Visualization of a (a) complete wind farm and (b) an equivalent wind farm. Adapted
from: [8]

2.7.4 System Linearization

A set of nonlinear equations describing a dynamic system, such as a power system, can be expressed

in vector matrix notations as [52]:

x =f(x,u) (2.73)
y =g(x,u) (2.74)

with x and u representing the state, respectively input vector.
Given an equilibrium point of this system, we have

).(0 = f(X()7 Ll()) =0. (275)
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For small perturbations from the equilibrium the nonlinear functions f(x, u) can be expressed as

X; = Xi0 + AX; = fi[(xi0 + Axy), (llio + Au;)]

df;
= fi(x0,u0) + —Ax; +

d
LN r
du1 dur b

Yi = ¥ijo + Ay; = g;[(Xjo + Ax;), (wjo + Auy)]

dg dg;
= gj(x0,u0) + ﬁAw 1+ ﬁmn 2.77)
gj dgj
d u Aug + . du,« Au,.
With %;0 = fi(x0, up) and yjo = gj(x0, ug), we obtain
. df; df; df; i
AXi = dajl I + —|— dan n + d ™ A Ul + e + dur (278)
dg; dg- dg-
Ay; = =L Az Az, A L A, 2.79
Vi< dn t " +d1 gy, B 279)

withi=1,...,nand j = 1,...,m. Thus, the linearized forms of (2.73)-(2.74) are

Ax = AAx + BAu (2.80)
Ay = CAx + DAu (2.81)

with A e R" xR", Be R" xR",C € R™ x R™ and D € R™ x R" the known coefficient matrices
of the steady state linearization around xo € R™.
Linearization process of the multi-machine model

For a detailed description of the linearization process a multi-machine model, the interested reader
is referred to [50, 91]. Here, we will briefly summarize the main steps starting from the matrix

notation

X= f(X,Y,U) (2.82)

0 =aq(X,Y) (2.83)

0 = ga(X,Y) (284)
with the state vector X = [X{ X3 ... X} ]" whereX; = [0; w; €} . €, ;. ¥ 4 vn, VR, 75, €fa; v1,)"

Y = [YTYBT =01 v1 ..cong B O, UNgs1 - ..UNBM] is the set of algebraic vari-
ables with Yg” being the set of load-flow variables and Y’ representing the remaining algebraic
variables. The input vector is defined as U = [U{ U3 ... U} |7 with U; = [v,cy, tar,]”. While
f(X,Y,U) denotes the 11 - N, differential algebraic equations of the generators, g, (X,Y) denotes
the 2 - N¢ algebraic network equations corresponding to the buses where the generators are
connected to. g2(X,Y) denotes the 2 - (Np,s — N¢) algebraic network equations corresponding to
the remaining buses.

. df d d d; d,
WlthA dX/Blzich/B2: dYB E— dU’ Clzﬁ Dllzigl D12: g1 C2:ﬁ

dax aYe’ dYs’ ax
D2y = dY ,Dag =

AX A B; B, AX E

0 - ClD11D12 AYC + 0 AU (285)

0 CzD21D22 AYB 0
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The system matrix A,y with dimension 11 - Ng x 11 - Ng fulfilling the equation
AX = A, ,AX + EAU (2.86)

can be obtained as:

C
A=A —[B; By[Jap] | * (2.87)
2
with
D11 D12
Jae] = (2.88)
D21 D22

representing the network algebraic Jacobian.

In this work, the small-signal models are derived symbolically until equation (2.7.4), due to the fact
that the symbolic inversion of the Jacobian given in (2.88) is computationally extremely demanding,
if not impossible (for larger systems). The symbolic derivation enables us to initialize the model

for every possible combination of load and generation using Matpower 6.0 [49].

Small Signal Stability

Small signal stability or small disturbance stability refers to the system’s ability to maintain
synchronism and steady state voltages under small disturbances [1]. It is based on Lyapunov’s
linearized method [52] stating that a linear model A is asymptotically stable if all eigenvalues X of
A given by (2.89) have negative real parts.

(A-XD)® =0 (2.89)

Each eigenvalue \; = a; + ib; is commonly associated with a mode providing valuable information

on the system behavior. The damping of the i'* mode is defined as:

—a;

V- Jam

(2.90)

Participation Factors

The participation factors I'y; measuring the relative participation of the k-th state variable in the
i-th mode are determined by:

I ={T} = {Prilir} (2.91)

where ®;; and 1; are the k-th entry of the i-th right (®; € R™*) respective left (I; € R"*) eigenvectors

of A. The normalized participation factors are defined as I'};, = Hl;ikz\l I'; € R™ contains the
participation factors associated with mode 7 for all system states, whereas || - || denotes the

Lq-norm [52,92].
2.7.5 Modeling of Contingencies

As the following chapters will present studies considering contingencies, we will briefly discuss
how these are reflected by the small-signal model. In case of contingencies, the small-signal model

is adjusted by explicitly incorporating the outage of a single component. Thus, the multi-machine
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model of the base case, i.e. without any contingency, is adapted for every credible contingency
resulting in |I'| 4 1 different small signal models. Variable I' represents the set of considered

contingencies.

While line outages do not require explicit changes of the small-signal model, i.e. the use of the
base case in combination with the changed admittance matrix is sufficient to represent the outage,
a bus outage requires an adaption of the matrices A, B, C, D. In particular, the rows and columns
of the matrices A, B, C, D corresponding to the specific bus need to be deleted.

In order to evaluate the N-1 security of the system, the small signal model is initialized for all ¥
operating points with a power flow of the base case. Then, the small signal model is adjusted
for the non: different contingencies and the adjusted small signal models are initialized with an
corresponding ac power flow reflecting the post-disturbance system state of the corresponding
contingency. Then, the small signal stability is analyzed. The choice of the slack bus may differ
between the contingencies considered. Ideally the distributed slack buses should be chosen
according to the location of the primary reserves which balance the power mismatch in case of the
specific contingency, based on the experience of the[TSO.



CHAPTER 3

Development of Grid Expansion
Scenarios for the European Power

System: Scalability Analysis of
AC and HVDC Technologies

This chapter describes the work performed within the EU-project BEST PATHS which has been published
in As part of the scalability assessment of the BEST PATHS technologies, grid expansion
scenarios for the European power system were developed analyzing the performance boundaries of the

different technologies developed within the project in terms of their RES integration potential. This
chapter is structured as follows: After a brief introduction and literature review, the different technologies
developed within the project are introduced and the contributions of this work are highlighted. Then, the
development of the Business-as-Usual 2030 scenario is described, followed by the different methodologies
used to determine the performance boundaries of the different technologies. In particular, we consider three
different methodologies to determine the different transmission upgrade scenarios: (i) only technologies for
repowering AC transmission lines (ii) extending the existing grid with DC transmission technology only
and (iii) a combined approach. Finally, a case study is presented.

3.1 Background

Following the goal of the European Union to cut greenhouse gas emission by 80 — 95 % by 2050,
significant changes in the energy system can be expected. Besides energy efficiency, the already
visible shift towards renewable energy sources will be boosted demanding an almost emission
free electricity production in 2050 [93]. In Europe, vast potential of wind energy is located in the
North Sea region [94] due to the comparable high average wind speed. Due to higher capacity
factors of wind farms located offshore (40 — 50{%)] (offshore) vs 20 — 30[%]| (onshore) [95|(96]) and
the available onshore locations being restricted by limited social acceptance [97]], more and more
offshore wind farms are being built [98]. The increasing generation capacity in the North sea region,
far away from traditional load centers, e.g. in the south/south-west of Germany, requires also
additional transmission capacity, i.e. new transmission corridors, between load and generation
enabling to harness this energy. Considering the forecasted electrification of sectors such as
transport and heating [22] the power system will not only face more variability and uncertainty of
the generation but also more variability and uncertainty of the load. The limited acceptance of the
European citizens for new transmission lines demands a higher flexibility of the power system and
a better utilization of existing assets. However, additional grid capacity will be required even with

an optimal use of the existing grid [17]. Recent project developments in Germany show higher

33
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public acceptance to new transmission corridors with an as small footprint as possible resulting
in more cost intensive underground solutions [23] which for long distances are more suitable for
HVDC technology [17].

[ENTSO-E has recognized that significant transmission upgrades and expansions will be required
to strengthen the power system and to keep pace with the climate goals of the European
Union. started tackling the challenge through investments in new transmission projects
developed within the framework of the Ten Year Network Development Plan [22], which
provides the most up to date reference for upcoming transmission investments in Europe
This analysis requires a holistic approach taking into account the entire European transmission
grid to evaluate the demand for grid reinforcements or a grid expansion considering the current
and projected power flows and limitations of the system. Moreover, the analysis has to assess
which available technology is the most suitable for the specific application considering the specific

conditions.

Thus, the EU-project BEST PATHS! project was funded to develop novel transmission technologies
to increase the pan-European transmission network capacity and electric system flexibility. The
investigated technologies comprise Dynamic Line Rating (DLR) and High Temperature Low
Sag conductors, superconducting DC cables and the upgrade of existing and the building
of new DC lines (overhead lines, underground or submarine cables) to even multi-terminal
HVDC grids. The different technologies developed within the five demonstrations (DEMOs) are
introduced in Section

The focus of this chapter is to assess the scalability of the novel transmission technologies
developed within the BEST PATHS project and to analyze how they can contribute to higher levels
of renewable energy integration, social welfare and security of supply. Facilitating the assessment
of the performance boundaries of the different technologies, the analysis is split into a DC upgrade
and an AC upgrade scenario. Based on this assessment, policy recommendations are developed.

3.2 Literature Review

Although, the focus of our work does not lie on investment cost optimality nor on an overall optimal
transmission expansion planning but on determining the performance boundaries of the developed
technologies for a given generation and load development scenario, we still need to determine
the optimal grid expansion / grid reinforcement using the specific technology. Thus, this work
still lies in the domain of Transmission Expansion Planning (TEP). [TEP is a large-scale, complex
and nonlinear combinatorial problem of mixed integer nature which increases exponentially with
system size [99]. The objective is to minimize investment and operational cost while satisfying
the increasing demand and operational constraints such as generation output power or transfer
limits of transmission lines. As one of the most important issues in power system planning, [TEP
has been widely investigated as a non-detachable part of long-term power system planning [[100].
Different[TEP problem formulations can be distinguished by several aspects such as the modeling
(dc vs ac), the solving method (optimization vs heuristic) or considered constraints. The interested
reader is referred to [99-101] for a comprehensive literature review of existing methods. Here, we
concentrate on approaches focusing on large-scale [TEP. Given the model size (= 8000 nodes) and

IBEST PATHS: “BEyond State-of-the-art Technologies for rePowering Ac corridors and multi-Terminal HVDC Systems”,
www.bestpaths-project.eu, funded by the European Union
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the available simulation data (i.e. hourly demand and RES production profiles for a whole year),
dc power flow modeling is the only viable option considering computational time.

Moreover, in [102], the authors emphasize that the application of optimization to solve large-scale
[TEP is often unmanageable even with high-performance computing tools and that often
resort to manual or partially manual approaches that rely on their intuition. As part of the
e-HIGHWAYS 2050 project [103], they propose a reduce-expand-develop methodology which as a first
step consists of condensing most information of the system, i.e. among other things this includes
network reduction as well as a specific snapshot selection. As a second step, they optimize the
grid expansion at a zonal level before optimizing the grid expansion as a final step at a nodal level.
In their case study, however, the most detailed network model used consists of 1025 nodes, i.e.
~ % of our system size, demanding a computational time of 37 h.

In [104], the authors propose a decomposition framework for solving large-scale transmission
capacity expansion planning with security constraints under uncertainties. They present the
capability of their approach on a reduced ERCOT system with 3179 buses solving the problem in
around 2.8 days considering 10 scenarios.

An example for[TEP in the context of cross-national regional planning is the [YNDP|developed by
[ENTSO-Elevery two years. It is an analysis of the electricity grid development in the coming ten
years considering the national TEPs. Grid bottlenecks are identified and used as candidates for
grid reinforcements. These candidates (and additional candidates submitted by third parties) are
analyzed in an extensive evaluation according to several criteria. However, the reinforcements are

analyzed individually and no optimization is performed [101].

3.3 Technologies developed within the BEST PATHS Project

The technologies developed within the BEST PATHS project are focusing either on repowering AC
transmission lines or on DC technology. Here, we briefly introduce the technologies:

3.3.1 AC Technologies

The technologies for repowering AC transmission lines developed within BEST PATHS focus on
[HTLS transmission lines and [DLR| both of which can increase the transmission capacity of existing

lines.

As we focus on the performance boundaries of these technologies, we sent out questionnaires
to the demo leaders of the BEST PATHS technologies to collect data on the capabilities of these
technologies. The questionnaires revealed that [DLR|and [HTLS| can increase the transmission
capacity of a line by up to 20% and 100%, respectively.

3.3.2 DC Technolgies

Four of the five demonstrations within the BestPaths project focus on DC technology:

e DEMO 1 aims on reducing risks of HVDC links connecting offshore wind farms.

e DEMO 2 focuses on multi-vendor interoperability.
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e DEMO 3 investigates potential upgrade scenarios of multi-terminal HVDC links with the
specific example of the SACOI link.

e DEMO 5 works on a prototype scale validation of the technical feasibility of integrating DC
superconducting cable links within an AC meshed network.

We collected DEMO 1-3 within the DC scalability assessment, because given the aim of the study, as
well as the size of the test network, a clear separation between the demonstrators becomes infeasible.
In fact, the combined success of all three demonstrators is a prerequisite for our assumption of
being able to up-scale single HVDC links to an pan-European network.

The superconducting cables developed within DEMO 5 are not considered in this study given the
limited length of the cables and their area of application being dense populated areas, which are
represented as single nodes in the high-resolution European transmission grid model. Thus, the
following analysis also highlights the importance of multi-vendor interoperability for future grid
development plans, as it is seen as a prerequisite for the development of a pan-European network.

Therefore, we will investigate potential multi-vendor interoperability issues in the next chapter.

3.4 Contribution

In contrast to existing work, this work determines the performance boundaries of the technologies
developed within BEST PATHS for a given generation and load development scenario. That
means, we developed methodologies to evaluate the maximum achievable penetration with
the different technologies for a given generation and load development scenario. We collected
the different technologies developed within BEST PATHS in technologies aiming at repowering
existing AC transmission lines and in DC technologies. For each of these technologies we determine

the performance boundaries as visualized in Fig.

Hence, this work contributes with (i) a high-level analysis of a large-scale deployment of the
technologies developed within BEST PATHS in the pan-European transmission network. Focusing
on the capability of each BEST PATHS technology and not investment cost-optimality, (ii) the
performance boundaries of each technology are identified when applied on a pan-European scale as
visualized in Fig. 3.1, By using a 8,000 node model of the European system reflecting the expected
system topology of 2030, hourly wind, solar and generation profiles, and adopting the generation
capacity and demand projection of the EUCO30 scenario of the European Commission [105],

@ AC Upgrade @ DC Upgrade

8

S =)
o R c
c =
= [
g RES Penetration Z optimal
o o
5 2
e Q
2 <

Stages of grid development

Figure 3.1: Schematic illustration of how the scalability assessment provides the bounds of the
future European grid development. Source: [Pub. G].
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(iii) a detailed picture of transmission bottlenecks in the year 2030 is obtained. (iv) A rigorous
analytical approach for the identification of new HVDC corridors is presented, which guarantees
the maximum performance of each newly placed dc line, in term of increasing RES penetration,
reducing RES curtailment and Load Shedding (LS), and decreasing generation. Moreover, (v)
the dc grid expansion scenario is compared to a scenario focusing on the reinforcement of the ac
system and a combined upgrade scenario, i.e. dc grid expansion and ac reinforcement. Based on

this assessment, (vi) policy recommendations are developed.

3.5 Development of the Business-as-Usual 2030 Scenario

This thesis uses the data set developed within the framework of the deliverable “13.2 Definition and
Building of BestPaths Scenario" led by CIRCE. The deliverable describes the development of the
Business-as-Usual data set using a combination of a grid model provided by the European
Network of Transmission System Operators (ENTSO-E), the ten year network development plan
2016 (TYNDP) [106] and data from the e-Highway 2050 project [103]. The load and generation
data for 2016 are based on ENTSO-E’s statistical factsheet [107] and ENTSO-E’s power statistic
data base [[108], while the projections for 2030 are based on the EUCO30 scenario developed by the
European Commission [105]. The model development is out of the scope of this thesis, therefore
the interested reader is referred to the deliverable for more details. All results obtained from the
simulations and conclusions drawn from them are subject to these input data and dependent on
their validity.

3.5.1 Adjusting Load and Generation Data to ENTSO-E Data for 2016

Due to the inclusion of the TYNDP projects, the data set already contains the transmission system
data for 2030, while the load and generation data still corresponds to the year 2016. In order to
fully represent a 2030 scenario, this data needs to be adjusted to consider the nuclear phase-out in
Germany [109] as well as the projected increase in electricity consumption and installed capacity

of renewable energy sources (RES) [22].

Furthermore, the data set developed within the framework of deliverable 13.2 consists of the
network model for voltage levels 220kV and above. Thus, the connected loads at the transmission
buses represent net demand at the different nodes and already consider (RES) generation at lower
voltage levels in the form of lower or negative demand. In Germany for example, 96 % of the wind
generation [110] and almost 100 % of the PV generation [111] is connected to the distribution grid,
which means that this share of RES generation is not visible in the data set and only represented
through lower net demand at the nodes. This also entails that the installed generation capacities in
the data set do not correspond to the official values provided by ENTSO-E [107]. However, in order
to be able to upscale the load to projection levels for the year 2030, a more detailed differentiation
is required. Otherwise, the upscaling of RES and load could not consider the generation on the
distribution level.

To this end, this work takes the grid provided by CIRCE as basis and considers the RES sources
in the data set as the share of RES connected to the transmission system. Then, using the power
statistics database [108] and the ENTSO-E statistical factsheet [107], we derive the share of installed
generation capacity on the transmission level by comparing the currently installed generation
capacity in the original data set (for each type of generation separately) with the actual total

installed capacity (given in [107]) on a per country basis. This gives us an estimate of how much
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energy is generated by the different generation types on the transmission and distribution level,
respectively, which in turn allows us to determine the share of RES production in the net demand.
Note that we do not assume any conventional generation on the distribution level but adjust the
installed capacities of conventional generators on the transmission level (and thus, in the data set)
to fully reflect the total installed capacity of conventional generation for each country individually.
The data on electric energy generation and consumption per country are obtained from ENTSO-E’s
monthly domestic values reports [108]. Combined with the hourly RES profiles given in CIRCE’s
data set, the energy E generated by the different RES types x on the distribution level (%), which
is "hidden’ in the net demand, can be computed per country as given in (3.1)-(3.2).

8760 Neountry

CIRCE __ § § 2016
Ea:7country - Egi,wcountry(h)? (31)
h=1 1=1
DL _ ENTSOE CIRCE
Er,country - Eaz,country - Ez,country’ (32)

z € U = {wind, solar, geo-thermal, hydro, bio fuel, other RES},

where Nyuntry Tepresents the number of nodes in the corresponding country. The net demand
of the entire country E, ctdemand,country 1S calculated by fitting the wind Eglfl d,country and solar
energy I/ }3@ country ON the distribution level to wind and solar generation profiles taken, if available,
from the CIRCE database or from [112-114], otherwise. If the data set already contains more than
one profile for a specific country, these profiles are interpolated and then fitted to the required

energy level:

. EDL
2016, fitted __ 12016 z,country
Egm,DL,country(h> - ng,country(h) : 8760 E2016 h (33)
h=1 gz ,country( )

Generated energy from other RES sources in the distribution level (geothermal, hydro, bio-fuel,
renewable waste, others [108]) is uniformly distributed over the whole year due to missing genera-
tion profiles. The hourly net demand curves of the different countries E,etdemand,country(R) can be
computed by subtracting the different hourly distribution level profiles from the hourly electricity
consumption profile obtained from ENTSO-E’s power statistic data base Econsumed,country(R):

4
2016, fitted
Enetdemand,country(h) = Econsumed,country(h) - Z Egm’D’[J,c:Lctzzntry(h) (34)
=1

The total load of Germany as well as the net demand and the power produced by different RES
sources on the distribution level over the course of a whole year is visualized in Fig. The
computed net demand is distributed among the different nodes in the countries according to the
load values Py node k,country given in ENTSO-E’s grid model.

Pl,Node k,country (3 5)

Neountry
Zi:l ]Dl,Node i,country

As pumped hydro power plants can either operate as generator or as a motor / load pumping

Enetdemand,Node k,country(h) = Enetdemand,country(h) :

water into a reservoir, the operation time of each of these operation modes need to be determined.
This is due to the fact that the plants can only generate power as long as there is water in the

reservoir and they can only pump water up as long there is space in the reservoir left. Given that a
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Figure 3.2: Visualization of the disaggregation of the total load in net demand and RES production
on distribution level for the example of Germany. Source:

detailed analysis would require time demanding sequential simulations with detailed reservoir
size modeling for each pump hydro plant, we use a simplified assumption in which pumped
hydro storage power plants are assumed to be able to operate annually for a limited number of
hours. This also enables parallelizing the simulations. We determine the number of hours during
which pumped hydro storage power plants are allowed to operate based on the actual generated
energy provided in the ENTSO-E statistical factsheet for 2016 [107] and the installed pumped
hydro capacity per country. The hours are allocated to the periods with high demand and low
availability of other renewable energy (i.e., wind and solar).

The electricity production of run-of-the-river and other hydro power plants depends on seasonal
river flows and reservoir/pondage limitations, which often prevent the hydro power plant from
operating (at higher output levels). Hence, most hydro power plants are not always dispatchable
to their maximum possible level. In order to consider these limitations, we reduce their installed
capacities, such that even when operating during each hour of the year at maximum capacity,
their production would not exceed the observed hydro energy production in 2016 [107] on the
transmission level. The alternative approach to limit the number of operating hours as applied
to pumped hydro storages leads to a lot of infeasible hours due to the lack of sufficient base
generation. Not changing the installed capacity of run-of-the-river and other hydro power plants
(except for pumped storages) while considering them dispatchable throughout the entire year leads
to unrealistically high hydro production levels and would not reflect the actual 2016 production
levels as listed by ENTSO-E. Therefore, we choose to adjust their installed capacity levels instead
while assuming them dispatchable during each hour of the year.

Following this approach, the RES penetration level can be evaluated accurately considering not
only the "visible’ RES generation on the transmission level but also the ‘hidden’ generation on
the distribution level. Furthermore, this approach allows us to (a) adjust the load and generation
data as accurately as possible to the ones given in the 2016 monthly domestic values reports
from ENTSO-E and (b) better include 2030 load and generation projections, as shown in the
following section.
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3.5.2 Including Load and Generation Projections for 2030

The scenario for 2030 is based on the EUCO 2030 scenario developed by the European Commission
[105]. The scenario reflects the achievements of the 2030 climate and energy targets as agreed by
the European Council in 2014 and includes an energy efficiency target of 30 % [22]. This section
describes the required upscaling of the load and the different RES generation sources.

ENTSO-E provides a detailed list of installed capacity projections per generation technology on a
per country basis for the EUCO 2030 scenario [22]. We adjust the installed generation capacities

in our data set ¢?°'¢ to the projected levels for 2030 ¢*°° by determining an upscaling factor per

2030
x,country*

generation type on a per country basis, up

2030

C
2030 __ “x,country
upx,(:ountry - 2016 (36)
T ,country
2030 _ 2030 2016
Pgw,node y,country(h) - up:z:,country : Pg$,node y,country(h)' (37)

Furthermore, the actual load within the net demand is also upscaled according to the given
values using the same approach. Finally, the installed capacity Py, of all nuclear power plants in
Germany is set to zero considering the planned nuclear phase-out.

Thus, this approach allows to fit the model as accurately as possible to the EUCO 2030 scenario
developed by the European Commission [105]. The data for 2016 and 2030 is given on a per country
basis in the Appendix in Tables[A.T-[A.2]

3.6 Methodology for the Transmission Upgrade Scenarios

Within this work, we consider three different methodologies to determine the different transmis-
sion upgrade scenarios: (i) only technologies developed within BestPaths for repowering AC
transmission lines (ii) extending the existing grid with DC transmission technology only or (iii) a
combined approach.

All transmission upgrade scenarios are performed for an entire year (i.e., 8760 hours) using DC
optimal power flow (DC-OPF) simulations and annual time series for load and renewable energy
generation. The DC-OPF is a linear optimization problem widely used in power system operations
and electricity market clearing, which minimizes total generation cost and thus, determines the
optimal active power generation dispatch, which satisfies all demand under consideration of
generator active power limits and active power line flow limits. Note that reactive power and
transmission losses are neglected. This simplification is, however, not expected to have a big
impact. In fact, in [115], the authors compared the use of DC optimal power flow models with the
full AC system model to reveal congestion patterns and emphasized the good performance of the
DC-OPF method while highlighting the speed advantage.

Despite the availability of sufficient generation capacities, line congestions might prevent to fully
supply all demand during certain hours of the year. Therefore, we include the possibility of
shedding load, which is a reasonable assumption given that it is common practice to disconnect
contracted industrial loads with own generation capabilities in case of a transmission capacity
shortage. We minimize, however, the amount of unsupplied load by penalizing the corresponding
variable with a high cost in the objective function. This way, load shedding is only applied as a last
resort to ensure feasibility and thus, a guaranteed solution of the optimization problem.
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Due to the fact that detailed investment costs of the different technologies are not available and very
project specific, our assessment does not consider investment costs but aims at increasing social
welfare by a reduction of operating costs. This reduction of operating costs per year serves as an
indicator for maximum acceptable investment costs. Furthermore, by aiming at maximizing social
welfare, we simultaneously maximize the RES penetration level as RES have zero marginal cost
and are ranked first in the marginal cost curve. In [116], the author showed that increasing social
welfare is equivalent to relieving congestions, which is visualized in Fig.[3.3, The Figures visualize
the impact of congestions in the system on the dispatch of generators. If sufficient transmission
capacity is available (i.e., no congestions; Fig.[3.3a), the generators are dispatched according to the
merit order curve to supply the demand. In this case, there is only one marginal generator, which
is the last one in the merit order to be dispatched to satisfy the demand, i.e., the most expensive
one, which sets the price and is only dispatched as much as needed (usually below its capacity
limit) to cover the remaining demand. A single congestion, however, might prevent a cheaper
generator with sufficient capacity to supply the remaining demand to be dispatched to the required
levels as the grid cannot absorb higher power injection levels at the generator’s connection point.
Given that the congestion prevents a cheap generator in the merit order curve (often a renewable
energy generator with very low marginal cost) to produce as much power as required to satisfy
the demand, another more expensive ‘out-of-merit-order’ generator is additionally required to be
dispatched, as visualized in Fig. [3.3b. This increases the total generation cost and thus, reduces
social welfare as well as renewable energy penetration. Therefore, the primary target of all upgrade
scenarios is to increase the transmission capacity and reduce grid congestions, so that the cheapest

set of generators can be dispatched.

3.6.1 AC Upgrade Scenario

The technologies for repowering AC transmission lines developed within BEST PATHS have been
introduced in section8.3. As introduced in that section, the developed technologies include [HTLS|
transmission lines and [DLR| and as the questionnaires from DEMO leaders revealed they can
increase the transmission capacity of a line by up to 20% and 100%, respectively [Pub. GJ, As the
technologies focus on AC line repowering only, we do not consider the development of new AC
transmission lines but only focus on repowering existing ones. The benefits of the technologies

(a) Merit-order curve without a congestion in the system (b) Merit-order curve with a congestion in the system
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Figure 3.3: Impact of a congestion in the system on the merit-order curve. Source: [Pub. G].
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developed within the Best Paths project focusing on repowering AC lines are also constrained by
the capabilities of the substations, which are the determining factor for the improvement potential

of existing lines.

The optimal bound along the AC upgrade axis, which the Best Paths technologies could facilitate,
are determined by allowing the flow on all transmission lines (i.e., not including transformers)
to exceed the capacity limit by 100% and evaluate the required capacity increase ex-post. Any
required increase below 20% could be facilitated by both HTLS and DLR, while HTLS is the only
upgrade option for increases above 20%.

Additionally, we perform two theoretical analyses serving as a benchmark for the 2030 AC
grid development. Fist, we analyze the theoretical bounds of using Best Paths technologies for
repowering AC lines but having no limitations imposed by transformers and substations (i.e.,
leaving them unconstrained in the optimization problem). Secondly, we assume no limitation by
neither AC lines nor transformers and substations at all (i.e., only considering the limitation of the
DC lines). These analyses help to put the results of the analysis of the Best Paths technologies into
context and serve as a benchmark for the 2030 AC grid development.

3.6.2 DC Upgrade Scenario

The technologies focusing on DC technology developed within BEST PATHS have been introduced
in section As discussed in that section, we collected them all within the DC scalability
assessment except the superconducting cables, because given the aim of the study, as well as the
size of the test network, a clear separation between the demonstrators becomes infeasible. The
superconducting cables are not considered in this study given the limited length of the cables and
their area of application being dense populated areas, which are represented as single nodes in the
high-resolution European transmission grid model [Pub. GJ.

Within the DC Scalability assessment the focus lies on expanding the current European electricity
network by building new HVDC interconnections enabling controllable high power flows over
long distances with comparably low losses. Thus, besides offering additional transmission capacity
to relieve congestions, HVDC interconnections increase the controlability of the system enabling
to route power directly from one specific node to the other allowing to circumvent congestions
in the vicinity of the low-cost marginal generator. Furthermore, HVDC interconnections allow a
higher integration of offshore wind energy, due to the fact that many locations located far away
from shore are only accessible by HVDC technology. Finally, additional transmission capacity
with controllable flows will enhance the trading capacity between the different countries which is
expected to result in significant cost reductions. However, due to the significant investment cost
for new HVDC interconnections, every new line should carefully be planned in order to result
in a high utilization of the new asset and in an operating cost reduction which will make the
investment feasible. Thus, even without taking all non-technical issues as e.g. social acceptance of
new lines into account, the transmission expansion planing, or specifically in this case the problem
of choosing the right location for new HVDC interconnections is not trivial considering the size of
the European transmission network.

In [116], the author showed that increasing social welfare is synonymous to the relief of existing
congestions considering only energy costs. The author relate the number of congestions in a

network to the number of marginal generators, i.e. generators which are dispatched neither at their
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minimum nor at the maximum limit. They prove that in any system an additional line connecting
a low-cost marginal generator, i.e with a cost equal or lower than the system marginal cost, with a
high-cost marginal generator, i.e. with a cost higher than the system marginal cost, will relieve at
least one congested line and enable the low-cost marginal generator to substitute the high-cost
marginal generator and by that increase social welfare. Based on this observation the authors
developed a methodology for HVDC placement for maximizing social welfare which is based on

adding a line with the objective of setting the dispatch of the out-of-merit order generator to zero.

Following this approach, we adapt it to our system under investigation. We analyze a high-
resolution European transmission grid model with varying production and demand over a time
frame of a whole year. Therefore, we observe varying congestions and marginal generators over
the year. We determine for every generator the number of hours (Amarg,:) it is neither producing at
its minimum nor at its maximum limit. Within these hours, we determine the amount of energy it
could potentially produce additionally (in case of low-cost marginal generator) and the amount of
energy we potentially need to substitute respectively (in case of a high-cost marginal generator).
Finally, by combining these two features, i.e. the number of hours and the amount of energy of
the marginal generator, we create two parameters €;ou—cost,; and €nigh—cost,i- These parameters
determine the potential value for every generator i to be interconnected with an marginal-generator
of the opposite type (low-cost / high-cost). These parameters basically weight the amount of energy
available / needed at the specific node with the proportion of time in which this energy is available
/needed. Hence, the factors are higher if the same amount of energy is available over many hours
within a year compared to the case in which this energy is only available within a few hours a
year. Thus, these parameters serve as a good indicator for the potential utilization of a HVDC line
interconnecting marginal generators:

Rmarg: = {h =1,...,8760 V¥ P/™"(h) < P;(h) < P"*"(h)} (3.8)
|h i | |hma7‘9,i‘
Clow—cost,i = Tﬁg = (P (hmarg.i(h)) = Pi(hmarg.i(h))) (3.9)
h=
|h | |hma7‘9,i‘ )
Chigh—cost,i = % = Y (Pilhmarg.i(h)) = P (hmarg.i(h))) (3.10)
h=

As a result, parameter eo,—cost,i > €1 and enigh—cost,; > €2 justify the significant investment of
building a new HVDC inter-connection between these marginal generators. After ranking the
marginal generators according to €jow—cost and €pigh—cost, We determine heuristically the top
ranked marginal generators to be interconnected based on the distance between them. Given the
potential large distances between low-cost and high-cost marginal generators, an inter-connection
of a low-cost and a high-cost marginal generator may be performed by inter-connecting another
high-/low-cost marginal generator in between.

Thus, for example, in case we determine a low-cost marginal generator with a high ejou—cost,i
value in the North Sea. That means, this generator could produce significant more energy but
is often curtailed. Further, we determine two high-cost marginal generators with comparably
high enigh—cost,i values, one in the North of Germany and one in the South of Germany. Thus,
these generators are often dispatched with less than their maximum capacity (but above their
minimum capacity). Then, it is feasible to inter-connect the low-cost marginal generator with the
high-cost marginal generator in the North because the currently curtailed energy of the low-cost

marginal generator will substitute the energy produced by the more expensive high-cost marginal
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generator. Moreover, depending on the values of the parameters, it may be feasible to inter-connect
the high-cost marginal generator in the North with the high-cost marginal generator in the South
because (i) the available energy of the low-cost marginal generator may exceed the energy required
to substitute the energy produced by the high-cost generator in the North allowing to transmit
the exceeding energy towards the South. (ii) The two high-cost marginal generators might be
marginal in different hours, i.e. in some hours the low-cost marginal generator could substitute the
high-cost marginal generator in the North while in other hours the one in the South. (iii) In case
of potential cost differences, the cheaper high-cost marginal generators can substitute the more
expensive high-cost generator within hours in which the low-cost generator is not marginal.

The DC scalability assessment is performed step-wise in order to be able to react to changed

power-flows due to the added transmission capacity.

3.6.3 Combined Upgrade Scenario

The combined upgrade scenario is based on the DC upgrade scenario and examines potential im-
provements for each stage of DC grid development by also upgrading the underlying AC grid.
Similarly to the AC scalability assessment, we first evaluate the benefits of deploying the Best Paths
technologies for AC line repowering at each step performed during the DC scalability analysis.
We then look at the additional benefits to be gained when neglecting transformer limitations and
in a third step, when neglecting the AC grid limitations as a whole. This allows us to assess the
impact of the added DC lines on the AC grid and the interactions between the two transmission
upgrade/expansion approaches.

3.7 Case Study - The European Transmission System

We perform the scalability assessment of the Best Paths technologies on a network model represent-
ing the European transmission system in 2030. It includes impending transmission projects from
the TYNDP 2016 to be commissioned before 2030 as well as projections for load and generation
based on the EUCO30 scenario. The AC grid of the network model consists of 7474 buses, 8787
transmission lines, 1148 transformers, 1269 generators and 3361 loads. The DC system consists
of 72 point-to-point DC lines with 144 converters stations and 144 DC buses. There is no load or
generation connected to the DC system. The generators are grouped in the following six categories
with the number of generators belonging to the corresponding category indicated in parentheses:
conventional (765), run-of-the-river hydro power plants and hydro reservoirs (87), pumped hydro
storage power plants (84), solar power plants (42), offshore wind generators (43) and onshore wind
generators (248). The data for (net) demand, renewable energy production on the distribution
level (which is accounted for in the net demand) and maximum achievable RES penetration level
are listed in Table The maximum RES penetration level is calculated based on the renewable
energy available from hydro, solar and wind generators and already accounts for the time periods
during which renewable energy availability exceeds the demand and needs to be spilled in order
to maintain power balance across the entire network. The DC-OPF simulations are carried out on
an hourly basis for a whole year (i.e., 8760 hours). Generator cost functions are assumed to be

Table 3.1: Characteristics of European transmission network 2030. Source: |[[Pub. G].

Net demand RES production in distribution Demand Max. RES penetration
(TWh) (TWh) (TWh) (%)

2733.10 786.60 3519.70 56.47
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linear. Load shedding is penalized with 300 €/ MWh, which is higher than the maximum cost of
generation (162.79 €/ MWh) and thus, incentivizes to supply the load rather than to disconnect it.
Note that the cost of [LSis usually assumed much higher but in this case needs to be appropriately
scaled as high values out of scale with the rest of the cost parameters might raise numerical issues.

3.7.1 Performance Indicators of the Scalability Assessment

The primary target of the scalability assessment is to increase the transmission capacity and reduce
grid congestions, which in the context of this case study is equivalent to increasing social welfare
and RES penetration levels. To this end, we use the key performance indicators (KPIs) defined
in WP2 of the Best Paths project and listed in Table[3.2|for evaluating the results of the different

upgrade scenarios.

3.7.2 Evaluation of the Business-as-Usual 2030 Scenario

The main results of the BaU2030 without any grid reinforcements are visualized in Figs. [3.4/and
Fig.[3.4]shows the annual dispatch of the different generation categories and the amount of
load shedding. 22.35% of the demand is covered by distributed generation on lower voltage levels,
while the remainder is covered by generators on the transmission level. The RES penetration
level reaches 52.84% and exceeds the penetration level of 50%, which has been projected by the
EUCOZ30 scenario, mainly due to different modeling approaches. The EUCO30 projections have
been evaluated using a high-level energy modeling approach based on a mixed complementarity
problem, which simultaneously accounts for several different energy objectives (such as energy
efficiency targets etc.) and does not account for a high-resolution transmission grid model.
Additionally, our assumption on the share of renewable energy generation in the transmission
and distribution systems might be another source causing discrepancies. 0.94% of the total load is
shed due to grid congestions. Specifically, most of the[LS occurs in Sweden, Norway and Finland
(67.78%), where a simplified grid representation developed within the eHighway 2050 project is
used and which consists primarily of DC lines, which exhibit a high congestion level due to large

Table 3.2: Performance indicators of the scalability assessment. Source: [[Pub. G].
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exports of hydro and other renewable power to continental Europe. Most of the remaininglm
occurs in France (30.66%) due to AC grid congestions and particularly transformer congestions.

Fig.[3.5| depicts the dispatched renewable energy with respect to the available energy for each
renewable generation category. The bottom subplot contains all sources of hydro power. As
expected, solar power has a peak during the summer months whereas both offshore and onshore
wind power are largely available during the winter months. Hydro power has a fairly constant
generation profile due to our modeling assumptions of run-of-the-river power plants and hydro
reservoirs described in section 3.5l Pumped hydro storages do not have a significant impact on
the hydro generation profile due to relatively low installed capacities supplying only 1.89% of the
total load. The dark areas represent renewable energy curtailment, which amounts to 138.31 TWh
or 12.10% of the total renewable energy available. It can be seen that there is still potential for
increased levels of RES penetration if the available renewable energy could be transported away
from where it is generated. Specifically, offshore wind farms and solar generators curtail 36.39%
and 15% of their available energy, respectively, which largely accounts for the gap between the
current RES penetration level and the maximum achievable of 56.47%. Table [3.3]lists the main
results of the BaU2030 including the annual generation cost and the objective function value, which
additionally to the generation cost also includes the cost of [LS.
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Figure 3.4: Load and generation 2030. Source: [Pub. G]

Table 3.3: Results of BaU 2030. Source: [Pub. G]

RES penetration  RES curtailment [LS| Generation cost [LScost Obj. fct. value
(%) (%) (%) (B€/a) (B€/a) (B€/a)

52.84 12.10 0.94 50.08 7.86 57.94




3.7. CASE STUDY - THE EUROPEAN TRANSMISSION SYSTEM 47

BaU 2030

Solar
S

=N
S

w

w
IS

o

Available vs. Dispatched Power (GW)
Onshore Wind ~ Offshore Wind
I3 P
< (=] (=]
L L , L L L

Hydro
(3 =)
(=] (=]

=3

0 1000 2000 3000 4000 5000 6000 7000 8000
Hour
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3.7.3 AC Upgrade Scenario

Grid congestions are the main cause for not being able to fully dispatch all renewable power
which is available. Within the AC scalability assessment we evaluate how Best Paths technologies
for AC reinforcements could contribute to releasing congestions and thus, increasing both the
RES penetration level and social welfare. Table .4 lists the main results, where BP reinforcements
denotes the results considering transmission upgrades using Best Paths technologies for AC line
repowering only. BP reinforcements wjo transformer limits denotes the case using BP reinforcements
but neglecting substation and transformer limitations which BP reinforcements do not upgrade. AC

— oo represents the outermost bound on the AC upgrade axis without any AC grid limitations at all.

Load shedding remains unchanged in the BP reinforcements case as the increased levels of load
shedding in France are due to transformer congestions, while the load shedding in Scandinavia is
caused by congestions on DC lines, which remain largely unaffected by AC grid reinforcements.
This becomes apparent in the BP reinforcements wjo transformer limits scenario, where load shedding
in France is completely avoided and only remains in Scandinavia.

Fig.[3.6/shows the change in RES curtailment for each RES generation category individually. Solar,
onshore wind and hydro power curtailment is decreased to a greater degree than offshore wind,
which indicates that AC grid reinforcements alone cannot accommodate the available offshore
energy and benefit mostly the dispatch of continental generation distributed throughout the AC
grid.

An increase in RES penetration level of 0.19 % can be achieved under the BP reinforcements scenario,
while additionally 0.13 % can be added to that under the assumption of sufficient capacity in the
substations. Note that transformer upgrades without any additional AC line repowerings cause an
increase in RES penetration of 0.15 % showing that transformer upgrades are not as effective as the
BP reinforcements, which alone achieve 0.19 %. However, in combination the effect of both upgrade

measures are reinforced resulting in an increase of 0.5% to 53.34 %. The RES penetration level
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Table 3.4: Results of AC Scalability. Source: |[[Pub. G].

RES RES Load Gen. LS  Obj. fct.

pen. curtail. shedding  cost cost value
(%) (%) (%) (B€/a) (B€/a) (B€/a)
BP reinforcements 53.03 11.56 0.94 49.77  7.67 57.44
BP reinforcements w/o
transformer limits 53.34  10.82 0.63 48.70  5.19 53.89
AC — o 54.00  8.58 0.63 4710  5.27 52.37

increases as expected through added transmission capacity but cannot exceed 54 % through AC
grid reinforcements only and thus, cannot reach the maximum possible penetration level. This and
the fact that most of the RES curtailment occurs offshore highlights the need for new transmission
corridors, which will transport the power produced from remote offshore locations to consumption
centers. Nonetheless, the BP reinforcements case results in annual generation cost savings of 310 M€
at a required total transmission capacity increase of 11.83 GW distributed among 21 AC lines. The
required increase corresponds to only 0.03 % of the current installed AC transmission capacity.
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Figure 3.6: Renewable energy curtailment for each renewable generation category. Source: [Pub.
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3.74 DC Upgrade Scenario

The DC upgrade scenario is developed in a step-wise approach allowing to account for the change
in power flows due to the added transmission capacity. The development is stopped as soon as
low—cost < €, Wwhich indicates that the highest ranked low-cost marginal generator does not offer
enough spillage throughout the year to justify the significant investment costs of an additional
DC line. The following subsections will present the step-wise placement of the DC lines, while
the main findings of all steps will be summarized in the last subsection as well as in Section [3.7.5
where we discuss the results of the combined upgrade scenario.

All lines are considered to be built as bipole with a total transmission capacity of 3 GW, which has
been identified as upper bound for HVDC interconections in Europe by the BestPaths partners.
Based on the load duration curves obtained from the simulations the sizing of the lines can

potentially be improved afterwards.

Step 1

The first step of the DC scalability assessment uses the BaU 2030 scenario as base case to determine
the marginal generators (listed in Tab. and Tab. . This list include the parameters Aqrg,
i.e. the number of hours the generators are marginal, and ;o —cost and epigh—cost, respectively, i.e.
the parameters serving as a good indicator for the potential utilization of a HVDC line connected
to that node as introduced in Section [3.6.2. The added HVDC interconnections are visualized
in Fig. (note that the connection points shown on the map is a rough approximation of the
actual locations). The analysis of the BaU 2030 scenario already showed that the highest spillage
of energy over the year can be observed at the offshore wind farms which is reflected by the
top ranked low-cost marginal generators. The high-cost marginal generators on the other hand
are located mainly in the UK / Scandinavia and Eastern Europe, i.e. far away from the low-cost
marginal generators. Given the large distance between the offshore wind farms in the North sea
and the high-cost marginal generators, two lower ranked low-cost marginal generators ("84NO’,
"DK916183’) are taken as intermediate points allowing to transfer the generated power from the
North sea to Sweden and Eastern Europe.

All added dc lines combined transfer 260.26 TWh over the whole year which corresponds to an
average utilization of 71 %. This indicates a high usage of the assets and an increased trading
between the countries. The load duration curve of every added DC line is shown in Fig. [3.8. Most

of the new assets are used throughout the entire year at a high rate achieving average rates of Py, >

Table 3.5: List of top ranked low-cost marginal generators in step 1. Source: [Pub. G].

Name BusID  harg [h]  Energy spillage [TWh]  ejow—cost
"ES916537’ 2169 2627 21.79 6.53
"offshore2’ 7465 6662 7.37 5.61
‘offshore3’ 7469 7008 5.72 4.58
‘offshore22” 7466 6333 5.52 3.99
‘offshore14’ 7460 6681 4.84 3.69
‘offshore8’ 7474 6620 4.42 3.36
‘offshoreb’ 7471 6671 4.05 3.13
"offshore4’ 7470 6563 4.04 3.03
"84NO’ 30 1999 0.28 0.06

'DK916183" 2046 619 0.48 0.034
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Table 3.6: List of top ranked high-cost marginal generators in step 1. Source: [Pub. G]

Name BusID  humarg [h] Energy production €high—cost
of marg. gen. in fyqarg
exceeding P,;, [TWh]

"AC_95uk’ 78 4218 3.98 1.92
"AC_92uk’ 67 1916 8.03 1.76
'PL925636" 6664 3832 3.33 1.45
"AC_94uk’ 77 2066 5.39 1.27
"AC_96IE’ 81 3336 3.10 1.18
"BG911342” 389 8712 0.86 0.86
"74FT 1 8195 0.74 0.70
"88SE’ 47 6542 0.91 0.68
'CZ912108’ 652 1679 292 0.56
"ES917371 2769 2310 1.22 0.32

60 % of the line rating. Only two lines ("88SE’-"74FI’ / "offshore3’-’ AC_95uk’) indicate a comparable
low usage with average usage rates of Py, ~ 40 % of the line rating. In these cases a lower line
rating might be feasible considering potential cost reductions.

Figure 3.7: Step 1 of the DC upgrade scenario. Source: |[Pub. G]
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Figure 3.8: Load duration curve of DC lines added during step 1 of the DC scalability assessment.

Source: [Pub. G].

Step 2

The second step of the DC scalability assessment uses the simulation results of step 1 as base
case to determine the marginal generators (listed in Tab. and Tab. [3.8). The added HVDC
interconnections are visualized in Fig. (note that the connection points shown on the map
is a rough approximation of the actual locations). The top ranked low-cost marginal generators
still reflect the high spillage of energy at the offshore wind farms observed in the BaU 2030
scenario. However, it is worth emphasizing that the spillage at the marginal generators of stage
1 is significantly reduced and other offshore nodes are identified as marginal generators (with
lower €jou—cost Values). The majority of the high-cost marginal generators on the other hand are
located in Eastern Europe, i.e. far away from the low-cost marginal generators. Given the large
distance between the offshore wind farms in the North sea and the high-cost marginal generators
in Eastern Europe, the node 'PL925636¢, in the previous step identified as high-cost marginal
generator, serves as interconnection point between Denmark ('DK916155") and the Czech Republic
('CZ912108’/'CZ911895’). All added dc lines (step 1 & 2) combined transfer 530.6 TWh over the
whole year which corresponds to an average utilization of 70 %. This indicates a high usage of the
assets and an increased trading between the countries. The load duration curve of every added DC
line is shown in Fig. [3.10. Note that the addition of "offshore6’-’AC_92uk’ reduced the usage of the
previously installed line ‘offshore14’-"”AC_92uk’. Thus, the installed capacity of those lines may be
optimized with respect to asset usage rate but this is out of the scope of this analysis. Furthermore,
note that the low usage rate of the line “offshore10’-"DK916155’ is not indicating its redundancy

Table 3.7: List of top ranked low-cost marginal generators in step 2. Source: [Pub. G].

Name BusID hy4rg Energyspillage  ejow—cost
"ES916537’ 2169 2575 20.35 5.74
‘offshorel’ 7457 6574 4.04 3.03
‘Offshorell” 6476 6500 3.73 2.77
"offshore10’ 7458 6586 3.45 2.59
‘offshore6’ 7472 6669 3.40 2.59
‘offshore12’ 7459 6518 343 2.55
‘offshore7’ 7473 6682 3.55 2.71
‘offshorel8’ 7464 6437 3.49 2.57

‘offshorel7’ 7463 6493 3.32 2.46
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Table 3.8: List of top ranked high-cost marginal generators in step 2. Source: [Pub. G]

Name BusID  huarg [h] Energy production €high—cost
of marg. gen. in Nyarg
exceeding P, [TWh]

"‘BG911091’ 373 6103 0.8913 0.6210

'CZ912108’ 652 7371 0.7311 0.6152

"ES917371’ 2769 1809 2.8493 0.5884

"AC_92uk’ 67 1107 4.3101 0.5447

'DK916155" 2040 7713 0.2642 0.2326

"HU922598"  5.533 6374 0.3149 0.2291

'CZ911895 596 4903 0.3129 0.1752

"HU922547" 5504 8601 0.1738 0.1706

"PT925931’ 6794 8097 0.1817 0.1680

'DK916424" 2114 8290 0.1247 0.118

but it is due to insufficient transmission capacity away from 'DK916155" / 'PL925636" / "CZ912108’
as indicated by the high usage of the corresponding lines and the following development steps of

the dc upgrade scenario.

Figure 3.9: Step 2 of the DC upgrade scenario. Lines added in step 1 are marked in black, while
lines added in step 2 are marked in blue. Source: [Pub. G]
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Figure 3.10: Load duration curve of DC lines added during step 1 and 2 of the DC scalability

assessment. Source: [Pub. G]

Step 3

The third step of the DC scalability assessment uses the simulation results of step 2 as base
case to determine the marginal generators (listed in Tab. and Tab. [3.10). The added HVDC
interconnections are visualized in Fig. (note that the connection points shown on the map is a
rough approximation of the actual locations). The top ranked low-cost marginal generators still
reflect the high spillage of energy at the offshore wind farms observed in the BaU 2030 scenario.
However, it is worth emphasizing that the spillage at the marginal generators of stage 1 & 2 is
significantly reduced and other offshore nodes are identified as marginal generators (with lower
€low—cost Values). Furthermore, note that the spillage at the spanish generator ("ES916537") was
significantly reduced from 21 TWh (BaU) to 16.8 TWh (step 2) (also indicated by high usage of
the installed lines) but will be reduced further by adding additional transmission capacity. The
high-cost marginal generators on the other hand are located in Eastern Europe and South Western
Europe.

Given the large distance between the offshore wind farms in the North sea and the high-cost
marginal generators in Eastern Europe the node "DK916183’ previously identified as marginal
generator node serves as interconnection point between the North sea and Eastern Europe. All
added dc lines (step 1-3) combined transfer 938.3 TWh over the whole year which corresponds to

Table 3.9: List of top ranked low-cost marginal generators in step 3. Source: |[Pub. Gl.

Name BusID harg Energyspillage  ejow—cost
"ES916537’ 2169 2302 16.84 442
‘offshorel5’ 7461 6654 2.972 2.26
'Oftshore9’ 6478 6007 3.28 2.25
‘offshorel6’ 7462 6674 2.90 2.21
'Offshorel3” 6477 6648 291 2.21
"AC_96IE’ 81 830 0.7932 0.08

'PT925871 6776 1119 0.52 0.066
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Table 3.10: List of top ranked high-cost marginal generators in step 3. Source: [Pub. G]

Name BusID  harg [h] Energy production €high—cost
of marg. gen. in Ayar
exceeding Ppin [TWhﬁ

"BG91109T” 373 6834 0.66 0.51

"ES917371’ 2769 1482 2.75 0.46

"‘BG911342’ 389 8739 0.32 0.32

’CZ912108’ 652 7712 0.34 0.30

"AC_92uk’ 67 732 2.70 0.23

'CZ912114’ 655 3061 0.46 0.16

"PT925931’ 6794 8229 0.15 0.14

’SK928311’ 7173 7260 0.15 0.12

"ES916669’ 2266 6572 0.15 0.12

"PL925276’ 6506 6197 0.16 0.11

an average utilization of 76.1 %. This indicates a high usage of the assets and an increased trading
between the countries. The load duration curve of every added DC line is shown in Fig. Note
that the usage of “offshore10’-"DK916155 increased significantly due to the added transmission

capacity.

Figure 3.11: Step 3 of the DC upgrade scenario.Lines added in step 1 and step 2 are marked in
black and blue respectively, while lines added in step 3 are marked in green. Source: [Pub. G]
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Figure 3.12: Load duration curve of DC lines added during step 1-3 of the DC scalability assessment.

Source:

Step 4

The fourth step of the DC scalability assessment uses the simulation results of step 3 as base
case to determine the marginal generators (listed in Tab. 3.11]and Tab. [3.12). The added HVDC
interconnections are visualized in Fig. [8.13 (note that the connection points shown on the map is a
rough approximation of the actual locations). Note that the energy spillage is already significantly
reduced so that the last low-cost marginal generator listed in Tab. only offers 0.2 TWh in
comparably few hours resulting in e;o—cost < €1 and is therefore not considered anymore.

All added dc lines (step 1-4) combined transfer 999.98 TWh over the whole year which corresponds
to an average utilization of 76.22 %. This indicates a high usage of the assets and an increased

trading between the countries. The load duration curve of every added DC line is shown in Fig.

Table 3.11: List of top ranked low-cost marginal generators in step 4. Source: [[Pub. G]

Name BusID harg  Energy spillage  ejpw—cost
"ES916537" 2169 1622 8.790 1.627
'FR920572" 5139 928 1.815 0.192
'FR918995" 3775 823 0.195 0.018

Table 3.12: List of top ranked high-cost marginal generators in step 4. Source: [[Pub. G]

Name BusID  hmarg [h] Energy production €high—cost
of marg. gen. in hyyqarg
exceeding P,;, [TWh]
"ES917371" 2769 1034 1.84 0.22
"FR920662’ 5222 4485 0.24 0.12
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Figure 3.13: Step 4 of the DC upgrade scenario.Lines added in step 1 and step 2 are marked in
black and blue respectively, while lines added in step 3 are marked in green. Lines added in step 4

are highlighted in orange. Source: || Pub. G |

Note that some lines connecting offshore nodes with the main grid (e.g. "offshore3’-"”AC_95uk’
| "offshore8’-’AC_94uk’) show lower usage rates. The capacity for all connected lines of the specific
nodes could be optimized, which is, however, out of the scope of this work.
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Figure 3.14: Load duration curve of DC lines added during step 1-4 of the DC scalability assessment.

Source:

Evaluation of the DC Upgrade Scenario

The previous subsections provided insights on which lines have been built and why,

and visualized the utilization of the added lines. The following subsection discusses

the impact this grid development has on specific key performance indicators as the

renewable energy penetration level, the curtailment of renewable energy sources, the

energy not served, and the operating costs.

The development of the RES penetration level is shown in Fig. [3.15|while the curtailment of each
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BaU 2030 DC Scalability 1 DC Scalability 2 DC Scalability 3 DC Scalability 4
—&—penetration level 52.85 54.13 54.95 55.71 55.86
—#—Theoretical max 56.47 56.47 56.47 56.47 56.47

Figure 3.15: Renewable energy penetration level for each step of DC upgrade. Source: [Pub. G]
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Figure 3.16: Renewable energy curtailment for each renewable generation category. Source: [Pub.

RES technology is shown in Fig. [3.16| with the BaU scenario as a base level. Fig. shows that
the RES penetration increases from 52.85 % up to 55.86 % in step 4 approaching the theoretical
maximum of 56.47 % considering the theoretical maximum production of all RES sources. As
discussed in the previous subsections, most of the low-cost marginal generators are offshore
wind farms located in the North sea region which is based on the fact that most spilled RES
energy is offshore wind energy as observed in the BaU scenario analysis. The effect of establishing
higher transmission capacities from offshore locations to high-cost locations in Eastern Europe
is well captured in Fig. indicating the significant reduction of curtailment of offshore wind.
Furthermore, Fig. 3.16]indicates the benefits of the added lines in South West Europe resulting in
reductions of solar energy and onshore energy curtailment. Moreover, Fig. B.16|indicates that,
in particular in step 3, cheap offshore wind substitutes partially more expensive hydro power
plants. Note that during the selection of the high-cost marginal generators we neglected hydro
power plants aiming to increase RES penetration. However, for every HVDC line connecting a
cheap marginal generator with an expensive marginal generator, the potential low-cost energy
injection at the expensive marginal generator node may exceed the energy required to completely
substitute the expensive marginal generator. Therefore, the results show that the excess energy
may additionally substitute hydro power plants located in the vicinity of the expensive marginal
generator because hydro power plants have higher marginal costs. Although this reduces the
gain in terms of RES penetration level, it still reduces the generation costs of the system, i.e. our

0.9
0.8
0.7
0.6
0.5
0.4

Load Shedding (% of load)

0.3
BaU 2030  DC Scalability 1 DC Scalability 2 DC Scalability 3 DC Scalability 4

Figure 3.17: Development of the load shedding for each step of DC upgrade. Source: [Pub. G].
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Figure 3.18: Development of generation costs for each step of DC upgrade. Source: [Pub. GJ.

objective function of the OPF.

Furthermore, a significant reduction of load shedding is achieved in particular due to the steps
between BaU - DC Scalability 1 and DC Scalability 2 - DC Scalability 3, as shown in Fig. .17. Thus,
as it may have been expected, we show through our method that relieving congestions results in a
reduction of load shedding.

Although, a detailed cost-benefit analysis is out of the scope of this analysis, we briefly want to
discuss the potential generation cost reduction by a dc upgrade scenario. The generation costs of
the European system as well as the objective function value for the different DC upgrade steps are
shown in Fig. A significant cost reduction can be achieved reducing the generation costs
from 50.2 B€ per year to 44.37 B€ in step 4. This is a cost reduction of 11.61 %. The reduction of
load shedding is reflected by the objective function value curve approaching the generation costs
curve. Considering a life-time of the required DC installations of approx. 30-40 years [117], the cost
savings sum up to 233.2 B€ (40 years) and considering the (not optimized) additionally installed
HVDC capacity (150 GW) it resembles a break-even point for a potential investment decision of
1.56 BE/ GW. However, considering a capacity optimization and a more realistic AC and DC grid
development, this factor can probably be further increased.

3.7.5 Combined Upgrade Scenario

Within the combined upgrade scenario we take a broader view on the AC and DC upgrade
possibilities by combining the AC upgrades with each DC grid development stage. The main
results of the AC, DC and combined upgrade scenarios are visualized and compared in Fig.[3.19 to
Fig.[3.20]clearly shows that connecting more DC lines to the grid increases the congestion
level of the AC grid as the grid tries to accommodate the increased injections from offshore wind
farms. While DC lines do act as a congestion relief method [116] in some parts of the grid, they
also increase the total amount of power flows in the underlying AC grid by allowing to supply
previously disconnected load. We define the congestion level of the AC grid (C L) based on the
lines’ congestion duration 7}!°*” throughout the year,

TlOO%

L
CLAC _ ZZELAC 8760

11

where £AC€ represents the set of AC lines. Hence, the Best Paths technologies for repowering AC
lines can have a more profound impact in combination with a concurrent DC grid development

and even more so with additional transformer upgrades than when deployed alone. The orange
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dot in the DC 4 grid development stage represents the highest grid development stage for the
2030 network conditions developed within this case study, which can be facilitated by Best Paths
technologies only. 56 AC lines europewide would require a total capacity increase of 63.62 GW,
out of which 20 require an upgrade of less than 20 %. The RES penetration level is increased from
52.85 % (BaU2030) to 56.06 % approaching the maximum possible level of 56.47 % as depicted in
Fig.[3.20, RES curtailment is significantly reduced from 12.10 % to 2.17 %, which can greatly affect
the economics of renewable energy projects and increase the revenue of wind and solar energy
projects improving their competitiveness on the electricity market and possibly allowing for the
discontinuation of feed-in tariffs and other subsidies. At the same time, the total cost (including the
cost of load shedding) is reduced by 10.84 B€. Fig.[3.19 depicts the change in generation cost and
the change in objective function value (i.e., the cost of generation plus the cost of load shedding)
for the different stages of grid development. Even though the objective function only considers a
fictitious value for load shedding, which at a value of 300 /MW is still considered low, it is more

representative of the actual cost development and makes the different stages of grid development
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Figure 3.19: Annual generation cost (excl. cost of load shedding) and annual cost including load
shedding for AC, DC and combined upgrade scenarios. Source: [Pub. G].
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comparable to each other. This is due to the fact that unlike the generation costs, the objective
function value considers the same load level at each stage through either dispatched generation
or load shedding. The generation cost, however, does not reflect the reduction in load shedding
from one stage to the next, which might lead to an increase in generation cost despite higher RES
penetration levels due to higher load levels that need to be supplied as becomes apparent through
the increase in generation cost from DC 1 to DC 2. The objective function value still decreases,
though. Load shedding is reduced by almost 60 % from 0.94 % to 0.39 % of the total load. Most of
the remaining load shedding (i.e.,68.84 %) needs to be carried out in France, where the new DC line
connections to Spain increase the stress on the already highly loaded transformers as discussed in
Section [?E Nonetheless, load shedding is also reduced in France from 7.89 TWh to 7.33 TWh,

which can be further improved with appropriate transformer upgrades.

3.8 Conclusion

We adapt the notion of optimality bounds from optimality theory, where relaxations (i.e., approxi-
mations) can provide bounds on the optimal solution of NP-hard problems, to the context of the
future European mixed AC/DC grid development. We consider the grid development for the AC
and DC transmission technologies separately and evaluate their individual potential to relieve
congestions, increase social welfare and contribute to a more renewable electricity supply. This
approach allows us to determine the bounds of the future European grid development as visualized
in Fig. Our results show that congestions within the AC grid can be partially relieved using
technologies for repowering AC lines developed within the Best Paths project. However, we
also show that the positive impact of these Best Paths technologies is highly constrained by the
transformer limitations and that their benefits can be reinforced if they were deployed along with

transformer upgrades.

Given the RES development projections of the EUCO30 scenario, which considers a substantial
increase in offshore wind power capacity (11.7 GW in 2016 to 41 GW in 2030), a big share of the
RES potential is not deployable without additional HVDC lines (or AC lines for offshore wind
farms near shore). Therefore, the potential for improvements with AC reinforcements only is
relatively small given the mentioned EUCO30 assumptions. The benefits of the AC reinforcements
become more apparent when combining them with concurrent DC upgrades. In this way, the
already substantial increase in RES penetration level and reduction in cost achieved by placing

new HVDC transmission corridors can be further reinforced by relieving AC grid congestions in
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Figure 3.21: Schematic illustration of how the scalability assessment provides the bounds of the
future European grid development. Source: [Pub. G].
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the vicinity of the new injection points, which further reduces the annual cost by 4.2 B€ (BestPaths
AC reinforcements + transformer upgrades at DC Scalability step 4). 23.7 % of the total reduction
in cost are related to the AC reinforcements. This also highlights that an optimal grid development
will consist of both AC reinforcements and new DC transmission assets. The study also emphasizes
the benefits of HVDC lines to reroute power flows from low-cost to high-cost marginal generators
in a fully controllable way demonstrating their ability to substitute more expensive generators.
Despite the fact that DC lines can reduce congestions in the underlying AC grid, additional AC
reinforcements in the vicinity of their injection points are often required in case of increased power
injections at that point. As a result, substituting larger expensive generators, which already inject a
substantial amount of power at their node, will require less AC reinforcements.

Thus, the following policy recommendation was developed:

New transmission lines based on HVDC technology are indispensable in the future European
transmission network, as they allow for highly flexible power transmission and the transport of
large amounts of renewable energy from remote generation sites to load centers. At the same
time, reinforcements of the existing AC grid are necessary to accommodate increased injections of
HVDC lines. Thus, a coordinated upgrade of both AC and DC network is essential to achieve the
full potential of either technology.

3.9 Future Work

The future work in this area may include the improvement of the simplified system representing
Scandinavia and Great Britain. As the network model provided by ENTSO-E, did not include any
data for these systems, these models were taken from the e-HIGHWAYS 2050 project and consist of
various DC links.

Moreover, future work could focus on a more detailed representation of the pumped hydro storage
plants and investigate the impact of potential upgrades of existing hydro plants to pumped hydro

storage plants, possibly while also considering other storage systems as e.g. power-to-gas.






CHAPTER4
MT-HVDC Control Structures

Following our policy recommendation that new HVDC lines are indispensable in the future European

transmission system, this chapter deals with the challenges arising when such lines are potentially
interconnected to form a MT-HVDC grid. Due to the little experience with MT-HVDC grids, the control,
operation and potential interaction of such a MT-HVDC grid with the connected AC grids are open research
questions. Thus, this chapter investigates various dc voltage droop control structures in terms of stability,
disturbance rejection and interaction with connected ac systems as well as multi-vendor interoperability. A
methodology is presented to determine the operating space of an arbitrary MT-HVDC system which is used
to compare the impact of the various dc voltage droop control structures on the power transfer capability.
This chapter is structured as follows: First, the background of this chapter is discussed and a brief literature
review is provided. Then, the contributions of this chapter are emphasized and the different dc voltage droop
control structures are classified in a simple framework, followed by a description of the work published in
[Pub. A], [Pub. C], [Pub. D],

4.1 Background

So far most High-Voltage Direct Current (HVDC) systems have been built as Point-To-Point (PTP)
connections. However, with the emergence of[HVDC based on Voltage Source Converter (VSC)
the development of Multi-Terminal High-Voltage Direct Current is seen as a feasible
option. A crucial aspect for the operation of such a large[MT-HVDC]is the operational reliability,
since any malfunction could have a significant economic impact. In this perspective, it should
be avoided that the regulation of the dc voltage and the intertwined regulation of the power
flow between the terminals should rely on an approach where one single unit is assigned a
dominant role. Instead, a distributed control architecture where multiple units are actively
participating in the control of the dc voltage based on local measurements is preferable [75].
Indeed, a decentralized architecture is inherently more robust against outages and more effective
in case of power fluctuations that exceed the available control range of a single terminal [118].
Several alternative strategies for distributed dc voltage control have been proposed in the technical
literature. A common element in most of these control strategies is the presence of a dc voltage
droop mechanism [72,[76,119,[120]. Despite that the general operating principle of dc droop is
identical for the different implementation schemes, the use of different control objectives and
different feedback signals can have significant impact on the dynamic performance and the stability
properties [75,[121]. Moreover, these differences may also lead to different kind of interactions
with the connected ac grids which have already been observed for[PTP-connections in different
projects (e.g. BorWinl1 [122], INELFE [123]).

Furthermore, unlike in China, a[MT-HVDCl grid in Europe would most likely not be built at once
but be developed by a step-wise integration of already existing on- and offshore interconnectors [51]].
This, however, would raise the question of the interoperability of[HVDC systems from different
vendors.

65
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4.2 Literature Review

Over the last decades, large projects and many publications have addressed the control of a
MT-HVDC]| grid, its impact on the stability and the system interactions as well as potential
interoperability issues.

The European HVDC Grid Study Group including Transmission System Operators as
well as vendors of [ HVDC technology was founded in 2010 to develop “Technical Guidelines for
first HVDC Grids” including proposals to start standardization work [51]. Among other things
they concluded the necessity to study potential interactions between different converters and
recommended to apply vendor-specific parameter and control concepts to study the stability of
systems [51]. They also stated that standardization of [ HVDC equipment as well as
control concepts and communication could enhance the development of grids [51]. The
European HVDC Grid Study Group identified dc voltage droop control and droop control with
deadband as suitable control concepts for[MT-HVDC][51]. The applicability of droop control and
its preference by vendors of HVDC technology is also proven by its use in the NanaoMT-HVDC]|
grid [26].

In technical literature several alternative droop control schemes have been proposed [55] 6468, |70,
72,176,119, 120, [124]. These dc droop implementations, however, are usually analyzed separately
or by comparing only a few selected cases. In [125] for example, Vrana compares the general
principles and relation of power and current based droop schemes but does not consider droop
control methods using ac current or active power measured on the ac side. Haileselassie on the
other hand differentiates in [79] between active power measured on the ac and the dc side but does
not consider any current based droop control methods. In 2018, 1-2 years after our studies, the
authors of [121] published a comparative study of five different droop control structures analyzing
their impact on the relative stability, performance and robustness of the overall[MT-HVDC|system.
Similar to our work they perform an eigenvalue analysis comparison, a multivariable frequency
response analysis of the different structures, and the impact of the cable modeling.

Similarly, interactions between converters or between converters and the connected ac grid have
been studied, as e.g. by Beerten et al. in [92]. They investigate the influence of droop parameters
(NB: not different kinds of droop control structures) and dc breaker inductors on the system
interactions. In [126], Endegnanew et al. investigate interactions between asynchronous ac grids
in a hybrid ac/dc power system for a specific power based droop scheme. In [9}[127][128], different
damping schemes have been proposed to mitigate observed harmonic stability problems caused
by interactions between the converters and resonances from the system [122,|123]. In each case,
however, a specific droop control scheme is used without analyzing which influence other options
could potentially have. The final report of the MEDOW! project (2013-2017) highlights the novelty
of harmonic instability problems due to AC/HVDC (converter) interactions in the power system
community and emphasizes the need for detailed studies [129].

As one of the first initiatives, the EU-project BEST PATHS? (2014-2018) focuses among other
things on the HVDC-VSC multi-vendor interoperability. The main objective was to investigate

conditions allowing a maximum of interoperability and contribute with recommendations to

IMEDOW: “Multi-terminal DC Grid for Offshore Wind”, www.medow.engineering.cf.ac.uk, funded by the European
Union

2BEST PATHS: “BEyond State-of-the-art Technologies for rePowering Ac corridors and multi-Terminal HVDC Systems”,
www.bestpaths-project.eu, funded by the European Union
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the standardization of interoperability requirements for multi-vendor[MT-HVDC grids. Experts
involved in the projects conclude that "the existing technology delivered by the main HVDC
vendors is not directly interoperable” [130] and see "interoperability [of different vendors] as one
of the greatest challenge" [130] in the development of MT-HVDC|grids. In fact, Olivier Despouys
from RTE? involved in the BEST PATHS! project stated in May 2018 [130] that the main problem
of investigating and improving multi-vendor interoperability is related to testing the interaction
of potentially protected intellectual property of different vendors as e.g. control algorithms

determining the behaviour of the converters.

The on-going efforts of the European Union funding recently two new projects on MT-HVDC|
(PROMOTioN? (2016-2019), InnoDC* (2017-2021)) and the conclusions from previous projects
emphasize the importance of more detailed studies of the different Control Structures and
their potential interactions with each other in order to ensure the stability of future
Although two grids have been commissioned in China [17, [26], Olivier Despouys
from RTE expects significant more difficulties in a European competitive market context with
multiple vendors, due to the fact that in China “a specific manufacturer was in charge of the whole
control and protection for all converters delivered by other suppliers” [130]. He does, however, not
anticipate “this kind of set-up [as] the expected way forward in western countries where HVDC is

a competitive market.”

4.3 Contributions

Several alternative droop control concepts have been proposed in the literature. It is, however, a
business secret how each vendor has exactly set up its control scheme and experts identified the
interoperability of potentially different control concepts as key challenges for future
grids. Furthermore, these dc droop implementations are usually analyzed separately or by
comparing only a few selected cases. Therefore, this work addresses the analysis and comparison
of different control schemes systematically, using a simple classification framework we proposed
in [75]. Furthermore, this work contributes with

e anin-depth comparison of the impact of the different|/CSson small signal stability, disturbance
rejection, the interaction level and multi-vendor interoperability (section 4.5{4.8),

e the uncovering that limits frequently used in literature for[CS analysis and tuning (e.g. [9}/69])
are not sufficient to maintain the impact of specific disturbances within a certain boundary

(section[4.6),

e a methodology for stability analysis of different dc voltage droop determining the
operation space of an arbitrary grid (section[4.7).

2RTE: Réseau de transport d’électricité

3PROMOTioN: “PROgress on Meshed HVDC Offshore Transmission Networks”, www.promotion-offshore.net, funded
by the European Union

4InnoDC: “Innovative tools for offshore wind and direct current (dc) grids”, www.innodc.org, funded by the European
Union
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4.4 Classification of dc Voltage Droop Control Structures

In general, a droop control scheme introduces a linear relationship between two electrical variables.
In the specific case of dc voltage droop control for MT-HVDC] the dc voltage is used in each
implementation, so that the droop gain, kqy0p, defines the deviation of Vg, for a variation of the
other electric variable:

Ve = Ve + kdroop(y™ — y) 4.1)

y* and VJ, are the set points and Vj., y are the measured electric variables respectively. The second
electric variable, y, can either represent the dc current, /., one component of the ac current, I,
the active power measured on the dc side, Py, or the active power measured on the ac side, P,..
They can be categorized by two different types of generalized structures, depending on whether
the dc voltage is used within the first loop (Type2 (V4.-y)) or the second loop (Typel (y-Vy.)) as
shown in Fig. This leads to a total of 8 different dc voltage droop control structures, shown in
Fig. We introduced this classification first in [75].

Figure 4.1: Generalized droop control structures. Source: |[Pub. Cl.

4.5 DC Voltage Droop Control Structures and its Impact on the Interaction
Modes in Interconnected AC-HVDC Systems

As a first step of the assessment of the different dc voltage droop control structures, we investigate
how the usage of the different structures impacts the interaction modes between the different
sub-systems. That means, we analyze how the choice of the control structure influences the level
of interaction between the different converters and between the ac and the dc subsystem since
it is preferred to have those systems as decoupled as possible to minimize a potential spread of
disturbances from one system into the other. This work has been published in In [@,
the authors analyze interaction modes and their sensitivity to droop parameters and dc breaker
inductances in a MT-HVDC system. However, there does not exist an analysis of the impact of the
various on the interaction modes between different subsystems. Thus, it remains unknown
whether the choice of a certain [CS/results in an unfeasible stronger coupling of subsystems, as
for instance the dc and the ac subsystems. In general, it is preferred to have those systems as
decoupled as possible to minimize a potential spread of disturbances from one system into the
other.

The contributions of this work include the following: First, an analysis of the quantitative and
qualitative coupling between the different subsystems will be provided for two different tunings
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of the converters, i.e. whether a certain [CS imposes a higher degree of coupling reflected by a
higher percentage of interaction modes and whether this also influences the damping ratio of the
interaction modes. In particular, we will focus on the coupling between the dc and the ac systems
and the coupling between the different[HVDC converters. We will show how a faster response
time impacts the coupling of the different subsystems. Further, we will discuss how a generalized

feedback influences the coupling of those subsystems.

451 Methodology

In order to evaluate how the choice of the|CS|influences the coupling of the different subsystems,

a methodology, initially proposed in [92] to identify and analyze interaction modes between
converters in a[HVDClsystem, is adapted [Pub. D].

Given a general linearized model of a[HVDC system, which is composed of various subsystems for
every connected converter terminal and every[HVDC cable, and the definition of the normalized
participation factors I'?;, as given in section[2.7.4] we define a criterion to distinguish between local
modes and interaction modes.

Here, interaction modes are defined as modes where at least two subsystems participate. Hence,
local modes, on the other hand, are defined as modes where only a single subsystem participates.
The vector I'; ; € R" contains all normalized participation factors associated with mode i for all

states of the subsystem a.

The overall participation of each subsystem « in mode ¢ is defined as [92]:

L w
B L
with || - || denoting the L;-norm. Focusing on interaction between specific subsystems I* a set of
interaction modes S can be defined as:
S¥=A{i | Nai>kK, Vael} 4.3)

with S* C §, the set of all modes, and « resembling a threshold chosen equal to 5%, following the
example in [92].

Here, two subsets of interaction modes are of particular interest:

e the interaction modes of the subset S*% = {i | (N4ci > &) A ((Nacy i = K)V -V (Naey.i >
K)), ¥V dc,ac; € 1°¢}. That means interaction modes with participation of at least one of
the connected ac systems and the dc system, since it is preferred to have those systems as
decoupled as possible to minimize a potential spread of disturbances from one system into
the other.

e the interaction modes of the subset S9°¢ = {i | (1gsc,,i = K) A (Ngsea,i = K) A=+ A (Ngsen i =
k), ¥ gscj € 19%¢}, i.e. interaction modes between all Grid Side Voltage Source Converters
(GSCs), indicating the degree of coupling within the dc grid.

These two subsets will be evaluated quantitatively, i.e. how many of all modes show this type of
coupling, and qualitatively, i.e. where are the corresponding eigenvalues located, how critical are

they and which states participate in particular?
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Figure 4.2: Splitting of the different subsystems. Adapted from: |[Pub. D].

4.5.2 Modeling particularities

For the analysis of this section a slightly different generic model derived in [9] was
used. The detailed state representation of this model is presented in the following subsection
where the model is divided into different subsystems. The main differences to the model described
in section are (i) the modeling is done in absolute values not in per-unit (ii) the absence of
the active damping controllers, (iii) the use of ac voltage controllers instead of reactive power
controllers, (iv) the introduction of measurement delays and (v) the use of different Phase Locked
Loops (PLLs) based on [9], where the angle deviation is computed as

K, prrs+ K pLL
2+ Vo, q0Kp prrs + Vo g 0K pLL

Oprr = Vo,d- (4.4)

Note that in this model the g-axis, not the d-axis, voltage vector is aligned with the voltage vector,
Vo.

4.5.3 Subsystem Definition

This model is derived for every of the eight different droop control structures as well as for a case
with a generalized feedback signal which is described in detail below. Each of these models consists
of a number of three different kind of subsystems, shown in Fig. [£.2. Due to space limitations, the
variables are shown in complex space vector notation, i.e. for example V, =V, , + jV, 4.

The ac subsystems are modeled as Thévenin equivalents with an LC-filter interface to the
Thus, the states corresponding to the ac subsystems, 1*“/, with j = 1,..., N, are the following;:

Xac,jZ[fg,d,j’ lg.q5, Vodjr Voasr Tnag. ligs
Vo,d,meas,jz qu,meas’ja Il,q,meas,jz Pac7meas,j:| . (45)

Variables I, q/4.j, I1.4/4,; Tepresent the grid current and the line current flowing through the
converter. V,, ;/, ; represents the voltage at the point of common coupling (PCC) and V;, 4/, meas.;
the delayed voltage measurement at the PCC. Further, P, meas,j and Ij ¢ meas,; represent the
delayed active power measurement at the PCC and the delayed measurement of g- component of

the current flowing though the converter used in the control loops.

The dc grid subsystem includes all dc cables, modelled as ’frequency dependent’ 7 model where
the additional parallel RL branches are calculated to fit the frequency response of a wide-band

cable model [5}/14]. In general, in a dc grid, wind farm side converters (WFC) work as grid forming
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converters for the connected ac grid without controlling V.. Hence, due to the focus on the GSC
control WFCs can be simplified to dc current sources representing an uncontrolled disturbance for
the dc grid [9]. Thus, the states corresponding to the dc subsystem, 14, are:

Xde = Idc,z(l)a Idc,z(l+1)a Idc,z(l+2)a Ty Idc,z(3M—2)7 Idc,z(3M—1)7 Idc,z(3M), Idc,meas,l;
T
Idc,meas,Ma Vdc,wf,ka Tty Vdc,wf,K} (46)
with Igc 1) - Lac,-(1+2) Tepresenting the currents in the different branches of the | = 1,--- , M

different dc cables. Further, I 4. meqs,i represents the delayed dc current measurements at the
shown in Fig. as l4c ;. The variable Vg .1 denotes the dc voltage atthe k = 1,..., K Wind
Farm Side Voltage Source Converters (WFCs).

The are assumed to be synchronized to the ac grids through a[PLL and operated with
conventional current controllers in the Synchronous Reference Frame (SRF). As cascade control
requires the speed of response to increase towards the inner loop, the internal loop is designed to
achieve a fast response [63]. Thus, the current controllers of the are tuned by the Internal
Model Control (IMC) technique designed to track references with a settling time of 10 ms [131].
Saturation limits are included in the control scheme, in order not to exceed the maximum current
ratings of the converters.

Both are assumed to use dc voltage droop control. the different structures have been
introduced in section[2.7.2)and visualized in Fig. 2.12. Further, to better control the power sharing
between the converters after a converter outage, the use of a generalized feedback signal using
communication between the|GSCs|has been proposed [132] as an alternative to the eight CSs using
local measurements only. The idea here is, to use a multiple-input feedback controller using all

measured voltages deviations as inputs at every terminal, as given in:

Alge1 g1 gi2 -+ GIN AVyc1
Alge 2 g21 g2z - gan | | AVacz2

) =1 . . ) ) (4.7)
Alge N gN1 gn2 -+ 9NN [AV4aenN

Thus, G represents a matrix of droop gains interconnecting the current and voltage measurements
at the different terminals. In case all entries of the matrix are zero except the entries on the main

diagonal, this approach corresponds to the case where each droop controlled terminal uses CS1

1
4 kdroop
there is no generalized feedback. Otherwise, all matrix entries are determined by an optimization

(Vae-Iae). Then, each entry on the diagonal corresponds to the inverse of the droop gains and

problem considering the line resistances. Hence, the proposed generalized feedback controller
is similar to CS1 (Vg-14.) but differs by the fact that the generalized feedback controller uses
measurements of all|{GSCs and additional corresponding droop gains.

A comparable performance of power and current based droop control structures and the generalized
feedback controller is ensured by the following:
e The droop gains were chosen as kdroop,p = 3 g as suggested in [9)].

e The droop gains used within the power and current based droop controller should be

comparable. Thus, the relation derived in [125] is used to determine the current based droop
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gains, k4roop.i,., that are equivalent to the power based droop gains, kqroop,p:

Vi,
kdroop,idc - 1d—’J* (48)
kdroop,p o de,j
The current based droop gain used for the CSs combining Vg, ; and I,. ; needs to be scaled
additionally, due to the higher range of I,. ;. However, due to the non-linearity of power
based droop control, the approximation holds only for a small deviation of the voltage:

*
k o Idc,j
droop,iqge — I

€9,

‘ kdroop,idc . (49)

e For a comparable performance of the generalized feedback control ¢g;; and g22 are chosen as

1 .
, while ¢g12 and g1 are chosen as T

1
Edroop,i roop,i/2"
p)

karoop,i—

e For all droop control structures, we analyze two different tunings. Each of these tunings,
is comparable for all droop control structure enabling comparability between the different
structures. We analyze two different tunings for each structure to show the impact of the
tuning on the coupling of the different subsystems. The fast tuning leads to a fast rise time of
approx. 17ms and a settling time of approx. 60 ms with an overshoot of approx. 5 %. The
slow tuning leads to an over-damped response without overshoot, a rise time of approx.
23 ms and a settling time of approx. 40 ms.

Only the response of CS2(Vy.-1,.) differs, due to the absence of a PI controller (see Fig. @, since
the droop gain already serves as proportional controller connecting V. ; and I, ; creating the
necessary reference variable for the current controller. Hence, the dynamics of CS2(V.-1,.) are
determined by the current controller, which was tuned independently of the outer CS.

Thus, theGSClsubsystems, [9°%/, with j = 1,..., N, consist of the following states:

T
Xgsc,j = €d,js €q,55 Vdj> Vags Xd,js Xgq,j» Vdc,jv Vdc,meas,j7 Pdc,meas,j:| (410)

with €4, ; corresponding to the integrator state of the phase-locked loop (PLL). Variables v,/ ;
and x4/4,; represent the integrator states of the current and outer controllers. V. ; and Vae, meas.
represent the dc voltage at the converter and its delayed measurement. Further, Py. meas,;
represents the delayed active power measurement at the[GSCl

4.5.4 Case study

A three terminal grid, shown in Fig. [£.3] is chosen to evaluate which impact has the choice of the

[CS on the coupling of the different subsystems. A[WFClis connected over two submarine cables to

Wind ———
Farm
o
———— >
-Ié} Offshore grid
————

[ ]| ®

Figure 4.3: Three terminal VSC-HVDC grid. Source: [EI]
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two different|GSCs|on the shore. The length of both lines is assumed to be 100 km, parameters are
taken from [14]. Choosing the same droop control structure for both [GSCs|we obtain nine different
scenarios (eight different droop one with generalized feedback). The parameters are given in
the appendix. The is assumed to inject maximum power into the grid with an equal
power sharing between the converters. The linearized models are verified by equivalent non-linear
models built in Matlab Simulink, which also provide the steady state initial values. As described

in the methodology, we focus on two subsets of interaction modes, in particular S*4¢ and S9¢.

AC/DC Interactions

Fig. shows the size of the subset of AC/DC Interactions modes S*“4¢ with respect to the set of
all modes S in percent in black (fast tuning) and red (slow tuning) respectively. Further, it indicates
the minimum damping ratio of the interaction modes in that subset in percent in blue (fast tuning)
and green (slow tuning). The first observation is that the coupling of the dc and ac subsystems is
affected by the choice of the[CS| In fact, depending on thelCS and the tuning this subset includes
between 11.8 % (CS7 (Py.-Vy.) and CS8 (P,.-Vy.)) and 21.6 % (CS6 (Vg.-P,.))) of all modes in case
of the fast tuning. For the slow tuning it is spread between 0 % (CS3 (I4.-Vy.) and CS7 (Pyc-Vic))
and 13.7 % (CS8 (P,.-Va.)), considering that there exists no different tuning for (CS2 (V.-I,.) due
to the fact that the CS does not include a PI-controller within the droop controller. Further, unlike
it might be intuitively expected the use of an ac measurement within the droop control structure
does not necessarily lead to a higher degree of coupling. Further, Fig. [4.4|also indicates that the
damping ratio of the most critical eigenvalue of this subset differs significantly for every as
well as for the different tunings (between 16.4 % (CS6 (V.- Py.)) and 29.3 % (CS3 (I4.-Vyc)) for the
fast tuning and between 15 % (CS8 (P,.-Vy.)) and 100 % (CS1 (Vg.-14.)) for the slow tuning, CS2
(Vae-I4c): 14.8 %). This indicates that the choice and tuning of the CS does not only influence the
degree of coupling of the ac and dc grid, but also the damping of the disturbances, which can
potentially spread between the subsystems.

It is remarkable that for all but CS8 (P,c-Vyc) an increased transient response (faster tuning)
leads to a higher coupling and lower damping ratio, while it is the other way around for CS8
(P ac'VdC)'

The analysis of the participation factors of the lowest damped modes indicates that[CSs|using the
g-component of the ac current within the droop control structure (CS2 (Vge-14c) and CS4 (14c-Vic))

Percent [%]

Cst CS2 (CsS3 (Cs4 CS5 Cse CS7 CS8 genF.

Figure 4.4: Size of subset S?*9¢ with respect to S in percent for the fast (black) and slow tuning
(red). The minimum damping ratio of the corresponding eigenvalues of subset S**4¢ is shown in
percent in blue for the fast and in green for the slow tuning. Source: |[[Pub. D].
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create a stronger coupling between the outer control loops and therefore for specific modes a
stronger coupling between the dc and ac systems. The analysis shows that in this case the subset
[9¢ participates with 74, = 9.4 % (CS4 (I,.-Vy.) (fast tuning)) respectively 74, = 6.9 % (CS2 (Vie-Iac)
in those modes which have a high participation of both ac voltage controllers and corresponding ac
states, while in case other|CSs are used the dc participation in these modes is < 2.2 % (fast tuning).

Further, it is worth mentioning that both CSs using the dc current (CS1 (Vc-14.) and CS3 (14c-Vac))
lead to almost complete decoupling of the ac and dc systems in case of the slow tuning, i.e. there
exists no (CS3 (I4.-Vac)), respectively only very few very well damped eigenvalues. Further, in
the fast tuning case, they lead to a medium coupling but all interaction modes are very well
damped. In fact, unlike the other all eigenvalues but two corresponding to the interaction
modes have a damping ratio of 100 % and the two remaining ones have significant higher damping

ratios (> 29 %) than the lowest damped eigenvalues corresponding to the interaction modes of all
remaining

The impact of the generalized feedback controller can be evaluated by comparing the results of CS1
(Vge-14.) with the scenario where bothuse the generalized feedback controller since they differ
only by the use of the measurement signals and additional corresponding droop gains as indicated
in section Figure [4.4/shows that this leads to a slightly higher number of interaction modes
(21.6 % to 17.7 % (fast tuning), 7.8 % to 2 % (slow tuning)), hence a higher coupling between the
subsystems as intuitively expected due to the communication between the converters. Further, in
the fast tuning case, it leads to a slightly higher damping of that aforementioned pair of eigenvalues
31.6 % to 29.1 %.

Thus, considering that it is preferable to have the ac and dc grid as decoupled as possible with
as well damped interaction modes as possible CS7 (Pg.-Va.) shows the best properties. For the
slow tuning it leads to a complete decoupled system while for the fast tuning it leads to the most
decoupled system and a medium damping (together with CS8 (P,.-Vy.)). Further, CS3 (14.-Vac)
leads to a complete decoupled system with the slow tuning as well. However, in case of the fast
tuning a higher coupling of the system (with even though very well damped interaction modes)
can be observed. Hence, the best results in particular for the slow tuning are observed for both

CSs| combining V. with dc variables and controlling V. in the second loop.

On the other hand, CS2 (V.-1,.) leads to a medium coupling of the systems (size of Seede=18.3 %
of S) and the lowest damping of the most critical interaction mode (14.8 %). However, considering
that TSOs allow damping ratios as low as 3% in their systems, the values of all|CSs are not critical in
terms of system security. Nevertheless, significant differences between the[CSs/have been shown.

Converter Interactions

Fig. [4.5/shows the size of the subset S?°¢ with respect to the set of all modes S in percent in black
(fast tuning) and red (slow tuning) respectively. Further, it indicates the minimum damping ratio
of the interaction modes in that subset in percent in blue (fast tuning) and green (slow tuning). The
figure shows a high degree of coupling of the two converters and that also the degree of coupling
between the different converters depends on the choice of the CS and the tuning, since the size of
the subset S95¢ varies between 43.1 % (CS4 (1,.-Vy.) and CS6 (Vy.-P,.)) and 54.9 % (CS5 (Vge-Pac)
and CS7 (Py.-Vy.)) of S (fast tuning) and between 41.2 % (CS1 (Vye-Ige) and CS3 (I4.-Vic)) and
54.9 % (CS5 (Vye-Pac)) of S. The choice of CS2 (Vy.-1,.) leads to 38.8 % of S being interaction modes
of the subset S9°¢.



4.5. DC VOLTAGE DROOP CSS AND ITS IMPACT ON THE INTERACTION MODES 75

Further, it is shown that the choice of the CS and its tuning influences the degree of coupling
between the converters and also how well those interaction modes are damped. The blue (fast) and
green (slow) bars in Fig. indicate minimum damping ratios between 3.3 % (CS4 (I4.-Vy.)) and
10 % (CS6 (Vye-Pyc)) (fast) and between 10.1 % (CS7 (Pye-Vye)) and 14.3 % (CS8 (Pac-Vae)) (slow),
hence significant differences and close to critical damping ratios for CS4 ({4.-Vj.). The choice of
CS2 (Vye-Iye) leads to a minimum damping ratio of 5.4 %.

Thus, the best performing CS from the previous subset, CS7 (Pg.-Vy.), leads to a comparably
medium (slow) / high (fast) degree of coupling between the [GSCs/and a comparably low (slow) /
medium (fast) level of damping ratio with respect to the other CSs. The second place, CS3 (14c-Vac),
leads to a low (slow) / medium (fast) degree of coupling and comparably low (slow) / medium
(fast) damping ratios.

The analysis of the participation factors of the least damped modes indicates that all least damped
modes are related to the outer control loops (mostly ac voltage controllers) and the corresponding
ac variables. Thus, the previously observed stronger coupling between the outer control loops in
case the g-component of the ac current is used within the droop control structure (CS2 (Vy.-1,. and
CS4 (1,c-Vac) (fast tuning)) also leads to a lower damping of the most critical interaction modes of
the system. However, apart from this and the fact that CSs combining 1. with V. with a slow
tuning lead to a comparably low degree of coupling of the there is no clear tendency that a
specific combination of variables or order of control loops is better or worse in general within this
subset.

The generalized feedback leads to a higher degree of coupling (49 % to 45.1 %) as intuitively
expected due to communication between the converters, however, it does not improve the damping
of the most critical interaction mode.

4.5.5 Discussion

It has been shown that the choice of the[CSs|as well as the tuning influences the degree of coupling
between the different subsystems. Further, a CS leading to a low degree of coupling of dc and

ac systems does not consequently also lead to a lower degree of coupling within the dc grid.

60

Percent [%]

cst cs2 Cs3 Cs4 CS5 Cs6 cs7 CS8  gen.F.

Figure 4.5: Size of subset S9°¢ with respect to S in percent for the fast (black) and slow tuning (red).
The minimum damping ratio of the corresponding eigenvalues of subset S9°¢ is shown in percent
in blue for the fast and in green for the slow tuning. Source: [Pub. D].
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Additionally, a trade-off between the degree of coupling of the subsystems, the damping of the

interaction modes and the response time of the converters was observed.

A CS controlling Vg, in the second loop and combining it with a second dc variable (I4./Py.) is
especially with a slow tuning preferable for decoupling the dc and ac subsystems. On the other
hand, a CS combining Vg, with I, and a slow tuning leads to a comparably low degree of coupling
within the dc grid. Thus, CS3 ({4.-V4.) achieves overall the best results with a comparably slow
transient response. For a fast response the results are not as clear as for the slow response. In that
case different CSs have advantages in different subsets. Considering the higher importance of the
subset S?¢¢, CS8 (P,.-V,.) is a good candidate for a fast transient response, since it leads to the
most decoupled dc and ac subsystems with a comparably medium damping ratio.

Finally, a generalized feedback increases the coupling of the subsystems and the damping of
specific but not all interaction modes.

To sum up, the impact of the choice of the droop control structure and its tuning on the degree of
coupling of different subsystems in an interconnected AC/MT-HVDC system has been analyzed. It
has been highlighted that the choice of the droop control structure and its tuning influence the
degree of coupling of the dc grid with the connected ac grids as well as the degree of coupling
between the Moreover, it has been shown that the damping of these interaction modes also
depends on the choice of the droop control structure and its tuning.

4.6 Disturbance Attenuation of DC Voltage Droop Control Structures in a
MT-HVDC Grid

After the assessment of the impact on the interaction modes, we continue with an in-depth analysis
of how well uncontrolled disturbances in the dc grid are damped using the different control
structures. In a MT-HVDC grid,[WFClusually do not participate in the dc voltage control but serve
as grid forming units of the offshore collection grid, and thus can be interpreted as uncontrolled
disturbances for the dc grid, exporting as much power as available. The on the other hand,
use dc voltage droop control to control the dc voltage while balancing the active power. Thus, the
continuously respond to the uncontrolled disturbances due to the wind-infeed fluctuations,
ideally without violating any current or voltage limitations even in the worst case scenario. This
work investigates how well the different control structures perform in the worst case scenario and
how important a detailed dc cable modeling is. Moreover, we reveal that maximum singular value
limits, frequently used in literature for Multiple Input Multiple Output (MIMO) analysis, are not
sufficient to prove that the impact of specific disturbances on analyzed outputs are within a certain
boundary. The work presented in this section has been published in [Pub. CJ.

In this work, we adapt a methodology, proposed in [69]. Initially, the methodology was used to
analyse the multi-variable frequency response for one specific dc voltage droop|CS| It was further
extended in [9] using the methodology to design a droop controller using certain requirements
based on maximum Singular Value (SV) limits. In our work, we adapt the methodology to compare
the disturbance attenuation of the different dc voltage droop control structures. This provides
insight on potential differences between the|[CSs|and the suitability of the different structures in
combination with e.g. offshore nodes.

Thus, the contributions of this work include the following: (i) an analysis and comparison of
the multi-variable frequency response of the eight different [CSs|is performed. Further, (ii) the
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results for a frequency dependent and a conventional m-equivalent dc cable model are compared,
indicating how the usage of the latter might lead to overrated resonance peaks. The result is
verified by a participation factor analysis of the eigenvalues corresponding to the resonance peaks
in order to determine the origin of resonance peaks observed in the singular value representation.
Finally, (iii) we point out that the maximum [SV]limits frequently used in literature (e.g. [9], [14])
for[MIMO analysis are not sufficient to prove that the impact of specific disturbances on analyzed
outputs is within a certain boundary. Due to the fact that these maximum [SV]limits implicitly
assume the same amplification at every output, it is necessary to verify them by a Multiple Input
Single Output (MISO) analysis of the transfer functions connecting the inputs with the highest

amplified output|[[Pub. CJ.

This section is structured as follows: First, the methodology will be introduced, then the analyzed
model will be presented followed by a discussion of the results.

4.6.1 Methodology

The methodology enables the analysis of the different dc voltage droop control structures consider-
ing all the dynamics of a generic multi-terminal HVDC system. The control structure of a generic
multi-terminal HVDC system is illustrated in Fig. [£.6| The wind farms are assumed to control the
ac grid voltage and angle and to export all available active power. Thus their active power in-feed
into the dc grid is considered as uncontrolled disturbance for the distributed droop voltage control
scheme. Based on this scheme the closed loop transfer function matrices combining the converters
and both ac and dc grid dynamics can be calculated:

o) (AViea(s) - AVaori(s)"
w(s)  (Pugnt1(s) -+ Pugn(s))
Sq* o T ()T
Uuiq( ): uiq(s) o (Zc,l(s) c,N( ))

w w(s)  (Purnt1(8) - Pusm(s))

where E,,(s) is the transfer function matrix relating the power induced into the HVDC grid by the

E,(s)

(4.11)

(4.12)

wind farms, w;, with the dc voltage deviations at all terminals, z;. Indices k = 1... N represent the
while K = N + 1... M represent the connected wind farms. The transfer function matrix
UY4(s) relates accordingly the wind farm power, w, with u,,, the active current loop references of
the current loops of the different[GSCs.

The performance of the control structures is evaluated by analyzing the frequency response of the
system transfer function matrices, using the singular values representation. The method can be

understood as an expansion of the Bode frequency representation for multi-variable systems [9].

The operation requirements, such as the desired power sharing among the different converters
Uf dx
U+ C_ AC Voltage
- i

Controller Current h
Controller
T €
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Figure 4.6: Control structure of multi-terminal HVDC grid. Source: |[Pub. C].
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controlling the DC voltage, the maximum voltage error allowed at the grid terminals and the
maximum converter current ratings, can be transferred as gain boundaries in the multi-variable

frequency response of the overall system [69].

The singular value representation of the system transfer function matrix, E,,(s), can be obtained as:

0i(Bu(jw)) = \/A(EBL (jw) By (i) (4.13)

where ); is the i-eigenvalue of the matrix. The maximum/[SV 5(E,, (jw)) indicates the maximum
amplification of the corresponding inputs by the system seen from a specific output. Here, we
analyse which effect the wind power input (w in Fig. [£.6) has on the dc voltage deviations (z) at all
HVDC terminals.

As aforementioned, the operation requirements can be translated into gain boundaries of the
singular value frequency response. The energy of the error e, caused by any disturbance w of
bounded energy, is given by [9]:

e llell2
X

=max,0 (1., (jw 4.14

where ||e||3 = [ eTe is the 2-norm of e. Thus, for instance ensuring that the effects of a disturbance
w on the voltage error e is under defined limits can be expressed as 7 (E,,(jw)) is bounded at the
frequencies of interest [9].

In case a maximum voltage error of 10% (X,) of the nominal value at each terminal should not be
exceeded, the maximum singular value G(E,, (jw)) can be derived as [9]:

: M ) 9
(B (o)) < 22Uz o000 \/Zk=1(vdc,k Z)

S wlio M
[w(jw)ll2 Zk:N-&-lPSIﬁk

(4.15)

In addition, in [9] the authors derive the maximum gain the [SV|representation of the transfer
function U%(jw) should not exceed. As given in M, these transfer functions indicate the
impact of the wind power in-feed on the active current loop references of the different|GSCs| This
maximum gain corresponds to a maximum allowed current flowing through the of 110 %
(2;) of the nominal current value, %; ,,.

\/ZkN:1(il,n,k : Ei)Q

M
\/ Zk:N+1 Pu%f,k

However, by using the Ly-norm these limits calculate the maximum energy of the error caused

_ iq [wiq (jw)ll2
o(Uy(jw)) £ 5——+—57— =20log
( ( )) HW(JW)||2 10

(4.16)

by the disturbances that would lead to a 10 % voltage deviation / 110 % nominal current at each
terminal. Hence, these limits assume implicitly that the deviation of the outputs is the same for all
outputs, i.e. in our case that the dc voltage deviation is the same at each terminal in the whole grid.
However, this is not true and since the exact deviation at the less deviating terminals is not known
in advance it can therefore not be considered in the calculation. Therefore, we will show that it is
necessary to validate the results by analysing the transfer functions from the chosen disturbances
to that output which experiences the highest deviation. That means, to calculate the maximum
error, 3, of the most deviating output by using & of the analysis one has to solve and
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(4.16) for ¥ while neglecting the sum in the numerator considering only the single most deviating
output.

Extending the[SV analysis, we analyzed the eigenvalues, );, in terms of their damping ratio, ¢,
and damped circular frequency, wq, in order to determine those eigenvalues corresponding to
the resonance peaks in the [SV]representation. Then, we used the participation factor analysis
described in section[2.7.4]allowing us to determine the origin of the resonance peaks.

4.6.2 Modeling particularities

The modeling is done according to the generic MT-HVDC|model described in section[4.5.244.5.3,
The only differences are that (i) a generalized feedback controller was not considered and that (ii)
the tuning of the outer controllers is based on optimization based robust control techniques [133]

determining the tuning of the controllers K (s) minimizing the H., norm |7, ,—,(K)||, where

lloor
T r—y(K) denotes the closed loop transfer functions from the disturbance, w, respectively the
references, r, to the measurements, y. A comparable tuning for a chosen settling time of 100 ms [131]

was achieved using pre- and post-compensators.

Furthermore, this work compares the impact of two different dc line models. First, the results are
discussed for a conventional m-equivalent model. As discussed in section [2.7.2)} this is a simplified
model, but it is considered appropriate, as D’Arco also argues in [6], since the chosen model
represents the worst case scenario with respect to LC oscillations [Pub. CJ. In [14], however,
the authors argue that for[SV/decomposition studies the conventional 7 model is not sufficient.
Therefore, in a second step, the results are compared to the case where a ’frequency dependent
7’ cable model is used. The model, introduced in section @, is called "frequency dependent 7’

since the additional parallel branches are calculated to fit the frequency response of a wide-band

cable model [14} 57].
4.6.3 Case study

The analysis is performed for a three terminal grid shown in Fig. |4.7|for a scenario where both
use the same dc voltage droop control structure and the same droop gain values. The
parameters are given in the appendix. The results are compared for the different dc cable models
and examined with a participation factor analysis in order to detect the origin of the resonance
peaks.

The wind farm is assumed to inject maximum power into the HVDC grid, since this leads to the

highest gains of the[SV|representation. Thus, it represents the worst case scenario. The linearized

Figure 4.7: Three terminal VSC-HVDC grid. Source: [EI]
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model is verified by an equivalent non-linear model built in Matlab Simulink, which also provides

the steady state initial values.

The results of the SV analysis of E,,(jw) and U%“(jw) for both dc cable models are shown in
Fig. The maximum [SV]leading to a maximum of 10 % voltage deviation at each terminal
(6(Ey(jw))) and to maximum 110 % of the nominal current flowing through the (T(Eyw(jw)))
can be calculated following (4.15)-(4.16):

Sl (Ve - 54)? 1-10°-01)2-3
7(Ew(jw)) < 20log;, \/ ’“]\2 = 20logy, (VA 0 106) = —80.09dB
D oren+1 Loy
4.17)

N .
, —1 (i - 50)? 1465.5-1.1)2- 2
F(U%(jw)) < 20logy, \/Z’“ Lt Y | = 20logy, VI ) = —109.74dB
M o 700 - 106
=N+1"wfk
Xk f

(4.18)

In order to visualize these limits and put them into context to the performance of the different CSs,
we faded the area exceeding those limits gray in Fig.

Cable model: conventional 7

ThelSVlrepresentations of E,, (jw) (Fig. are very similar for all CSs besides CS2(Vy. — I,.),
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