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Consider yourself fortunate if in the midst of such a whirlwind,
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Summary

The objective of this thesis is to investigate the modeling and control of modular
underwater robots. This objective is motivated by recent events in the offshore
industry, where innovative solutions are needed to cope with the upcoming chal-
lenges. The vision is to use small-sized modular underwater robots to inspect all
areas of offshore structures efficiently, but at the same time maintain the capacity
for intervention through morphological changes in the system.

This thesis concerns itself with modeling and docking control of a system com-
posed of modular underwater robots. The first part of the thesis consists of five
chapters, which combined investigates the mathematical modeling of a system of
modular underwater robots with arbitrary interconnection between them. The first
chapter presents the kinematics, the marine vehicle models, and the notation. An
essential feature of a Modular Underwater Robot (MUR) system is the ability to re-
configure the morphology of the interconnection. Thereby, the underlying modeling
methodology must handle structural changes in the system. The second chapter
of the first part introduces different modeling approaches with examples before
presenting the chosen modeling approach. Furthermore, the chapter develops a
model for the MUR system into a simulator and verifies the implementation by a
numerical investigation.

Any dynamic model suffers from imperfect model knowledge, and aggregating
multiple models into a large-scale model only magnifies the effect. The subsequent
chapter of Part I validates the developed modeling approach by subjecting multi-
body systems to different experiments. The chapters compare the behavior of the
real and the simulated system, respectively, and seeks to quantify the concordance
between them.

The automatic modeling method, developed in the first part of the thesis, ap-
plies when the MUR gather into a morphology. The second part of this thesis
concerns with the MUR system before the aggregation of the MURs. The aggre-
gation of the MURs require them to approach each other, called Rendezvous, and
then, physically connect to each other, called docking. The considered rendezvous
and docking problem is assumed to be camera-based, such that, the navigation of
the systems utilize cameras for position estimation. The camera introduces line-
of-sight conditions that must be kept. Part II proposes to employ distributed pre-
dictive control for solving the camera-based rendezvous and docking problem. The
predictive controller is capable of embedding the line-of-sight constraint directly in
the formulation, while synchronizing the rendezvous pose between the vehicles.
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Chapter 1

Introduction

1.1 Background and Motivation

Autonomy in the offshore sector is projected to increase rapidly as a result of at-
tempts to, reduce cost, ensure safety and improve production, while continuously
expanding into increasingly hostile environments. The future subsea facilities are
expected to be located at deeper, colder and more remote locations [75]. The facili-
ties are subject to the harsh conditions of the open ocean. Furthermore, the remote
location complicates the logistics and increases the cost of employing surface sup-
port vessels.

The current generation of offshore facilities and infrastructures are aging, and
the requirement for maintenance and repair is increasing. Todays IMR technology is
already struggling to keep up with the performance demands of the industry while
maintaining safety and cost levels. The challenges to IMR are many since it involves
both safety and cost of personnel, equipment, and environment. These challenges
expand into diverse practical problems ranging from corrosion of the structure
to logistics of the life-support systems. The annual expenditure for handling the
corrosion alone is estimated to be more than 26 billion US Dollars in the United
States alone [162] and more than 200 million Danish kroner in Denmark [178].
Today, manually controlled ROVs provide a standard platform for IMR. The ROV
technology require manned surface supply vessels in Dynamic Positioning (DP)
mode during operations. Safety regulations demand facilities to cease production
during ongoing inspections, and thereby adding to the expenditure of the inspection
tasks.

The pilots controlling the ROVs inside, and in the vicinity of a subsea facility
must navigate in an environment affected by biofouling. The biofouling causes in-
creased hydrodynamic load and metal fatigue in the structures, which accelerates
the development of damages, and hides occurrences of these [90, 51]. As industry
and legislators have become increasingly aware of the environmental effects associ-
ated with usage of chemical agents to counteract biofouling, mechanical solutions,
such as pigging has become contenders [169].

Continuous, and consistent quality inspection data is key to synthesizing prog-
nosis models for condition monitoring of subsea facilities [137, 142, 227]. Manually
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(a) Remotely Operated Vehicle (ROV)
mounted mechanical anti-fouling device re-
moving biofouling from pipe.

(b) Intervention ROV interacting with a
subsea christmas tree.

Figure 1.1: The current subsea intervention technology applied by the industry to
conduct IMR on offshore structures. Biofouling is a particular area of interest as
the fouling accelerates metal fatigue, and changes the hydrodynamic characteristics
of the platform.

controlled inspection impedes the consistency and quality of collected data, and
automatic solutions are preferable. Furthermore, reliance on surface support ves-
sels and human operators comes with risk for both deck personnel who handle the
ROV and the equipment itself, as accidents most commonly occur during deploy-
ment and retrieval of the vehicle [220, 219].

1.1.1 Inspection, Maintenance and Repair (IMR)

The field of IMR has received an increasing focus from around the start of the
new millennium. A particularly difficult topic is the study of Underwater Vehicle-
Manipulator Systems (UVMS), where interaction between manipulator arm and
vehicle is crucial for the precise control of the end-effector pose. The first literature
focused on perfect feedback, under the assumption of known dynamic parameters
of the arms and vehicles [200]. However, accurate knowledge of dynamic parame-
ters for underwater vehicles and manipulators are tenuous in most realistic cases.
In response, researchers explored adaptive control schemes to compensate for the
lacking model knowledge [7, 10].

The UVMS always contains redundant Degree of Freedom (DOF)s due to the
free motion of the vehicle and exploiting the redundancies using null-space based
methods for force control [6], and task-priority management [9].

Multiple larger projects have investigated IMR operations using UVMS.
The RAUVI project was a three-year project spanning from 2009 to 2011. The

goal of the project was to develop technology for autonomously performing inter-
vention missions in underwater environments [42]. The project combined a reconfig-
urable AUV with a 4-DOF manipulator and introduced different control strategies
for the interconnection between vehicle and manipulator [152, 195]. The RAUVI
project showed successfully results with the localization and retrieval of the black
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box from a flight [177, 176].
The TRIDENT project was also a three-year program starting in 2010 and end-
ing in 2012. The project focused on cooperation between an Autonomous Surface
Vessel (ASV), and an Intervention AUV (I-AUV) equipped with a multipurpose
dexterous manipulator for intervention missions in unstructured and underwater
environments [197, 196].
The TRITON project was a natural evolution of the RAUVI and TRIDENT
project. The timeline was from 2012 to 2014. The focus of the project was on inter-
vention in structured environments, such as docking and interaction with a subsea
panel. The project produced an open-source simulator environment UWSIM [175].
Furthermore, the project managed to dock an I-AUV with a subsea panel, and
perform valve turning [153].
The PANDORA project was a European FP7 project running between 2012 and
2014. The goal of PANDORA was to increase autonomy for I-AUVs in structured
subsea environments. The autonomy was designed to ensure that failures were de-
tected and handled appropriately [116]. The success metrics of the project were the
vehicle’s capability for IMR by inspecting, cleaning, and turning valves [154, 131].
The MARIS project was a multi-objective subsea intervention project. The topics

(a) The Underwater Swimming Manipula-
tor concept Eelume. Courtesy of [123].

(b) Screenshot from the UWMORSE simu-
lator of the NextGenIMR project. Courtesy
of [79].

Figure 1.2: The NTNU initiatives into IMR research.

of the project were dexterous manipulation using multi-DOF manipulators and
using multiple vehicles. The project started in 2013 and ended in 2016 [33, 34].
The results of the project were significant improvements to the control framework,
the manipulation performance, and the visual navigation systems compared with
former projects [202].
The MORPH project was a European framework 7 project [92]. The project started
in 2012 and ended in 2016 [94]. The goal of the project was to enhance inspection
and mapping of both complex structured and unstructured underwater environ-
ment using multiple heterogeneous Autonomous Underwater Vehicle (AUV)s. An
interesting aspect of the project was the idea, that the sensor payload of each vehi-
cle could compliment each other to obtain better navigation and mapping perfor-
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mance. The project developed a leader-follower style formation control architecture
with special focus on communication under severe restrictions [Abreau2016, 2,
3]. The resulting vehicle formation was denoted a MORPH Supra-Vehicle, which
could reconfigure itself depending on the tasks. The project successfully demon-
strated the concept using eight vehicles, seven underwater and one surface vessel),
to map an environment [93].

Finally, the DEXROV project is a horizon 2020 project. The project seeks to
reduce the burden of conducting intervention missions at offshore locations by tele-
operating the ROV from locations on shore [65, 66] while maintaining advanced
dexterous manipulation capabilities. The challenge is to maintain performance in
the inevitable presence of latency. The proposed solution is to enable a higher level
of autonomy on both sides of the control, such that, the communication can be
severely reduced [46].
NTNU has approached research on IMR from multiple perspectives. The NextGen-
IMR project focused on autonomy in IMR operations [201]. The project kept the
pilot-in-the-loop as a supervisor during the mission. The human-machine inter-
action for IMR operations was explored in Henriksen, Schjølberg, and Gjersvik
[78], where pilot fatigue was mitigated by automating parts of the motion control
tasks. The project also produced a simulation environment UW Morse Simulator,
to simulate ROV operations [79]. Fig. 1.2b shows a screenshot from the simulator.

Much of the literature focuses on developing conventional ROVs and AUVs.
Standard form Intervention-ROVs comprises of a bulky hull, which in turn, limits
the ability to enter specific areas in an offshore structure.

The bioinspired underwater swimming manipulator overcomes the challenges
of confined space inspections [212, 213]. Fig. 1.2a shows two configurations of the
modular underwater multi-link manipulators. The vehicle is constructed from a
series of links with actuation. The hyper-redundancy from the multi-link compo-
sition allows for inherent fault-tolerance with low drag forces and accessibility to
every place on the subsea structure [123].

1.1.2 The Siri Platform Case

Events in the offshore industry were among the sources of inspiration behind this
thesis. The Siri Jacket Platform is located in the Danish part of the North Sea.

Cracks were discovered in the Sponson on the gravity base of the jacket con-
struction support the Caisson of the wellhead during a regular maintenance inspec-
tion in August 2009. Fig. 1.3a shows the subsea Sponson extruded on the side of
the oil storage compartment. The production ceased immediately upon discovery
and remained out of operation for five months before a temporary engineering so-
lution allowed the production to continue. A subsequent inspection, conducted in
July 2013, discovered additional cracks in the same Sponson, but this time compro-
mising the integrity of the subsea oil storage compartment. The discovery ceased
production on Siri for another six months. In both cases, IMR activities increased
to ensure that no further damages had developed. By the account of the pilots con-
ducting the inspections, the environment was difficult to navigate due to obscuring
of the structure by biofouling. Furthermore, the intervention tasks conducted to
stop further development of the cracks were delicate and complicated due to con-
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fined operational space within the interior of the storage tank. Fig. 1.3b shows the
Sponson with the interior. The interior of the Sponson is cluttered with support
beams and therefor difficult to navigate. The intervention was an ad-hoc solution.
A small sized ROV was carrying a subsea power-drill, which obscured the visual
feed on the ROV, and required another smaller observation class ROV to act as
third-party eyes for navigation through the subsea structure. The ad-hoc interven-
tion solution entailed a significant risk of equipment loss, and significant time was
spent on IMR operations. Thereby, the Siri platform represents a case, where the
current generation of IMR technology was pushed to the it’s limits, and beyond. In

(a) Underwater sponson, and oil storage
compartment of Siri.

(b) The sponson compartment with ele-
ments of the interior shown. The cluttered
interior complicates the navigation inside
the sponson.

Figure 1.3: The Siri Sponson compartment is located at 65 meters depth.

short, inspection data is critical for condition monitoring, but quality data is diffi-
cult to obtain with current IMR technology. Requirements for intervention tasks,
such as, maintenance and repair, increases as current generation subsea facilities
are aging, and next generation subsea facilities are constructed.

The REMORA project from Technical University of Denmark (DTU) takes in-
spiration from the events at Siri to propose a different direction of research [38].
The project envisions to employ a swarm of small, and tightly cooperating ROVs
for IMR. The reasoning behind the small-sized and tightly cooperating vehicles
comes directly from the challenges at the Siri platform, where regular sized ROVs
experienced significant difficulty in operating inside the confined space of the Spon-
son.

The REMORA system is composed of small size modular vehicles with con-
nection capabilities. Individual vehicles can have different instrumentation and ac-
tuation. The REMORA concept, hence, comprise of modules with heterogeneous
abilities. Fig. 1.4 depicts two cases envisioned for the modular system. Fig. 1.4b
shows a ROV deploying a crawler-type vehicle on the hull of the structure. The
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vehicles act in concert to different tasks, such as transportation of objects, inspec-
tion, and intervention. The connectivity capabilities allow the vehicles to aggregate
into larger vehicles such that the systems Fig. 1.4a

(a) A possible configuration for the modular
underwater robotic system, 4 vehicles trans-
port an object through an opening.

(b) The modularity allows vehicles with
widely different specializations to better
solve tasks cooperatively.

Figure 1.4: The modular underwater robotic system cooperates tightly by attaching
themselves together to create a larger system with more capabilities.

1.1.3 Modular Underwater Robots

A MUR is a robot capable of attaching and detaching to other MURs. Modular
underwater robots, as a concept, provides a series of solutions, which match the
problems perceived in the offshore industry. As opposed to the monolithic IMR-
ROV currently employed, the modular underwater robots are small, agile, and
specialized to specific tasks. The modular underwater robots possess the ability
to self-reconfigure, that is to physical interconnect with each other. The resulting
collective system aggregates the specializations to amalgamate their capabilities.
Thereby, the system adapts to the tasks as they emerge during a mission.

A practical example would be to reconfigure their interconnection physically.
The reconfiguration allows the robots to accomplish the same thrust output with
different system morphologies. Fig. 1.5 shows a system of modular underwater
robots transporting an object. The morphology changes between Fig. 1.5a, and
Fig. 1.5b. The situational awareness and thrust capability change with the mor-
phology of the system. Naturally, a system that adapts to unexpected event con-
tains an inherent fault-tolerance. Modular Robots for underwater vehicles have
gained increasing interest in the research community and is closely related to the
topic of intervention.
Here there exist multiple groups working in different directions, but most interest-
ing for this project is the MIT Distributed Robotics Lab with the AMOUR system
presented in [229, 230], where heterogeneous modular robots dock with each other
to share collected environmental data. The focus was small, inexpensive modular
robots working in unison to achieve tasks in which AUVs, at the time, could not
complete individually.
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(a) One possible configuration for the mod-
ular underwater robotic system.

(b) The vehicle can attach themselves in
different positions to produce better thrust
capabilities or better utilize individual sen-
sors.

Figure 1.5: The modular underwater robotic system can change configuration de-
pending on the task or on environmental restrictions.

The authors Furno et al. [64] considered self-reconfiguration between multiple
ROVs, where the author combined the Theta* algorithm with an energy heuristics
to minimize the energy usage in intermediate morphologies during transitions.

Synergy between underwater vehicles and modular robotics is a new field. Stoy,
Brandt, and Christensen [209] give a thorough description of the field of modular
and self-reconfigurable robots.

1.2 Scope and Objectives

This thesis covers selected topics within the field of Modular Underwater Robotics.
A modular underwater robotic system is composed of multiple Modular Underwater
Robots. The MURs are connection capable, meaning they can aggregate together
and create new systems with different morphology. Given a group of underwater
vehicles capable of changing morphology to underwater a new task, automatic
control of the cluster should be available to meet the control requirements for the
new task and the new morphology.

A new morphology will change the specific dynamic characteristics, as well as,
the impact the effect of control forces on the system. Control functionality with
prespecified performance requirements must know the behavior of the system and,
by extension, the changes to the system behavior due to the morphology.
Research Question 1: Is it feasible to automatically construct a descriptive model

of a given morphology for a system composed of Modular Underwater Robots?
This thesis will consider research question 1, to determine model uncertainties that
arise due to hydrodynamic phenomena and the general uncertainty that is related
to damping, resistance, and validate the modeling approach against model basin
tests.
The MURs of the system must physically connect to each other in a given sequence
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to form a morphology. The physical connection require that the MURs can ren-
dezvous with each other and subsequently dock. The problem of rendezvous and
docking raise the second research question of the thesis,

Research Question 2: How is it possible to conduct rendezvous and docking
between multiple vehicles to form a morphology?

This thesis will treat research question 2 considering rendezvous and docking of two
MURs, and investigate, how to distribution of control algorithms onto individual
vehicles can solve the coordinated control problem of rendezvous and docking of
modular robots.
Research questions 1 and 2 are treated in a two-part division of the thesis. Part I
investigates research question 1, while Part II considers research question 2.

1.2.1 Modeling of Underwater Multi-Body Systems

The problem of modeling the dynamics of connected vehicles belongs in the cat-
egory of multi-body dynamics. Specifically, when vehicles connect to each other
rigidly, the dynamics of the system changes drastically. Modeling the motion of
one vehicle directly influences the motion of the other vehicle through the rigid
connection.

This thesis investigates modeling of systems composed of MURs. Since, MUR
systems are capable of detaching and reattaching online, the modeling method
must be capable of handling structural changes to the system. Multiple Newton-
Euler [14], Lagrange’s Equations [76], Kane [95, 96], Gibbs-Appell [161], Maggi [112],
Udwadia-Kalaba [91] exist for modeling multi-body systems. The authors Bauchau
and Laulusa [19] and Laulusa and Bauchau [117] provides an overview of the gen-
eral topic.

For underwater applications, UVMS constitute a prime example of a multi-body
dynamic system in action. Tarn, Shoults, and Yang [217], Tanner and Kyriakopou-
los [215], and Yang Ke et al. [240] employs Kane’s method for modeling an UVMS.
The authors Yang et al. [242] applied Kane’s method to model underwater Snake-
like robots. Yang et al. [241] modeled a underwater quadruped walking robot using
Kane’s method.

Evidently, Kane’s method is popular for modeling of underwater multi-body
systems. The popularity stem, primarily, from the ability to deal with non-trivial
constraints using body-fixed velocities. However, Kane’s method assumes that the
underlying connection between bodies conform to an open-tree topology, and fur-
ther, requires a root-node in the topology from where the system is derived. Open-
tree topology is guaranteed for MUR systems since there are no restrictions on the
morphology of the vehicles. Furthermore, derivation from a root-node implies that
the model has to be re-derived at every occurring structural change.

Schjølberg and Fossen [200] applied recursive Newton-Euler to model an UVMS
system with an n-DOF manipulator, and Santhakumar and Kim [194] used a re-
cursive Newton-Euler to model an UVMS system with a single DOF manipulator.
Antonelli, Caccavale, and Chiaverini [7] modeled an UVMS system with an n-DOF
manipulator using the Denavit-Hartenberg formalism.
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Snake-robots constitute another area where multi-body dynamics provide the frame-
work for modeling. Kelasidi et al. [100] developed a closed-form dynamic model for
a snake-robot as a chain of homogeneous interconnected cylinders, and expanded
the motion to 3-D in [99]. Kohl et al. [106] applied simplifying assumptions on
the model to allow a model tailored for control design. Sverdrup-Thygeson et al.
[211] expanded the model with thrusters and heterogeneous sized cylinders. The
recursive Newton-Euler and the snake-model require stronger assumptions on the
topology, namely that the topology conforms to an open-chain.

To the best of the author’s knowledge, no literature exist on the topic of au-
tomatic modeling for modular underwater robotic systems. The purpose and con-
tribution of this thesis in regards to research question ❵ is to develop an automatic
modeling approach for deriving MUR systems. The automatic modeling constructs
an aggregated model based on the morphology of rigidly linked sub-models. Fur-
thermore, the thesis validates the modeling approach through experimental data
from model basin tests.

1.2.2 Rendezvous and Docking for Underwater Applications

The rendezvous and docking literature predominantly considers docking for torpedo-
shaped AUVs with respect to stationary funnel-type docking stations. In early lit-
erature the task of an AUV was primarily long distance subsea-floor surveys and,
naturally, the desire for automatic battery recharge lead much of the focus. Fur-
thermore, the computational power of the time did not allow for employment of
online computer vision algorithms. Cowen, Briest, and Dombrowski [40] investi-
gated optical guidance inspired by the Sidewinder air-to-air missile system, which
uses photo-diodes rather than computer vision.

Technological innovation during the last decades have changed the tasks of
AUV from pure surveyers of the large open ocean to active participants in IMR
operations. The redesigned tasks also caused redesign in the hulls and thrusters of
the vehicles. Typically, the torpedo-shaped AUV design does not allow actuation
in all degrees of freedom. The underactuation complicates the control design, and
the possible tasks the vehicle can achieve. Thus, modern I-AUVs designs replicate
the classical design of the fully-actuated ROV.

Article Vehicle Control Navigation Result Docking Docking Style
[97] torpedo fuzzy acoustic simulation stationary funnel
[184] torpedo fuzzy acoustic simulation moving funnel
[82] torpedo pursuit acoustic simulation stationary -
[234] torpedo fuzzy acoustic experiment stationary funnel
[203] torpedo pursuit acoustic experiment stationary funnel
[40] torpedo pursuit optical experiment stationary funnel
[207] torpedo builtin acoustic experiment stationary funnel
[204] torpedo - acoustic experiment stationary latch
[208] torpedo builtin acoustic experiment stationary funnel
[58] torpedo builtin magnetic experiment stationary funnel
[54] torpedo builtin acoustic experiment stationary platform
[150] torpedo iterative - simulation stationary funnel
[114] torpedo builtin - experiment stationary latch
[155] torpedo LQR optical simulation stationary funnel
[55] ROV builtin hybrid experiment stationary panel
[118] torpedo LQR optical - stationary funnel
[98] torpedo builtin acoustic experiment stationary platform
[84] torpedo builtin acoustic experiment stationary net
[4] torpedo builtin acoustic experiment stationary funnel
[130] torpedo builtin optical experiment moving ASV
[29] ROV builtin hybrid experiment stationary latch
[166] torpedo builtin optical experiment stationary funnel
[86] torpedo HOSMC - simulation stationary funnel

9



1. Introduction

[132] torpedo PI acoustic experiment stationary funnel
[110] ROV builtin hybrid experiment stationary panel
[104] torpedo builtin inertial experiment stationary cradle
[126] torpedo builtin optical experiment stationary latch
[205] ROV builtin optical simulation stationary panel
[167] torpedo PD optical experiment stationary funnel
[236] torpedo SMC hydrid simulation stationary -
[156] ROV switching optical simulation stationary -
[107] torpedo builtin hybrid experiment stationary funnel
[218] torpedo fuzzy acoustic experiment stationary funnel
[237] ROV builtin visual experiment stationary latch
[179] torpedo builtin acoustic simulation moving funnel
[158] torpedo switching visual simulation stationary funnel
[127] ROV builtin hybrid experiment stationary latch
[128] ROV iterative visual simulation stationary funnel
[210] exotic fuzzy optical experiment moving latch
[157] ROV hybrid visual simulation stationary funnel
[89] torpedo Adaptive

backstep-
ping

acoustic simulation stationary funnel

[135] exotic fuzzy magnetic experiment moving funnel
[17] torpedo backstepping - simulation stationary funnel
[193] torpedo - acoustic simulation stationary funnel
[56] torpedo PID acoustic simulation stationary funnel
[239] ROV PI/PD optical simulation stationary funnel
[122] torpedo NTSMC acoustic simulation stationary funnel
[216] torpedo P/PID optical experiment stationary funnel
[124] ROV P optical experiment stationary platform
[120] torpedo P/PID optical experiment stationary funnel
[141] ROV P optical experiment stationary platform
[83] torpedo builtin hybrid experiment stationary cradle
[113] exotic builtin magnetic experiment stationary platform
[198] ROV builtin hybrid experiment stationary platform
[41] torpedo Lyapunov hybrid experiment stationary cradle-platform
[103] torpedo PD optical experiment stationary latch

Table 1.1: Overview of publications related to docking of underwater vehicle sys-
tems.

Tab. 1.1 provides a summary overview of the publications related to underwater
docking. The table divides the shape of the vehicle under investigation into three
categories: Torpedo, ROV, and exotic. The torpedo-shaped vehicles often exhibit
underactuated behavior, that is they are not capable of actuating all their degrees
of freedom, but low hydrodynamic damping. The ROV type vehicle are designed
with full actuation, but without regards to the hydrodynamic damping. Exotic
type vehicles are consist of biomimetic vehicles and is not covered in this thesis.
Evidently, most of the literature considers stationary target docking, where the
docking station is located at a known point. Rae and Smith [184] presents one
of the earliest works, where the docking station moves. The article considers the
problem of recovering a torpedo-shaped AUV using a submarine with a funnel
type docking station. Due to the relative size between the submarine and AUV,
the paper only considers control of the AUV.

Martins et al. [130] considered recovery of an AUV using an ASV. In contrast
to [184], the article considers the ASV as the active member in the system instead
of the AUV. The ASV employs computer vision to track the position and attitude
of the AUV, such that, the alignment of the ASV allows for docking.

Similarly to [184], Pyle et al. [179] investigated the usage of a large AUV to
transport and deploy smaller survey AUVs. The proposed principle bears similarity
to the solution from [184], as the small AUV conducted the docking on a funnel
type docking station extruded from the larger AUV.

The articles [184, 130, 179] propose a unilateral control strategy, in the sense,
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that there is no information sharing between the docking vehicle and the docking
station and the control design only considers input of the docking vehicle.

Project AMOUR, described in the articles [229, 230, 49, 50, 228], considered
docking in the context of data-muling. The articles employs an AUV named Starbug
to navigate and dock with an actuated sensor node called AMOUR. The docking
algorithm utilizes optical navigation based on photo-diodes on the docking rod
and hull of the AMOUR to home the vehicles into the right positions. The vehicles
communicate during the docking procedure, but they share no state information
in the process. Effectively, the proposed control strategy belongs to the group of
decentralized control algorithms. AMOUR is the first project to enable physical
reconfiguration between underwater vehicles.

As part of the ANGELS project, the authors Mintchev et al. [134, 135] consid-
ered bio-inspired docking between small-size anguilliform AUVs. The bio-inspired
docking approach utilizes electromagnets and electric sensing to navigate and at-
tract each other. The control is a three-phase strategy where phase one aligns and
approach the other modules through electrical sensing and thruster control. The
second phase employs passive alignment where the electromagnets guides the vehi-
cles together without using thrusters. Finally, the mechanical connection completes
the docking by locking the modules together.

Also part of the ANGELS project, the authors Sutantyo et al. [210] considered
a bio-inspired docking approach based on optical diodes. The strategy is identical
to that of [134] except for replacing the electrical sensing of the first phase with
optical photo-diodes. None of the methods in the ANGELS project utilized state-
information between the modules during docking.

1.2.3 Outline and Contributions

The following section provides an overview of the outline, as well as, the contribu-
tions of each chapter in the thesis.

Chapter 2

Topic: This chapter serves as a preliminary background into the modeling of ma-
rine vehicles. The chapter includes; the employed reference coordinate frames,
the basic kinematics of the frames with different attitude representations, and
the kinetics of marine vehicles. The presented material is based on literature
by others [8, 61, 57, 111].

Chapter 3

Topic: The chapter discusses constrained dynamics as a general field of research.
The core challenge in constrained dynamics is introduced, and explained with
examples. The requirements to automated modelling is formulated and state
of the art is discussed in this area.

Contribution: This chapter proposes to use the Udwadia-Kalaba formulation for
constrained dynamics to develop a simulator for the modular underwater
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robotics system. The system must be able to handle any relative intercon-
nection between the vehicles. Quaternions are chosen as attitude representa-
tions for each vehicle to avoid the attitude singularities from the Euler angles.
The rigid constraint imposed between connected whiles is derived in quasi-
coordinates. The constraint derivation in quasi-coordinates is higher than the
generalized coordinate equivalent. However, the quasi-coordinate formulation
ensures that the mass matrix stays invertible. The chapter is based on the
publications [144], and [146].

Chapter 4

Topic: The chapter seeks to conduct a preliminary experimental validation of the
simulator proposed in Chapter 3.

Contribution: The chapter proposes two conceptually simple experiments to
evaluate the applicability of the simulator developed in Chapter 3. The first
experiment belong to the class of free-decay tests. The interconnected system
utilizes the hydrostatic restoring forces from each subsystem in combination
with the relative configuration between the subsystems as actuation. The
CoB of each subsystem determines the equilibrium of the aggregated system.
Manipulation of the relative positions between the CoBs produces damped
oscillations until the system comes to rest. The period and magnitude of the
oscillations are determined by the inertia and damping of the system. The
chapter is based on the publication Nielsen et al. [147].

Chapter 5

Topic: The chapter seeks to identify the dynamic parameters of the BlueROV, as
well as, the dynamics of the thrusters.

Contribution: The chapter utilizes towing tank tests to identify the dynamic
parameters of the BlueROV vehicle. The identification procedure comprise
of two experiments. The first experiment employs drag test of the BlueROV
vehicle hull to produce force versus velocity data. Data analysis subsequently
identifies the drag coefficients for the surge, sway, heave, and pitch DOFs.
The second experiments employs drag tests to quantify the level of thrust
loss that occurs during motion. measure of thrust loss measured by towing
the BlueROV at given velocities Similar to the first experiments, the second
experiments tows the BlueROV through the tank, but with thrusters engaged.
The comparison between the force data from the first experiment, and the
second experiment reveals the thrust loss as a function of velocity. Results
of the chapter extends the simulator from Chapter 3 to include better thrust
model. The chapter is based on the publication Nielsen et al. [146].

Chapter 6

Topic: The chapter seeks to validate the modular underwater robotic simulator
of Chapter 3 using ROV type vehicles.

12
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Contribution: The chapter uses free-motion data from an aggregated system
composed of two BlueROV vehicles to evaluate the applicability of the de-
signed simulator. The validation procedure employs two different experi-
ments. The first experiment impress equal thrust surge directed thrusters
to produce a straight line trajectory of the aggregated system. The valida-
tion relies of comparisons between measured trajectory data and simulated
trajectory data. The second experiment impress thrust on only one of the
ROV, such that, the second ROV act as dead-weight. The trajectory profile
becomes a circular motion and thereby excite both the translational and ro-
tational part of the system. The chapter is based on the publication Nielsen
et al. [146].

Chapter 7

Topic: The chapter introduces required preliminaries for Docking Control. The
chapter presents the problem and literature of camera-based rendezvous and
docking. Furthermore, the chapter presents a basic overview of MPC, as well
as, methods for distributing MPCs using dual decomposition.

Chapter 8

Topic: The chapter investigates the rendezvous and docking control for modular
underwater robots

Contribution: This chapter investigates the problem of rendezvous and docking
with visual constraints in the context of underwater robots with camera-based
navigation. The objective is the convergence of the vehicles to a common point
while maintaining visual contact. The proposed solution includes the design of
a distributed model predictive controller based on dual decomposition, which
allows for optimization in a decentralized fashion. The proposed distributed
controller enables rendezvous and docking between vehicles while maintaining
visual contact. The chapter is based on the publication Nielsen, Johansen,
and Blanke [145]

1.3 Publications

The results presented in this thesis is based on the following publications:

[C1] [144] Mikkel Cornelius Nielsen, Mogens Blanke, and Ingrid Schjølberg. “Ef-
ficient Modelling Methodology for Reconfigurable Underwater Robots”. In:
10th IFAC Conference on Control Applications in Marine Systems CAMS
2016. Vol. 49. 23. Elsevier B.V., 2016, pp. 74–80

[C2] [147] Mikkel Cornelius Nielsen et al. “Experimental Validation of Dynamic
Multi-Body Modelling for Reconfigurable Underwater Robots”. In: Oceans
2016 MTS/IEEE. 2016, p. 6

[C3] [145] Mikkel Cornelius Nielsen, Tor Arne Johansen, and Mogens Blanke. “Co-
operative Rendezvous and Docking for Underwater Robots using Model Pre-
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dictive Control and Dual Decomposition”. In: 2018 European Control Con-
ference (ECC). Limassol, Cyprus: IEEE, 2018, p. 6

[J1] [146] Mikkel Cornelius Nielsen et al. “Constrained multi-body dynamics for
modular underwater robots — Theory and experiments”. In: Ocean Engineer-
ing 149.February 2018 (2018), pp. 358–372

Other published work that is not included in this thesis is:
• [77] Nicholas Hansen et al. “Short-range sensor for underwater robot naviga-

tion using line-lasers and vision”. In: 10th IFAC Conference on Manoeuvring
and Control of Marine Craft MCMC 2015. Vol. 28. 16. Elsevier B.V., 2015,
pp. 113–120

• [63] Lidia Furno, Mikkel Cornelius Nielsen, and Mogens Blanke. “Centralised
versus decentralised control reconfiguration for collaborating underwater robots”.
In: 9th IFAC Symposium on Fault Detection, Supervision and Safety for
Technical Processes SAFEPROCESS 2015. Vol. 48. 21. Elsevier Ltd., 2015,
pp. 732–739

• [38] David Johan Christensen et al. “Collective Modular Underwater Robotic
System for Long-Term Autonomous Operation”. In: IEEE International Con-
ference on Robotics and Automation (ICRA). Seattle, Washington: IEEE,
2015

14



Part I

Modeling

15





Chapter 2

Modeling of Marine Vehicles

The study of motion of an object consists of both the kinematics - the geometry of
motion - and the kinetics - the cause of the motion. The combination of kinematics
and kinetics describe the dynamics of the object.

This chapter introduces the basic reference frames and the related kinematics,
as well as, the kinetics.

Organization of this Chapter

This chapter is organized as follows. Section 2.1 introduces the frames of references
employed in the modeling and control of marine vehicles.

The coordinate transformations between different frames, along with the cor-
repsonding mappings betweetn the quantities in these frames are described in Sec-
tion 2.2 after the relevant notation is introduced. Section 2.3 completes the chapter
by introducing the kinetics of marine vehicles. The material presented in this chap-
ter is based on [61, 57, 111].

This thesis investigates the study of dynamics of rigid-bodies and therefore its
appropriate to begin with the definiton of a rigid-body.

Definition 2.1. Rigid-Body
A rigid-body is a collection of particles comprising a solid body. The dis-

tance between any two particles in the solid body is invariant with respect to
time.

2.1 Reference Frames

Describing motion of rigid bodies requires measurable quantities, such as positions,
angles, as well as, velocities and accelerations of these. Such quantities can be
measured in relation to different references, two of which will be used in the analysis
presented in this thesis. These frames are defined in the following:
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2. Modeling of Marine Vehicles

Definition 2.2. Earth-Centered-Inertial (ECI) Frame
The ECI Frame is an inertial frame with an origin Oi = [xi, yi, zi] centered

at the center of mass (CoM) of Earth. The zi-xis point towards the geograph-
ical North Pole, the xi-axis is directed towards the vernal equinox and the
yi-axis completes the right-handed orthogonality. The xi and yi lies in the
equatorial plane. The ECI frame does not rotate with the Earth.

The direct result of using the ECI frame is that objects at rest on the surface of the
Earth are moving in the ECI frame. Newton’s laws of motion in their the simplest
form are defined in an inertial reference frame. A more intuitive way to consider
motion on Earth is by fixing the reference frame to Earth.

Definition 2.3. Earth-Centered-Earth-Fixed (ECEF) Frame
The ECEF frame is a is a rotating frame of reference with origin Oe =

[xe, ye, ze] centered at the CoM of Earth. The xe-axis is directed to the inter-
section between the prime meridian of the Earth and the equator, the ze-axis
points to geographical North and the ye-axis completes the right-handed orthog-
onality. The rotation rate with respect to the ECI frame is ωie = 7.2921 · 10−5

rad/s around the ze-axis.

Since the ECEF frame follows the earth rotation, it is no longer an inertial frame. In
relation to Newton’s laws of motion, the rotation of the Earth can be compensated
in the equations at the price of higher complexity in the descriptions.

When navigation in a local area on Earth is considered a local geodetic reference
frame is usually employed.

Definition 2.4. North-East-Down (NED) Frame
The NED frame is a local geodetic reference frame. The origin of the ref-

erence frame On = [xn, yn, zn] is fixed at a point on the surface of the earth.
The curvature of the Earth is approximated to be zero such that a small area
around the origin is assumed flat, thus forming a tangent plane. The xn-axis
points towards the North Pole, the zn-axis points towards the center of the
Earth and the yn-axis completes the right-handed orthogonality.

The NED frame is often referred to as the Navigation frame.
Def. 2.1 states that the rigid-body is a collection of particles that form a solid

body. To effectively refer to each point on the body, another reference frame is
needed.

Definition 2.5. Body-Fixed Frame
The body-fixed frame is a moving reference frame. The origin Ob = [xb, yb, zb]

is fixed at a point on the body. Often, but not always, the point chosen is
the CoM. The xb-axis points from aft to fore, the zb-axis points from ori-
gin towards bottom, and the yn-axis completes the right-handed orthogonality.
Fig. 2.2 depicts the three principle axes of the body-fixed frame.
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The four different reference frames are depicted on Fig. 2.1. The z-axis of the ECI
and ECEF frames coincide with each other, while the Fig. 2.1 shows the frames

zi, ze

xixi

yiyixe

ye

ω
ie

t

ECEF

xn

yn

zn

xn

yn

zn

xb

yb
zb

ωie

Figure 2.1: The z-axis of the ECI and ECEF frame coincide with each other at
all time. The ECEF frame rotates around the ze-axis with rotation rate ωie. The
NED frame xn, yn, zn is a tangent plane on the Earth, and the body-fixed frame
{b} is measured relative to the NED frame. inspired by [61, Fig. 2.2].

of reference in relation to the Earth.

2.2 Kinematics

A marine craft moving in the NED frame has 6 DOF, three position coordinates
and three rotations around the different axes, together they form the pose of the
vehicle. The name of each DOF is defined for marine crafts by Society of Naval
Architects and Marine Engineers (SNAME) and can be found in Table 2.1.

Degree of Freedom Forces/Moments Linear/Angular Velocities Positions/Angles
Translation along x-axis (surge) X u x
Translation along y-axis (sway) Y v y
Translation along z-axis (heave) Z w z
Rotation about x-axis (roll) L p φ
Rotation about y-axis (pitch) M q θ
Rotation about z-axis (yaw) N r ψ

Table 2.1: SNAME notation for marine vessels

A position of a body-fixed frame {b} with respect to the NED frame {n} mea-
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Ob

xbyb

zb

p, rollq, pitch

r, yaw

Figure 2.2: The principle axes xb, yb, zb extending out from the origin Ob of the
body-fixed frame. The rotation follow the right-hand convention around each axis.

sured in the NED frame is denoted pnb/n and defined as

pnb/n =
[
xn, yn, zn

]T
∈ R

3

The attitude of a body-fixed frame {b} with respect to the NED frame can be
described in different formalisms. Two formalisms are used in this work, namely
Euler angle and attitude quaternions.

The Euler Angles describing the rotation from the body-fixed frame {b} to the
NED frame {n} are denoted Θ

n
b

Θ
n
b =

[
φ, θ, ψ

]T
∈ R

3 (2.1)

The pose of the body-fixed {b} measured in the NED frame is denoted η such that

η =

[
pnb/n
Θ
n
b

]

∈ R
6 (2.2)

Alternatively if the Quaternions are employed the pose vector becomes η ∈ R
7.

The body-fixed linear velocities with respect to the NED frame {n} measured in
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2.2. Kinematics

the body-fixed frame {b} is denoted vbb/n and defined as

vbb/n =
[
u, v, w

]T
∈ R

3

The body-fixed rotational velocities in the body-fixed frame {b} relative to NED
frame {n} are denoted ωbb/n and defined as

ωbb/n =
[
p, q, r

]T
∈ R

3

The linear and rotational body-fixed velocities are combined into the body-fixed
velocity vector ν such that

ν =

[

vbb/n
ωbb/n

]

∈ R
6 (2.3)

The body-fixed forces and moments are denoted f bb and mb
b respectively and defined

as

f bb =
[
X, Y, Z

]T
∈ R

3, mb
b =

[
K, M, N

]T
∈ R

3

2.2.1 Frame Transformations

In order to properly use the different reference frames a relationship between the
NED and body-fixed frames must be established. A vector in one frame of reference
can be translated to another frame by a rotation matrix R. A matrix R ∈ R

n×n is
a rotation matrix if and only if it belongs to the Special Orthogonal Group SO (n).
In the case of a vehicle moving in three dimensional space, the matrix R ∈ R

3×3

and belong to the SO (3). The SO (3) group is defined as every matrix belonging to
R

3×3 such that its transpose is equal to its inverse and the determinant is postive
one:

SO (3) = {R ∈ R
3×3|RTR = I ∧ det (R) = 1} (2.4)

The rotation matrix R is parameterized by the attitude of the rigid-body with
respect to the appropriate frame of reference, in this case the NED frame. Thereby,
the linear body-fixed velocities vbb/n can be transformed into the NED frame by

vnb/n = Rn
b v

b
b/n

By assumption the NED frame is inertial and time evolution of the origin of the
body-fixed frame in the NED frame ṗnb/n is equal to the linear velocity vector vnb/n
such that

ṗnb/n = Rn
b v

b
b/n (2.5)

Transforming the rotational velocity of the body-fixed frame ωbb/n to attitude rates

Θ̇
n
b is conducted through the transformation matrix T

Θ̇
n
b = Tωbb/n (2.6)
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2. Modeling of Marine Vehicles

There exist multiple different ways to parameterize a rotation matrix Rn
b (·) and

transformation matrix T (·) and each method has advantages and disadvantages.
Two different parameterizations will be used in this work, namely Euler Angles
and Quaternions. The rotation matrix constructed from Euler Angles Rn

b (Θ
n
b ) is

the result of a sequence of rotations around each principle axis.

Rx,φ =





1 0 0
0 cos (φ) − sin (φ)
0 sin (φ) cos (φ)



 , Ry,θ =





cos (θ) 0 sin (θ)
0 1 0

− sin (θ) 0 0 cos (θ)



 (2.7)

Rz,ψ =





cos (ψ) − sin (ψ) 0
sin (ψ) cos (ψ) 0

0 0 1





The extrinsic rotation sequence z−y−x defines the rotation from body-fixed frame
{b} to NED frame {n}

Rn
b (Θ

n
b ) =





cos(θ) cos(ψ) − cos(φ) sin(ψ) + sin(φ) sin(θ) cos(ψ) sin(φ) sin(ψ) + cos(φ) cos(ψ) sin(θ)
cos(θ) sin(ψ) cos(φ) cos(ψ) + sin(φ) sin(θ) sin(ψ) − sin(φ) cos(ψ) + cos(φ) sin(θ) sin(ψ)

− sin(θ) sin(φ) cos(θ) cos(φ) cos(θ)





The transformation of body-fixed angular velocities ωbn/b to attitudes rates Θ̇
n
b =

[φ̇, θ̇, ψ̇] is related by the transformation matrix TΘ

TΘ (Θn
b ) =





1 sin (φ) tan (θ) cos (φ) tan (θ)
0 cos (φ) − sin (φ)
0 sin (φ) / cos (θ) cos (φ) / cos (θ)



 (2.8)

The three Euler Angles are a minimal representation needed to describe all possible
rotations. However, the division with cos (θ) in Eq. (2.8) yields a singularity at
θ ± 90◦. A solution to the singularity problem in Eq. (2.8) is to represent the
attitude by another parametrization such as the attitude quaternions. The attitude
quaternion q consists of four componens:

qnb =
[
η, ε1, ε2, ε3

]T
. (2.9)

The sub-vector ε = [ε1, ε2, ε3]
T is known as the Euler axis vector. Since any ro-

tation in three dimensions belong to the Special Orthogonal group SO (3), the
quaternion must be constrained. The rotation matrix parameterized by the atti-
tude quaternions can now be constructed as

Rn
b (q) = I3 + 2ηS (ε) + 2S2 (ε) , (2.10)

where the skew-symmetric matrix S (ε) is defined as follows,

λ× a = S (λ)a =





0 −λ3 λ2
λ3 0 −λ1
−λ2 λ1 0









a1
a2
a3



 , (2.11)
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such that S (ε)
T
= −S (ε). The resulting rotation matrix Rn

b (q) can be written
on component form as follows

Rn
b =





1− 2
(
ε22 + ε23

)
2 (ε1ε2 − ε3η) 2 (ε1ε3 + ε2η)

2 (ε1ε2 + ε3η) 1− 2
(
ε21 + ε23

)
2 (ε2ε3 − ε1η)

2 (ε1ε3 − ε2η) 2 (ε2ε3 + ε1η) 1− 2
(
ε21 + ε22

)



 (2.12)

The attitude quaternion rate q̇ is related to the body-fixed rotational velocity ωbb/n
as

q̇ = Tqω
b
b/n (2.13)

where the Tq (q) matrix is defined as

Tq =
1

2
HT =

1

2







−ε1 −ε2 −ε3
η −ε3 ε2
ε3 η −ε1
−ε2 ε1 η






∈ R

4×3 (2.14)

such that the H matrix is

H = [−ε, ηI3 − S (ε)] ∈ R
3×4 (2.15)

where a is an arbitrary vector in R
3. For convenience the transformations of the

linear and angular velocities onto the time evolution of the position and attitude
can be represented by a combined pose transformation matrix Jq as follows

η̇ = Jqν (2.16)

where Jq is the block diagonal matrix composed of the rotation matrix Rn
b (q) and

the angular transformation matrix Tq (q) such that

Jq =

[
Rn
b 03×3

04×3 Tq

]

(2.17)

The unit condition for the attitude quaternion imposes the constraint on the fol-
lowing form [111],

qTq = 1 (2.18)

Numerical errors in integration procedures cause drift of the constraints. The nu-
merical errors violates the constraint, such that qTq 6= 1. Constraint drift is a
recognised problem in the literature. The authors, Braun and Goldfarb [27] in-
vestigated methods for constraint drift removal in the Udwadia-Kalaba equations.
The unity constraint on the quaternions can be imposed continuously from the
following equation given in [61].

u̇ = Tu (u)ω
b
b/n +

γ

2

(
1− uTu

)
u for γ ≥ 0 (2.19)
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2.3 Kinetics

The previous section considered the kinematics of the motion. This section will con-
tinue with the cause of the motion, the kinetics. Using Fossen’s robot-like vectorial
description the kinetics of the marine vehicle can be represented on the following
form

Mν̇ +D (ν)ν +C (ν)ν + g (η) = τ (2.20)

where M is the system inertia, D (ν) is the damping coefficient matrix, C (ν) is
the Coriolis-centripetal matrix[61, p. 53], g (η) is the hydrostatic vector and τ is
the applied thruster forces and moments. The inertia matrix M is composed of
both the rigid-body inertia MRB and the added mass MA due to water.

M = MRB +MA (2.21)

The damping affecting the underwater vehicle is composed of the skin friction
and Vortex Shedding. Furthermore, the frequency dependency of the skin friction
damping can be neglected due to lack of waves. These two damping contributions
are estimated together as a quadratic function in the body-velocity ν such that

D = DLν +DNL (ν)ν (2.22)

It is common for underwater vehicles to only consider the diagonal elements of the
damping matrices DL and DNL such that

DL = diag (Xu, Yv, Zw,Kp,Mq, Nr) ,

DNL = diag
(
X|u|u, Y|v|v, Z|w|w, N|p|p,M|q|q, N|r|r

) (2.23)

The inertia matrix M can be decomposed into four sub-matrices such that

M =

[
M11 M12

M21 M22

]

(2.24)

The coriolis-centripetal force matrix is constructed from the sub-matrices of the
M such that

C (ν) =




03×3 −S

(

M11v
b
b/n +M12ω

b
b/n

)

−S
(

M11v
b
b/n +M12ω

b
b/n

)

−S
(

M21v
b
b/n +M22ω

b
b/n

)



 (2.25)

The hydrostatic vector g (η) is constructed based on the difference between the
CoB and CoM.

g (η) = −

[
Rb
n

(
fng + fnb

)

rbg ×Rb
nf

n
g + rbb ×Rb

nf
n
b

]

(2.26)

The vector between the CoM and the origin of the body-fixed frame is denoted rbg.
The gravity force acting on the CoM is denoted fng . The vector between the CoB
and the origin of the body-fixed frame is denoted rbb. The restoring force acting on
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the CoB is denoted fnb . In this thesis, the origin of the body-fixed frame is always
assumed to intersect with the CoM. The assumption is not restrictive, since the
formulations can without loss of generality be transformed to any other point on
the vehicle. Consequently rbg ≡ 0 throughout the thesis.

In the end, a marine vehicle can be described by combining Eq. (2.16) and
Eq. (2.20) into the following

η̇ = J(·)ν

Mν̇ +D (ν)ν +C (ν)ν + g (η) = τ ,
(2.27)

where (·) denotes the parameterization, e.g., Euler angles Θ, or q.

2.4 Chapter Summary

The chapter presented an overview of important notions associated with dynamics
of marine vehicles and introduced the relevant notation, which is followed through-
out the entire thesis. The problem related to attitude representation, singularity
descriptions and constraint maintenance was introduced. Chapter 3 continues by
introducing the the problems related to the analsis and control of contrained dy-
namics.
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Chapter 3

Constrained Dynamical Systems

There exist many different formulations for the derivation of motion, and each of
them has advantages and disadvantages. The specific characteristics of the under-
lying system dynamics often indicate, which methods are more suitable to employ.
Though formulations may differ, the trajectories they produce are identical. The
specific equations of motion related to unconstrained marine vehicles were pre-
sented in Chapter 2. This chapter introduces modeling methods for constrained
multi-body methods and the derivation of a multi-body model for modular under-
water robots.

Contribution

The contribution of this chapter is an overview of the field of constrained dynam-
ics and the derivation of the model for the modular underwater robotic systems.
Numerical simulations are also provided.

Organization of this chapter

The organization of the chapter is as follows: Section 3.1 defines the notation and
concepts used for modeling of constrained dynamic systems. Section 3.2 discusses
approaches to eliminate Lagrange’s multipliers. Section 3.3 presents the formula-
tion used in the modeling of the modular underwater robotic system. Section 3.4
presents the constraint formulation used for the modular underwater robotic system
and the necessary derivations to arrive at the desired constraint form. Section 3.6
presents a numerical study of the developed model. Finally, Section 3.7 summarises
the chapter.

Publications

The material used in this chapter is based on the publication

[C1] Mikkel Cornelius Nielsen, Mogens Blanke, and Ingrid Schjølberg. “Efficient
Modelling Methodology for Reconfigurable Underwater Robots”. In: 10th
IFAC Conference on Control Applications in Marine Systems CAMS 2016.
Vol. 49. 23. Elsevier B.V., 2016, pp. 74–80
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3. Constrained Dynamical Systems

[J1] Mikkel Cornelius Nielsen et al. “Constrained multi-body dynamics for mod-
ular underwater robots — Theory and experiments”. In: Ocean Engineering
149.February 2018 (2018), pp. 358–372

3.1 Dynamics

Describing the motion of bodies through forces and moments is the foundation of
Classical Mechanics. Newton’s laws of motion describe the motion of unconstrained
mechanical systems using differential notation, and are represented in an Ordinary
Differential Equation (ODE) form as:

ẋ = f (t,x) , (3.1)

where x is the state-vector - typically comprised of the pose and velocity - and t is
the time. When a mechanical system is subject to constraints, the formulation of
the system contains algebraic relations between the states and the problem is then
called a Differential Algebraic Equation (DAE) system. Formally a DAE is defined
as follows:

Definition 3.1. Differential Algebraic Equation (DAE)
An equation system on the form

f (t, ẋ,x) = 0, (3.2)

is said to be a DAE system if df
dẋ is rank-deficient [28, 133, 70].

The form in Eq. 3.2 is the implicit form, and it is evident from Eq. 3.1 that any
ODE can be re-written on the implicit form.
A vector of parameters can describe the configuration of a rigid-body. These con-
figuration parameters are denoted the Generalized Coordinates and defined as fol-
lows

Definition 3.2. Generalized Coordinates
The generalized coordinates of a system are the parameters that uniquely

describe the configuration of a given system.

In this work, generalized coordinates are denoted ξ for a vector of coordinates and
ξi for a particular coordinate. Definition. 3.2 does not require the parameters to
be independent of each other, but the minimal cardinality of a set of generalized
coordinates is equal to the number of DOF of the system, and if this is the case
the generalized coordinates are independent of each other.

Definition 3.3. Degree of Freedom (DOF)
The DOF of a mechanical system correspond to the number of independent

parameters required to define its configuration.
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3.1. Dynamics

Degrees of freedom Possible system
One Simple piston
Two Particle on plane

Three Particle in space or rigid body on a plane
Four Surface Marine Vehicle with Roll
Five Two particles at constant distance to each other
Six Rigid body moving freely in space

Table 3.1: Degrees of freedom/Minimal number of generalized coordinates for dif-
ferent systems.

Table 3.1 lists a couple of example systems based on their DOFs. The consequence
of Definition 3.2 and 3.3 is that quaternions are considered a valid, but no mini-
mal, set of generalized coordinates when representing attitude. In other words, the
quaternion parameters are dependent of each other rather than independent.
The dependency between the generalized coordinates imposes additional dynamical
behavior described by a relation between coordinates and in case of the quater-
nions the unit constraint of Eq. (2.18) is precisely that. However, a constraint is
not limited to just coordinates as the following definition will expand on:

Definition 3.4. Mechanical Constraint
A mechanical constraint c is an algebraic relation between coordinates and

momenta.

The rest of the thesis will use the terms “mechanical constraint” and “constraint”
interchangeably. Different constraint classifications exist depending on their param-
eterizations. The most common classifications are holonomic, and non-holonomic
constraints and further subdivisions exist, such as scleronomic and rheonomic con-
straints.

Definition 3.5. Holonomic Constraint
A constraint c is said to be holonomic iff it can be represented indepen-

dently of the generalised velocities ξ̇ such as in the following equation

c (ξ) = 0. (3.3)

If time appears explicitly in the formulation

c (ξ, t) = 0, (3.4)

the constraint is called scleronomic, otherwise the constraint is rheonomic.

From Definition 3.5 it is evident that the non-holonomic constraint is merely all
constraints that do not abide by the definition. The importance of the holonomic
classification comes from the way such constraints are handled in the derivation of
the equations of motion.
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3. Constrained Dynamical Systems

A holonomic constraint limits the configuration space of the system, thereby
the number of DOFs are reduced.
A system with nξ number of independent generalized coordinates subjected to nc
number of independent holonomic constraints will have nξ − nc number of DOFs.
Non-holonomic constraint does not decrease the number of DOFs in the system.
Instead, the non-holonomic constraints restrict the evolution of the configuration
parameters. The parameterizations of non-holonomic constraint can in principle be
anything. However, in this thesis the constraints will be limited to constraints on
the velocity form:

Φξ̇ − b = 0. (3.5)

The velocity form parametrization of Eq. (3.5) commonly occurs in mechanical sys-
tems [18]. The non-holonomic constraints are a more general class of constraints
compared to holonomic constraints. A holonomic constraint can be transformed
into a non-holonomic, sometimes denoted a pseudo non-holonomic constraint, by
time differentiation. The non-holonomic constraints are non-integrable and thus
cannot be transformed into a holonomic constraint. Non-holonomic constraints oc-
curs in many conventional systems, and consequently, a vast amount of research
has investigated ways to incorporate the constraints into the equation of motions.
Newtons laws of motion define the relationship between the forces and the sub-

rθ

ex

ey

T

m
g

m
g
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s
(θ
)

mg sin
(θ)

Figure 3.1: The simple pendulum along with a force diagram.

sequent motion for bodies. However, the Newtonian formulation produces some
difficulty when the systems under investigation are subjected to constraints. The
primary problem with a constrained Newtonian system is the requirement of the
first and third law, namely, to identify all forces interacting with the body and the
reaction forces induced by the constraint. There is no systematic way to obtain the
reaction force of the constraint. That is to say, while Newtons laws of motion are
fundamental to any body under the influence of forces, the laws themselves do not
yield a procedure to obtain the equations of motion of a given system. The follow-
ing example clarifies the unwieldiness of the vector-based Newtonian approach for
systems subjected to constraints:

30



3.1. Dynamics

Example 3.1: Simple Pendulum using Newton

The Newtonian approach to finding the equations of motion is to consider all
the forces acting on the bob. By inspection of Fig. 3.1 yields the following
forces

mr̈ = −T
r

|r|
+mgey. (3.6)

The problem is then to find the rope tension T . The motion of the bob is
circular and thus the tension in the rope consists of the centripetal force Fc
and the radial component of the gravity mg

l y.

Fc = m
v2

l
: T = m

ẋ2 + ẏ2
√

x2 + y2
+

mg
√

x2 + y2
y.

Inserting the tension into Eq. (3.6) and decomposing into Cartesian coordi-
nates the equations of motion yields

ẍ = −

(
ẋ2 + ẏ2

)
x+ gxy

x2 + y2
,

ÿ = −

(
ẋ2 + ẏ2

)
y − gx2

x2 + y2
,

where v2 = ẋ2 + ẏ2 and l = ||r||2.

The first thing to notice from Example 3.1 is that the problem only has one DOF,
but uses two coordinates in the derivations. Thus there exist an implicit constraint
between the coordinates, in this case, the constraint is:

c (ξ) = x2 + y2 − l2. (3.7)

The tension T is the force maintaining the constraint. Thus the constraint is main-
tained on force level rather than the position level. Identifying T is challenging
because there is no systematic way of deriving it. In a static case, where the bob is
at rest at the equilibrium θ = 0, the tension in the rope is merely the gravity force.
However, when motion occurs, the centripetal forces due to the circular motion are
also applied in the rope.

Lagrangian Mechanics is a reformulation of mechanics focusing on the system
energy instead of the forces and moments. The advantage of the energy-based
formulation is the ability to systematically derive the equations of motions for
both constrained and unconstrained systems.

Given a system with only holonomic constraints and a minimal vector of gen-
eralized coordinates ξ it is possible to derive the system Lagrangian L.

L = T − V, (3.8)
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3. Constrained Dynamical Systems

where T is the kinetic energy and V is the potential energy. Then the equations of
motion of the system can be derived by Lagrange’s Equations of the second kind,

d

dt

d

dξ̇i
L−

d

dξi
L = 0 for i ∈ ξ. (3.9)

The following example applies Lagrange’s Equations of the second kind to the
problem of the simple pendulum.

Example 3.2: Lagrangian with generalized coordinates

The generalized coordinate ξ is chosen as the angle θ. Looking at the problem
from an energy perspective allows us to setup a Lagrangian L consisting of
kinetic and potential energy

L =
1

2
ml2θ̇2 +mgl cos (θ) .

Using Lagrange’s equations of the second kind yields a single equation of
motion

ml2θ̈ +mg sin (θ) = 0. (3.10)

The resulting equation of motion is both more elegant and simple than the
ones derived by the direct Newton approach.

Example 3.2 uses polar coordinates as generalized coordinates. The radius is fixed
at length l. Hence the angle θ is the only dynamic variable. Since there is only one
DOF, θ is the minimal set of generalized coordinates. The reduction in coordinates
eliminated the dependency and, by extension, the requirement of identifying tension
T .

The disadvantage of generalized coordinates is that even though the number
of DOFs is known, there is no systematic way of obtaining the generalized coordi-
nates. Moreover, in systems containing non-holonomic constraints, there is no set of
generalized coordinates with cardinality equal to the number of DOF that describe
the motion of the system. Reiterating Example 3.2 using Cartesian coordinates
would yield two ODEs with an algebraic relation between the coordinates,i. e., a
DAE system.

Many systems, mechanical and otherwise, naturally form a DAE system. There
exist different classes of DAE systems, but standard for all of them are the al-
gebraic relations that complicate the evaluation of the ODE. The most common
classification of DAE systems is the Differential Index.
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3.1. Dynamics

Definition 3.6. Differential Index
Given a semi-explicit DAE system on the following form,

ẋ = f (x,y) , (3.11)

0 = c (y) . (3.12)

The differential index of the DAE system is the number of times that the
algebraic part must be differentiated before an explicit ODE is obtained[28,
70, 133]

In [214] the authors state that the difficulty in solving a DAE increases with the
Differential Index. The authors Gear and Petzold [71] suggested that an index re-
duction is necessary for indices higher than one. A rigid constraint between two
vehicles can be defined solely based on the generalised coordinates. Hence, it is a
holonomic constraint, and both coordinate reduction and constraint enforcement
are possible strategies for reducing the Differential Index. In such cases, the con-
straints require explicit handling. The fundamental way of handling constraint
explicitly is by using Lagrange’s equations of the first kind.

d

dt

d

dξ̇i
L−

d

dξi
L− λ

d

dξi
c (ξ) = 0 for i ∈ ξ. (3.13)

Eq. (3.13) implements the constraint c (ξ) into the equation by employing La-
grangian multipliers λ.
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Example 3.3: Lagrangian: Simple Pendulum with Cartesian Coor-
dinates

The Lagrangian L of the problem in Cartesian coordinates reads,

L =
1

2
m

(
ẋ2 + ẏ2

)
+mg (l − y) . (3.14)

The pendulum constraint restated as follows,

c (ξ) = x2 + y2 − l2 = 0. (3.7 restated)

Using Eq. (3.13) the following two equations are obtained

ẍ =
2x

m
λ,

ÿ =
2y

m
λ+mg.

(3.15)

The constraint has to be imposed on acceleration level, so the constraint
Eq. (3.7) is differentiated

c̈
(

ξ, ξ̇, ξ̈
)

: ẍx+ ẋ2 + ÿy + ẏ2 = 0. (3.16)

Substituting the accelerations from Eq. (3.15) into the constraint yields an
expression for λ

λ = −
mgy +mv2

l2
. (3.17)

The multiplier expression of Eq. (3.17) is the same as was obtained in Example 3.1.
However, unlike the Newtonian approach, the procedure to include the constraint
was directly deducted from the equations.

The system derived by Lagrange’s Equations of the first kind Eq. (3.15) along
with the constraint Eq. (3.7) contains the Lagrangian multiplier as an independent
algebraic variable. Bringing the expression to implicit form yields:

f (ẋ,x, λ) = 0. (3.18)

In the context of the differential index of Def. 3.6, the λ belongs to the state vector
x. Effectively, this means the system is a DAE that contains no information on λ̇.
The system equations Eq. (3.15) combined with the constraint Eq. (3.7) constitute
a DAE of index 3. A mechanical system with holonomic constraints often exhibits
a specific structure classification called Hessenberg DAE of Index-3.

ẋ = f (x,y) ,

ẏ = k (x,y, z) ,

0 = c (x) .

(3.19)

The DAE of Example 3.3 is a Hessenberg DAE of Index-3 of Eq. (3.19) with
x = [x, y], y = [ẋ, ẏ] and z = λ. In Example 3.3 the constraint was differentiated
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3.1. Dynamics

twice to reduce the system to an index-1 formulation. The solution to the index-1
formulation is then obtained by either differentiating the constraint one more time
and thereby derive a direct expression for λ̇. Otherwise, the Lagrangian multiplier
λ is isolated and eliminated from the ODE part of the system.

Unfortunately, the process of transforming a system from index-3 to index-1
requires differentiation, which removes information from the system. Instead of
imposing the constraint on configuration level, the constraint is transformed into
its acceleration equivalent. From a geometric perspective, a holonomic constraint
c (ξ) and its derivatives ċ

(

ξ, ξ̇
)

and c̈
(

ξ, ξ̇, ξ̈
)

can be seen as manifolds as follows:

M = {ξ | c (ξ) = 0},

Ṁ = {ξ, ξ̇ | ċ
(

ξ, ξ̇
)

= 0},

M̈ = {ξ, ξ̇, ξ̈ | c̈
(

ξ, ξ̇, ξ̈
)

= 0}.

(3.20)

The Lagrangian multipliers act on the system such that it maintains the acceler-
ation constraint c̈

(

ξ, ξ̇, ξ̈
)

= 0. In a sense, the Lagrangian multiplier acts as a

controller that steer the acceleration ξ̈ to the manifold M̈. The initial conditions
are within the respective manifolds ξ0 ∈ M and ξ̇0 ∈ Ṁ then the manifolds are
invariant[18]. However, due to numerical inaccuracies in the integration procedure,
this is not achievable. Since the constraints are only enforced on acceleration level
any perturbation away from the manifolds M and Ṁ will result in the system
never returning to the manifold again.
The index reduction and subsequent elimination of the Lagrangian multipliers effec-
tively ensure the enforcement of the acceleration level constraint. The acceleration
level constraint is assumed to be Pfaffian [238], such that,

Φξ̈ = b. (3.21)

If the constraint complies with the restriction, then the system can be written in
matrix form as follows:

M̄
︷ ︸︸ ︷
[
M Φ

T

Φ 0

] [

ξ̈

λ

]

=

[
X

b

]

, (3.22)

where X is the generalized forces acting on the system. A solution to the system
of Eq. (3.22) would be an inversion of the matrix M̄ . In that case, the following
expression determines the Lagrangian multiplier vector:

λ = −
(
ΦM−1

Φ
T
)−1 (

b−ΦM−1X
)
. (3.23)

Two things are evident; the constraint matrix Φ must be full row rank, and the
matrix M must be non-singular. The matrix M is non-singular and invertible for
mechanical systems. However, depending on the parameterizations of the system
the otherwise non-singular mass matrix can become singular. The rank condition
of the matrix Φ is necessary for matrix M̄ to be invertible [148].
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3. Constrained Dynamical Systems

The invertibility condition on the mass matrix appears trivially fulfilled in me-
chanical systems. However, this is not always the case as reported by Betsch and
Siebert [22], and as exemplified here:

Example 3.4: Singularity of Inertia Matrix

The Quaternion rotation parametrization was introduced in Chapter 2.
The kinetic energy associated with the angular dynamics is defined as

follows,

T =
1

2

(

ωbb/n

)T

Igω
b
b/n, (3.24)

where Ig is the is the inertia tensor. The transformation between the body an-
gular velocities were defined in Eq. (2.13) and the inverse operation is defined
as,

ωbb/n = 2Hq̇. (3.25)

From Eq. (3.25) and (2.13) the kinetic energy of the angular dynamics can be
re-written as,

T = 2q̇T

Ing
︷ ︸︸ ︷

HT IgH q̇, (3.26)

where Ing is the inertia tensor in the inertial frame. As the matrices H and Ig
are rank three, the rank of their product can only become less than or equal
of rank, i. e., three or less. However, the dimension of Ing is four by four, which
means it’s rank deficient, singular and not invertible. Thus the inertia matrix
M̄ can become singular.

Example 3.4 shows that the invertibility of the inertia matrix depends on the pa-
rameterizations of the attitude. It is interesting to note that the very parametriza-
tion employed to avoid singularities in the transformation matrix T is causing the
singularity in the transformed inertia tensor.

Example 3.4 also reveals, how employing generalized coordinates can compli-
cate the derivation of the equations of motion. Eq. (3.26) eliminated the body-fixed
angular velocities ωbb/n in favor of an expression depending on the generalized ve-
locities q̇. However, the transformation T required for this substitution complicates
the resulting equations of motion. The introduction of quasi-velocities allows for a
reformulation that reduces the complication of the terms.
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3.2. Elimination of Lagrange’s multipliers

Definition 3.7. Quasi-Velocities [160, 31, 87, 24]
There exists a linear transformation parameterized in the general coordi-

nates ξ, such that,

sj
n∑

i=1

aji ξ̇
i + ajn+1 for j ∈ {1, . . . ,m}, (3.27)

where sj is the jth index of the quasi-velocities.

Hamel [76] was one of the first to formulate the quasi-velocities in the form of
Eq. (3.27). However, according to Whittaker [235], quasi-coordinates were already
known to Euler and Lagrange for special cases.

Definition 3.7 allows a change of velocity coordinates. However, the newly ob-
tained velocities are not integrable. Thereby,

∫
sdt cannot be integrated to yield

a complete configuration - a set of generalized coordinates - of the system in the
global frame. Hence, the transformed velocities are called quasi -velocities since they
are velocities of quasi-coordinates.

Concerning the marine vehicle modeling of Chapter 2, the vector η denotes the
configuration of a marine vehicle, and ν denotes the body-fixed velocities. In the
notation of mechanics, the generalized coordinates are equal to the pose vector
ξ = η, and the body-fixed velocities are equal to the quasi-velocities s = ν.

3.2 Elimination of Lagrange’s multipliers

The problem of constrained dynamics has received much attention since the intro-
duction of Lagrange’s equations of the first kind. Section 3.1 introduced some of
the fundamental ideas of constrained dynamics. Specifically, it showed the appli-
cation of Lagrange’s Equations of the first kind and the subsequent elimination of
the multipliers from the equations of motion. The elimination procedure presented
so far is sometimes called the index-1 method [117].

Mξ̈ +Φ
Tλ = F . (3.28)

Many different approaches have been proposed to describe motion of mechani-
cal systems with non-holonomic constraints. One early method was developed by
Maggi [125], who proposed to employ quasi-velocities to split the system into a
matrix system as follows:

[
0

s

]

=

[
Φ

G (ξ)

]

ξ̇ +

[
b

b̂

]

, (3.29)

where s is a vector of kinematic characteristics, G (ξ) is a transformation matrix
in the generalized coordinates ξ. The vector s fulfills the requirements of quasi-
velocities from Def. 3.7. The top-row equation is the constraint on the differential
form (non-holonomic form) such that

Φξ̇ + b = 0. (3.30)
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The matrix composed of Φ and G (ξ) is assumed invertible and the inverted matrix
can be split into

[
Φ

G (ξ)

]−1

=
[
Γ1 Γ2

]
. (3.31)

Following the standard properties of the product between a matrix and their in-
vertible maps yields:

[
Φ

G (ξ)

]
[
Γ1 Γ2

]
=

[
Φ (ξ)Γ1 Φ (ξ)Γ2

G (ξ)Γ1 G (ξ)Γ2

]

=

[
I 0

0 I

]

. (3.32)

The Φ (ξ)Γ2 = 0 implies that the columns of Γ2 lie in the Null-space of the
constraint Jacobian Φ, which is a central property of Maggi’s method.

ξ̇ = Γ2s−

d
︷ ︸︸ ︷
(

Γ1b+ Γ2b̂
)

. (3.33)

Differentiating the ξ̇ yields an expression for the accelerations of the generalized
coordinates ξ̈:

ξ̈ = Γ̇2s+ Γ2ṡ− ḋ, (3.34)

and by inserting into Eq. (3.28) to obtain:

M
(

Γ̇2s+ Γ2ṡ− ḋ
)

= F −Φ
T (ξ)λ. (3.35)

From Eq. (3.32), the Γ2 was orthogonal to the constraint matrix Φ, as the matrix
belongs to the null-space. Hence, pre-multiplying Eq. (3.35) with Γ

T
2 eliminates the

Lagrangian multiplier,

Γ
T
2 M Γ̇2s+ Γ

T
2 M Γ̇2ṡ = Γ

T
2 Mḋ+ Γ

T
2 F . (3.36)

One advantage of Maggi’s method is the ability to maintain constraints on a
velocity-level as opposed to other methods that impose the constraint on accel-
eration level. Thereby, Maggi’s method handles systems described on index-2 for-
mulations, which adds stability compared to other methods. The disadvantage of
Maggi’s method is the non-uniqueness of the kinematic characteristics, which are
often difficult to find [67]. Furthermore, finding the null-space basis Γ2 is costly,
yet this problem has been addressed in the literature [67]. Several other methods
exist and have been described by [117], and all of them depend on the elimination
of the Lagrangian multipliers.

Maggi’s method is uncommon in the control literature. However, the method
was rediscovered by [95, 96] under the name Kane’s Equation.

All modeling approaches lead to the same trajectories, and as such, the differ-
ent approaches can often be derived from each other as noted in a series of papers
discussing the equivalence between Kane’s Equations and the Gibbs-Appell Equa-
tions [44, 45, 189, 119, 81, 15, 43, 173]. Subsequently, Borri, Bottasso, and Man-
tegazza [25] showed the equivalence between Kane’s method and Maggi’s method.
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3.3. Gauss’ Principle of Least Constraint

Section 3.1 discussed the foundation of constrained dynamics, namely Lagrange’s
Equation of the First Kind. However, it also showed that Lagrange’s basic for-
mulation could lead to issues such as non-unique multipliers or even no solution
depending on the mass matrix.

3.3 Gauss’ Principle of Least Constraint

Gauss’ Principle of least constraint is a reformulation of classical mechanics [69].
The principle provides the foundation for the derivation of the Udwadia-Kalaba
Formulation of constrained dynamics [91]. The principle of least constraint has not
received much attention, despite the fact, that it provides a more general formula-
tion than that of d’Alembert [159].

The principle states that the constrained acceleration ξ̈ is the acceleration which
minimizes the Zwang of the system, where the Zwang Z is the sum of square error
between the constrained acceleration and the unconstrained acceleration ξ̈u.

Z =

n∑

i=1

mi

(

ξ̈i − ξ̈u,i

)2

, (3.37)

where n is the number of coordinates. Minimizing Z across all possible accelerations
that are in concordance with the system constraint yields the actual constrained
accelerations,

ξ̈ = argmin
ξ̈∈X

Z, (3.38)

where X is the set of accelerations that abide by the constraints of the system.
The extremum of the Z-function defines the equations of motion across the free
variables:

∂

∂ξ̈i
Z = 0 ∀i ∈ [1, N ]. (3.39)
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Example 3.5: Pendulum using Gauss’ Principle

Starting with the pendulum constraint from Eq. (3.7) on acceleration form as
follows,

c̈ : xẍ+ yÿ + ẋ2 + ẏ2 = 0. (3.16 restated)

The accelerations are dependent, and isolation of ẍ reveals the relationship,

ẍ =
−yÿ − ẋ2 − ẏ2

x
.

Choosing the generalized accelerations as follows, ξ = [x, y]T , the Z-function
becomes,

Z =
1

2
m

(

ξ̈1

)2

−
1

2
m

(

ξ̈2 − g
)2

,

=
1

2
m

(
−yÿ − ẋ2 − ẏ2

x

)2

−
1

2
m (ÿ − g)

2
. (3.40)

The elimination of ẍ means that only one free variable is available, and thus
Eq. (3.39) is only evaluated in ÿ as follows:

∂Z

∂ÿ
=
ym

x2
(
yÿ + ẋ2 + ẏ2

)
+m (ÿ − g) = 0.

Solving for the ÿ and subsequently Eq. (3.16) to obtain ẍ yields:

ÿ = −

(
ẋ2 + ẏ2

)
y − gx2

x2 + y2
,

ẍ = −

(
ẋ2 + ẏ2 + yg

)
x

x2 + y2
.

(3.41)

The equations of motion obtained from Gauss’ Principle is exactly the same
as those of Example 3.1.

Example 3.5 shows the principle applied to the simple pendulum. The constraint
manifolds define the set of consistent accelerations X for the pendulum. Fig. 3.2
shows an example of the constraint manifolds for a specific point. The manifold
M is the set of all allowable configurations of the pendulum, that is anywhere
on the circle with radius l. Evaluating the tangent manifold at the specific point
x = 0, y = l yields a tangent to the circle at the point. The tangent space of every
point in the configuration manifold yields the tangent manifold Ṁ,

Ṁ

∣
∣
∣
∣
y=l,
x=0

= {ẋ, ẏ | lẏ = 0} → ẋ ∈ R, ẏ = 0. (3.42)

The tangent constraint requires ẏ to be zero, but ẋ is not constrained. Evaluating
the double time derivative of the tangent manifold at the specific configuration
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3.3. Gauss’ Principle of Least Constraint

imposed by the constraint manifolds M and Ṁ yields the acceleration in the
acceleration-space which abide by the constraints X .

X = M̈

∣
∣
∣
∣y=l
x=0
ẏ=0

= {ẍ, ÿ | lÿ + ẋ2 = 0} → ẍ ∈ R, ÿ = −
ẋ2

l
. (3.43)

Eq. (3.43) shows the ẍ to be unconstrained while ÿ is constrained by − ẋ2

l . Mini-
mizing Z over allowable ẍ and ÿ yields:

ẍ = 0, ÿ = −
ẋ2

l
.

The results obtained in Eq. (3.41) are identical when using the position and veloc-
ities that are consistent with the constraints. Gauss’ Principle of Least Constraint

M

Ṁ

M̈
ẋ2

l
ξ̈

ex

ey

Figure 3.2: Constraint manifolds for the simple pendulum.

is a true minimum principle, and the formulation holds for non-holonomic, as well
as, holonomic constraints [115]. Commonly, the Gibbs-Appell Equations is cited
as an implementation of Gauss’ Principle. However, it was Gibbs who derived
the equations using Gauss’ Principle, while Appell deduced them from Lagrange’s
principle [161].

3.3.1 Udwadia Kalaba Formulation

The Udwadia-Kalaba Formulation is derived based on Gauss’ Principle of Least
Constraint. For convenience, the Z-function is formulated in vector form as follows:

Z =
(

ξ̈ − ξ̈u

)T

M
(

ξ̈ − ξ̈u

)

. (3.44)

The constraints are expressed on acceleration level to identify the

Φξ̈ = b. (3.21 restated)

Any holonomic constraint can be expressed linearly in the accelerations. The ex-
pression of Z can be significantly simplified by introducing scaled error accelerations
on the form:

e = M1/2
(

ξ̈ − ξ̈u

)

. (3.45)
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Thus the new Z-function to minimize can be written as:

Z = eTe. (3.46)

Inverting the relationship in Eq. (3.45) yields:

ξ̈ = M−1/2
(

e+ ξ̈u

)

, (3.47)

and inserting into the constraint equation Eq. (3.21) yields:

ΦM−1/2e = b−Φξ̈u. (3.48)

The solution to Eq. (3.48) is readily given by the pseudo-inverse of the ΦM−1/2:

e =
(

ΦM−1/2
)+ (

b−Φξ̈u

)

. (3.49)

The pseudo-invers exist for any matrix [168], and thus Eq. (3.49) always exhibit a
solution. Transforming back into accelerations yields the Udwadia-Kalaba Formu-
lation:

ξ̈ = ξ̈u +M−1/2
(

ΦM−1/2
)+ (

b−Φξ̈u

)

. (3.50)

The advantage of the Udwadia-Kalaba Formulation is that use of the pseudo-
inverse determines the projection onto the manifold. The properties of the pseudo-
inverse ensure that a solution always exists, even if the constraint formulation
contains redundancies. The price of the Moore-Penrose pseudo-inverse is the com-
putational demand, which is often calculated using Singular Value Decomposition
(SVD). In other words, the computational requirement of the Udwadia-Kalaba
method is higher than comparable methods. However, Laulusa and Bauchau [117]
noted that the full rank Choleksy factorization method [39] reduce the required
computational time of the pseudo-inverse.

The Udwadia-Kalaba Equations formulated in Eq. (3.50) employs generalized
coordinates. As was shown in Example 3.4, the mass-matrix of a system can become
singular when parameterized in more than the minimum number of generalized
coordinates. Udwadia and Phohomsiri [222] considered the problem of the singular
mass matrix, and specifically for Quaternions in Udwadia and Schutte [226, 225].
In both cases, the performed constraint derivation takes place in the global frame.
The authors Udwadia and Phohomsiri [223] note that sometimes it’s convenient
to express the system on quasi-form, and so the Udwadia-Kalaba was extended to
quasi-accelerations and quasi-velocities [223, 224]. Handling the kinetic part of the
system in the local body-fixed frame ensures the parameters of D, M and g are
time-invariant, and the inertia matrix M does not become singular.

In the following, the notation will revert to that of Chapter 2, where η = ξ,
ν = s. The transformation matrix J (η) from Eq. (2.16) is the quasi-velocity
transformation from Def. 3.7.

Mν̇u = f bb . (3.51)
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The subscript (·)u denotes the unconstrained quantities, such that, ν̇u is the vector
of unconstrained quasi-accelerations, M ∈ R

nν×nν is the inertia matrix, and f bb ∈
R
nν is the generalized forces vector acting on the body. It is important to notice,

that the model is equivalent to the model of Eq. (2.27) for single vehicle systems.
However, the model of Eq. (3.51) also applies to multi-vehicle systems with M

being a block-diagonal matrix. The formulation in Eq. (3.51) can be transformed
to a constrained formulation when exposed to constraints by merely augmenting it
with an additional term:

Mν̇c = f bb + f̄ bb , (3.52)

where f̄ bb ∈ R
nν is a vector of constraint forces. The challenge is then to calculate

f̄ bb such that both the system dynamics and the constraints are respected. The
Udwadia-Kalaba Equations require the constraint formulation to be on acceleration
level and in this case quasi-accelerations.

Φ (η,ν) ν̇ = b (η,ν) . (3.53)

Following Eq. (3.49), the compensation force f̄ bb is identified by the following equa-
tion:

f̄ bb = M1/2
(

ΦM−1/2
)+

(b−Φν̇u) . (3.54)

The constrained quasi-accelerations is then identified by substituting into Eq. (3.52)
and solving for ν̇c as follows,

ν̇c = ν̇u +M−1/2
(

ΦM−1/2
)+

(b−Φν̇u)
︸ ︷︷ ︸

g(ν̇u, νc, η)

. (3.55)

Three observations are evident from Eq. (3.55). First, the constrained acceleration
ν̇c is the sum of the unconstrained acceleration ν̇u and a constraining term that
depends on the unconstrained acceleration. Secondly, it is clear that the Udwadia-
Kalaba framework requires global knowledge of all states, which have implications
when applied in a control context.

Thirdly, by setting M = I in Eq. (3.55) it becomes evident, that the g (ν̇u, νc, η)
is a projection onto the constraint manifold,

ν̇c = ν̇u + (Φ)
+
(b−Φν̇u) , (3.56)

where (Φ)
+
Φ is the orthogonal projector onto the range of Φ

T . The following
section will define and derive the constraint necessary for describing the multibody
system.

3.4 Modeling of Modular Underwater Robots

The Udwadia-Kalaba Formulation facilitates a modular approach to synthesizing
a model and allows easy swapping of the constraints. The existence and robustness
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3. Constrained Dynamical Systems

of the constraint forces, even under rank deficiency in the constraint matrix, makes
the method very attractive.

The modular concept of the underwater robots allows them to attach and detach
from each other. The connection between them is rigid and, thereby, suppresses all
relative motion.

Def. 3.8 formulates the definition of the rigid constraint.
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Figure 3.3: Constraint vector loop, On is the origin of the inertial space, Oi for
i ∈ {A,B} the origin of each vehicle. The point s is a common connection point
between the vehicles.

Definition 3.8. Rigid Constraint
A rigid constraint is a constraint which restricts all relative motion between

two rigid bodies.

In essence, the definition means that the two rigid bodies become one rigid body
and the necessary number of constraints to formulate is all six relative DOFs. The
rigid constraint fulfills Def. 3.5 of the holonomic constraints, and thus in principle,
a coordinate reduction is possible. However, any change in the system structure as
a consequence of detachment and re-attachment at another location would require
synthesizing new sets of equations. The Udwadia-Kalaba formulation handles the
structural change directly through the constraint matrix rather than through the
dynamic equations themselves.

3.4.1 Rigid Constraint Formulation

Two vehicles denoted {A} and {B} respectively are introduced to support the
derivation of the constraint, each with a local body-fixed frame attached. Since
the rigid constraints restrict all relative motion, it is a purely geometric constraint.
The constraint defines a relative distance and orientation between the two vehicles.
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3.4. Modeling of Modular Underwater Robots

For the relative distance, the two vehicles maintain a distance to a mutual point
s defined in the inertial frame. The relative distance formulation allows for the
development of a loop-closure as shown in Fig. 3.3

The rotational constraint maintains a relative orientation between the vehicles.
As the orientation is parametrized using quaternions, the relative orientation be-
tween them is the Hamilton product ⊗ between the quaternion of vehicle A and
the conjugate quaternion of vehicle B. The constraints are summarized as follows:

c1 : pnA/n + pns/A − pnB/n − pns/B = 0, (3.57)

c2 : q(A) ⊗
(

q(B)
)∗

= q̃, (3.58)

where q(A) is the unit quaternion of vehicle A,
(
q(B)

)∗
is the quaternion conjugate

of vehicle B, and q̃ is the relative rotation between vehicle A and B. As was shown
in Sec. 3.3.1 the constraint formulation is required and enforced on acceleration
level.
To bring the constraints of Eq. (3.57) and (3.58) on the form of (3.21) a double
derivate with respect to time is required. Conducting the first time-differentiation
on Eq. (3.57) and recalling that Ṙn

b = S(ωnb/n)R
n
b yields:

ṗnA/n = Rn
Aν

A
A/n, (3.59)

ṗns/A = ωnA/n × pns/A. (3.60)

Performing the first time derivative of the expressions (3.59) and (3.60) yields:

p̈nA/n = Rn
Aν̇

A
A/n + ωnA/n ×Rn

Aν
A
A/n,

p̈ns/A = ω̇nA/n × pns/A + ωnA/n ×
(

ωnA/n × pns/A

)

.

For brevity, this section only shows the derivation of the constraint for vehicle A.
However, due to symmetry, the derivation of the constraint for vehicle B mirrors
that of vehicle A with but with opposite signs. Adding together the expressions
allows for the synthesis of the constraint matrix Φ for constraint c1

Φ1 =
[

Rn
A −S(pns/A) −Rn

B S(pns/B)
]

(3.61)

The remaining terms of the expression form the constraint vector b

b1 = −ωnA/n × (Rn
Aν

A
A/n + ωnA/n × pns/A)

+ ωnB/n × (Rn
Bν

B
B/n + ωnB/n × pns/B)

(3.62)

Moving to the orientation constraint c2, the Hamilton product between the unit
quaternion of A and the conjugate of the unit quaternion of B yields the relative
rotation between the vehicles. The time-differentiation of the attitude constraint
yields:

q̇(A) ⊗
(

q(B)
)∗

+ q(A) ⊗
(

q̇(B)
)∗

= 0
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3. Constrained Dynamical Systems

Conducting the second time derivative of the constraint along with a reduction
yields:

q̈(A) ⊗
(

q(B)
)∗

+ q(A) ⊗
(

q̈(B)
)∗

+ 2
(

q̇(A) ⊗
(

q̇(B)
)∗)

= 0 (3.63)

To express the resulting terms on the form in Eq. (3.21) a change of frame is
necessary such that the quaternion change is in the quasi-velocity form

q̈ = Tqω̇
b
b/n + Ṫqω

b
b/n (3.64)

For convenience, the H̄ matrix is introduced as follows:

H̄(i) =
[
−ε(i) η(i)I3 + S

(
ε(i)

)]
for i ∈ {A,B}, (3.65)

notice the sign of the skew-symmetric matrix in H̄ has implications for the frame
of rotation. The H matrix of Eq. (2.15) rotates the quaternion from global frame
to the angular velocity of the local frame, while H̄ rotates from global frame to
the angular velocity of the local frame relative to the global frame axes as follows,

ωbb/n = 2Hq̇,

ωnb/n = 2H̄q̇.

The newly defined matrix allows for re-writing the relative rotation between two
quaternions into linear form as follows:

q(A) ⊗
(

q(B)
)∗

=

[
(
q(B)

)T

H̄(B)

]

q(A) = G(B)q(A)

=

[
(
q(A)

)T

−H̄(A)

]

q(B) = G(A)q(B). (3.66)

Applying the linear form to and combining the expressions in Eq. (3.63) and (3.64)
yields:

2
(

q̇(A) ⊗
(

q̇(B)
)∗)

= 2





(

T
(B)
q ωBB/n

)T

˙̄H(B)



T (A)
q ωAA/n

= 2Ġ(B)T (A)
q ωAA/n. (3.67)

The terms containing the second time derivative of the quaternions are brought
into a linear form to accommodate the requirement of Eq. (3.21) as follows:

q̈(A) ⊗
(

q(B)
)∗

= G(B)T (A)
q ω̇AA/n +G(B)Ṫ (A)

q ωAA/n,

q(A) ⊗
(

q̈(B)
)∗

= G(A)T (B)
q ω̇BB/n +G(A)Ṫ (B)

q ωBB/n.
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3.5. Simulator Development

Finally, the matrix and vector A2 and b2 associated with the constraints of c2
becomes:

Φ2 =
[

04×3 G(B)T
(A)
q 04×3 G(A)T

(B)
q

]

(3.68)

b2 = −G(A)Ṫ (B)
q ωBB/n −

(

G(B)Ṫ (A)
q + 2Ġ(B)T (A)

q

)

ωAA/n (3.69)

Every rigid constraint between two bodies in the system consist of the matrices
Φ1 and Φ2 and vectors b1 and b2 parameterized using the state vectors of the
respective bodies.

3.5 Simulator Development

Up to now, the focus has been on the individual models that comprise the entire
system. A simulator is needed to evaluate and compare the behavior of the multi-
body system. Since the applied modeling method relies on force compensation,
the simulator keeps track of the complete state vector for all vehicles. The vectors
containing all the states and inputs of the system are defined as follows:

ν̇u = [ν̇(1)
u , . . . , ν̇(i)

u ] ν̇c = [ν̇(1)
c , . . . , ν̇(i)

c ]

νc = [ν̇(1)
c , . . . , ν̇(i)

c ] η̇c = [η̇(1)
c , . . . , η̇(i)

c ]

u = [u(1), . . . ,u(i)]

where u(i) is the input vector containing the actuation forces and moments τ for
vehicle i, ν̇(i)

u is the vector of unconstrained acceleration of vehicle i, ν̇(i)
c is the

vector of constrained acceleration of vehicle i. The vehicle subsystems are build
from the dynamic model of Eq. (2.27). For clarity, a vheicle subsystem is denoted
Hi with i being the vehicle index and is defined as follows,

Hi :
{

M (i)ν̇
(i)
u +D(i)(ν

(i)
c )ν

(i)
c +C(i)(ν

(i)
c )ν

(i)
c + g(i)(η

(i)
c ) = τ (i) Eq. (2.27)

(3.70)

Fig. 3.4 shows a block diagram of the simulator. First, each vehicle receives an
input vector u, the constrained state vector ηc and the constrained velocity vector
ν, which is then simulated without constraints to obtain the unconstrained accel-
erations ν̇u. Secondly, the Udwadia-Kalaba is invoked to calculate the constrained
accelerations ν̇c, which is then integrated to obtain the constrained body-velocities
νc. After that, the body-velocities are transformed using the kinematic transfor-
mation to obtain the constrained state derivates η̇c. Finally, another integration
yields the constrained state vector ηc.

3.6 Simulation Verification

The simulator is implemented and requires verification. Two simulations are con-
ducted to test the constraint maintenance and infer if the behavior is as expected.
The two cases denoted Case A, and Case B are:
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Figure 3.4: Block diagram of the simulation setup. The input vector u containing
the thruster PWM signals is fed to the system in Eq. (3.70), which calculate the
unconstrained accelerations ν̇u. The unconstrained accelerations is then used in
the Udwadia-Kalaba Formulation to produce the constrained accelerations ν̇c.

Case A: Hydrostatic Simulation

Case B: Open-Loop Maneuver Simulation

The first simulation is a hydrostatic simulation, where force inputs τ are zero, and
only the restoring force vector g (η) is actuating the system. The second simulation
is in open-loop arbitrary force input τ , and the dynamic parameters of the vehicles
are varied.

Table 3.2: Initial conditions and thrust output for each vehicle in each simulation

Cases Initial States Thrust

Case A
η(A) = [0, 0, 0, 1, 0, 0, 0]
η(B) = [0, l, 0, 0.707, 0.707, 0, 0]

τ (A) = [0, 0, 0, 0, 0, 0]
τ (B) = [0, 0, 0, 0, 0, 0]

Case B
η(A) = [0, 0, 0, 1, 0, 0, 0]
η(B) = [0, 1, 0, 1, 0, 0, 0]

τ (A) = [1, 0, 0, 0, 0, 0]
τ (B) = [1, 0, 0, 0, 0, 0]

The configuration of the subsystems composing the interconnected system is
shown in Fig. 3.5a and Fig. 3.5b for case A & B respectively.

3.6.1 Case A: Hydrostatic Simulation

Case A simulates two vehicles A and B connected by a massless rod of length l
with relative attitude of 90◦ around the roll axis. The mass of each vehicle is 20kg,
the buoyancy point rbb = [0, 0,−0.1] in each vehicles local frame and both vehicles
are neutrally buoyant. The initial attitude of vehicle B is 90◦ around the roll axis.
Hence, the initial attitude of vehicle A is 0◦ roll. The relative angular displacement
between the vehicles is 90◦ in the relative roll. Since the dynamic profile is the same
for both vehicles, the restoring forces will exert an equal and opposite torque on
each vehicle when the roll angles are equal and opposite. In the specific case, this
angle is φA = −45◦ and φB = 45◦. Furthermore, the period of the roll oscillations
depends on the distance between the vehicles. A comparison between the simulator
and an analytical solution offers some insight into the accuracy of the simulator.
The symmetric design of the experimental setup allows for the derivation of an
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(a) Hydrostatic Test Configuration: Vehicle
B is rotated relative to vehicle A such that
axis yA and zB coincide.
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(b) Hydrodynamic Test Configuration: The
attitude of both vehicles are identical such
that axis yA and yB coincide.

Figure 3.5: Two configurations containing two vehicles denoted A and B. In both
configurations vehicle A is colored blue and vehicle B is colored red.

Table 3.3: Dynamic Parameters used in the hydrostatic simulation

Xu̇ [kg] 2.5 Xu [kgs ] 5

Yv̇ [kg] 2.5 Yv [kgs ] 5

Zẇ [kg] 2.5 Zw [kgs ] 5

Kṗ [kgm] 0.0005 Kp [kgms ] 0.001

Mq̇ [kgm] 0.0005 Mq [kgms ] 0.001

Nṙ [kgm] 0.0005 Nr [kgms ] 0.001

m [kg] 20 Ixx [m2kg] 0.001

Iyy [m2kg] 0.001 Izz [m2kg] 0.001
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CoBA

P CoBBr

r

θ̄

Figure 3.6: The hydrostatic equilibrium is the product of the relative location of
the resulting CoB with respect to the location of the resulting CoM. The expected
equilibrium angle is denoted θ̄ relative to baseline.

equivalent analytical solution for comparison. The point P of Fig. 3.6 is the CoM of
the system, and it is equivalent to the center of rotation occurring as a result of the
gravity actuation. Thereby, the system is re-modeled as a pendulum-like system
as shown in Fig. 3.7. The multi-body problem is formulated using Gibbs-Appell’s
Equations.

The resulting motion is both rotational and translational. The hydrodynamic
damping acts tangentially to the motion of the pendulum. For this reason, it is
advantageous to model the motion in polar coordinates as follows,

r = [r cos(θ), r sin(θ)]T . (3.71)

The radial and tangential coordinate frames are thereby:

r̂ =
∂r
∂r∥

∥∂r
∂r

∥
∥
= [cos(θ), sin(θ)]T , θ̂ =

∂r
∂θ∥

∥∂r
∂θ

∥
∥
= [− sin(θ), cos(θ)]T . (3.72)

The acceleration of the bob in the polar coordinates is then:

d2r

dt2
= r̈ − rθ̇2r̂ + 2ṙθ̇ + rθ̈θ̂. (3.73)

The radial DOF is unimportant for the analysis, and only the tangential part of
the system is derived.

ξ̈1 = rθ̈θ̂ (3.74)

The Z of the system is then defined as:

Z =
m

2
ξ̈21 − (Q1 +R1) ξ̈1, (3.75)

where Q1 and R1 are the generalized forces, and constraint forces acting on the
DOF. The restoring force vector acts on the bob. However, the point of rotation is
at the point P . The restoring torque in the idealized case is:

τθ = r̃bymg cos(θ)− r̃bzmg sin(θ), (3.76)
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where r̃by, and r̃bz is the y and z components of the difference between the CoM and
CoB of the bob. The damping forces acting on the bob in the tangential direction
is the linear and quadratic drag, and no constraints affect the tangential axis,

Q1 =
τθ
r

−DLrθ̇ −DQr
2|θ̇|θ̇, R1 = 0. (3.77)

Inserting Eq. (3.74) into Eq. (3.75) and applying Eq. (3.39) with respect to θ̈ yields:

∂Z

∂θ̈
= mr2θ̈ + τθ −DLr

2θ̇ −DQr
3|θ̇|θ̇ = 0.

Isolating the rotational acceleration θ̈ yields the equation of motion:

θ̈ = −
τθ
ml2

−
DQl|θ̇|θ̇ +DLθ̇

m
,

= −
g

l2
(
r̃by cos(θ)− r̃bz sin(θ)

)
−
DQl|θ̇|θ̇ +DLθ̇

m
. (3.78)

The rotational point P in Fig. 3.7 is the same point P as in Fig. 3.6. The relation

P y

z

r
b
b

θ

l1

Figure 3.7: The equivalent pendulum formulation, where the dynamics of the two
spheres are combined into a single sphere. The position of the CoM is l1 distance
away from the hinge at angle θ, and the CoB is positioned at r from the CoM.

between the length of l1 of Fig. 3.7 and l of Fig. 3.5a is l1 = 1
2 l. The mass m1 of

the pendulum-like formulation is equal to the combined mass of both subsystems.
The CoB of the combined systems is then:

rbb =
m1r

b
b1

+m2r
b
b2

m1 +m2
,

= [0.05 ,−0.05].

The comparison between the simulation and the analytical solution showcases
the first occurring peak in the time series data. For each simulation the distance l
between the vehicle changes such that l ∈ {0.5, 1, 1.5, 2, 2.5, 3}. Fig. 3.8 shows the
roll angle of vehicle A. The roll angle is actuated negatively towards −45◦ as was
expected.
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Figure 3.8: Roll angle φ of vehicle A for three different rod lengths l. Peak times
for vehicle A are marked and coincide with those of vehicle B.

Table 3.4: Comparison of peak times between analytical approximation and
Udwadia-Kalaba simulation.

Distance [m] 0.50 1.00 1.50 2.00 2.50 3.00

Peak Time tp1 tp2 tp3 tp4 tp5 tp6

Simulator [s] 0.970 1.931 2.901 3.891 4.892 5.912

Analytical [s] 0.980 1.951 2.931 3.921 4.932 5.972

The time of the first peak is measured for both simulations to determine if the
oscillation period is equivalent. Table 3.4 shows the resulting peak times. The sim-
ulations conducted on the Udwadia-Kalaba simulator uses full rigid-body models,
whereas the analytical solution does not take into account rotational inertia of the
rigid bodies. The deviation of the peak times is attributed to the missing rotational
inertia in the analytical solution.

Fig. 3.9a shows the heave velocity w for vehicle A at three different distances
to vehicle B. As expected the oscillation period increases as a function of the
distance. The increase in oscillation period is reasonable since the inertia of the
system increases as a function of distance due to the Huygens-Steiner Theorem [61,
p. 50]. Fig. 3.9b shows the sway velocity v for vehicle B under the same distance
as for A. The sway velocities are equal magnitude and opposite sign compared to
the heave velocity of vehicle A. The results are in agreement with the expected
behavior. As vehicle B is rotated 90◦ in relative roll angle in the configuration
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(a) Resulting heave w trajectory of vehicle
A for three different distances. As expected
the oscillation period increase with distance
as the rotational inertia increases as a result
of the Huygens-Steiner Theorem [61, p. 50].
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(b) The sway velocity v of vehicle B is equal
and opposite of the heave velocity of vehicle
A as expected. This is agreement with the
interconnection of the two vehicles.

Figure 3.9: The tangential velocity of vehicle A and B. Fig. 3.9a shows the heave
velocity of vehicle A, which coincides with the tangential motion on the circle.
Fig. 3.9b shows the sway velocity of vehicle B, which is tangential with the motion
on the circle.

between the vehicles, the tangential axis of the circular motion is aligned with the
heave and sway of vehicle A and B respectively.

3.6.2 Case B: Hydrodynamic Simulation

Case B simulates two vehicles A and B connected by a massless rod of length 1
with 0 relative attitudes. Fig. 3.5b shows the connection between the vehicles. Both
vehicles exert force in positive surge direction xb of each vehicle. As with Case A, the
simulation is conducted multiple times with increasing surge damping Xu of vehicle
B. The purpose of the simulation is to test the interaction between the vehicles
when changes in the damping occur. The surge damping of vehicle B is chosen as
Xu ∈ {5, 10, 15}. Fig. 3.10 shows the resulting trajectories of the simulations with
three different drag parameters on vehicle B. The CoM of the connected systems
is right between the vehicles, denoted with P in Fig. 3.5b. Given their identical
hydrodynamic behavior, both vehicles will act on the CoM with equal and opposite
torques and, hence, the sum of torques is zero. The result is a straight trajectory.

Doubling the surge damping Xu of vehicle B and conducting another simulation
yields the results of Fig. 3.10 labeled Trial 2. Evidently, the trajectory diverges
toward starboard. The increased surge damping of vehicle B, which is the east
positioned vehicle, induces a higher yaw torque on the CoM and as expected, the
trajectory drags eastwards.

53



3. Constrained Dynamical Systems

0 1 2 3 4 5
0

1

2

3

4

5

East [m]

N
or

th
[m

]

Vehicle Trajectories

Trial 1
Trial 2
Trial 3

Figure 3.10: Three trajectories of open-loop simulations with varying surge damp-
ing of vehicle B.

Finally, with the damping increased threefold on vehicle B the trajectory di-
verges toward starboard at a higher rate. As is expected from the previous argu-
mentation, the starboard turn increases more compared to the case when the drag
is lower.

3.7 Chapter Summary

The chapter introduced the topic of constrained dynamics along with different
methods for simulating systems with special structure. Furthermore, the chapter
reviewed the Udwadia-Kalaba Formulation, defined and derived the rigid constraint
in quasi-coordinates to comply with the requirements on the constraint formulation.
The derived rigid-constraint was implemented using the Udwadia-Kalaba formula-
tion, and a numerical study based on simulations was presented to show the validity
of the implementation.
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Chapter 4

Preliminary Experimental Validation

The constrained multi-body dynamics method presented in Chapter 3 couples the
dynamics of multiple subsystems into an overall model that captures the main
dynamics. Hence, the subsystem models must be identified for validating the overall
modeling methodology.

Contribution

The contribution of this chapter is a preliminary experimental investigation, on
a system comprised of two subsystems with low complexity dynamics. Two ex-
periments are proposed and executed: A hydrostatic experimental test, where the
restoring forces of the system actuate the system, and an open-loop maneuvering
experiment, where exogenous force actuates the system. The analysis of both exper-
iments compares the simulated model-equivalent motion to the measured motion.
CFD analysis is employed to obtain the dynamic parameters of the modules.

The experiments were conducted at the MCLAB in June 2016.

Organization of this chapter

The organization of the chapter is as follows: Section 4.1 introduces the hull-drag
and thruster model. Section 4.2 describes the implementation of the hardware in
the MCLAB. Section 4.3 outlines the hydrostatic experiment and presents the re-
sults. Section 4.4 describes the open-loop maneuvering test and the results. Finally,
Section 4.5 presents the chapter summary.

Publications

The material used in this chapter is based on the following publications

[C2] Mikkel Cornelius Nielsen et al. “Experimental Validation of Dynamic Multi-
Body Modelling for Reconfigurable Underwater Robots”. In: Oceans 2016
MTS/IEEE. 2016, p. 6
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4.1 Validation Design

The preliminary experimental validation considers a simple system, in a hydrody-
namic sense, to establish if the multi-body modeling methodology of Chapter 3 is
applicable for underwater application.

The modeling methodology aggregates sub-models to build a larger combined
model based on the interaction between the subsystems. The dynamic parameters
of a model Any model is inevitably subject to uncertainty in the dynamic pa-
rameters and aggregating subsystems with uncertain model parameters affect the
aggregated model behavior. Therefore, simplifying the dynamics of the subsystems
diminishes the likelihood of errors otherwise introduced by subsystems with high
complexity dynamic behavior, such as, ROVs.

The following assumptions are imposed to reduce the complexity of the subsys-
tems:

Assumption 4.1 (Symmetry). Subsystems contains three planes of symme-
try

Assumption 4.1 is essential as it enables the usage of drag and added mass matrices
on a diagonal form. Another common assumption imposed on underwater systems
is the submersion assumption

Assumption 4.2 (Submersion). The subsystem is submerged far below the
free surface.

Assumption 4.2 removes the frequency dependent potential damping and further
simplifies the individual model description. Hence, the total drag force for each
degree of freedom can approximated as a linear and quadratic term shown in [61]
as follows,

D(v) = DLv +DQ|v|v. (4.1)

The purpose of the experiment is to conduct a preliminary investigation of the
modeling approach before committing to a larger scale test. The validation scheme
comprises of two investigations, namely an investigation into the hydrostatic behav-
ior, and an investigation into the open-loop maneuvering behavior. The hydrostatic
test is inspired by the ideas of [53], where gravity is the acting force on the system.
Changes to the hydrostatic equilibrium of each subsystem will cause the aggre-
gated system to behave like a pendulum. Thereby, the amplitude and frequency of
oscillation is a result of the inertial properties of each subsystems.

The open-loop maneuvering experiment is inspired by the idea of using maneu-
vers to obtain data for identification [61, p. 354].
Applying a known thrust to the subsystems forms a trajectory by the aggregated
system depending on the relative interconnection of the subsystems. The trajec-
tory obtained through experimental results and simulations respectively allows for
inference on the accuracy of the modeling method.
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4.1. Validation Design

Conducting the experiments require knowledge of the actuation of each subsys-
tem and the subsystem itself. The task is partitioned into three parts
1. Model Identify Drag

2. Model Identify Added Mass

3. Actuator Identify Actuator Parameters
The identification of model drag and added mass is conducted through CFD,
whereas bollard pull experiments are condcuted to indetify the parameters of the
actuators.

4.1.1 Identification of Hull Parameters

The identification of hull parameters includes drag coefficients and added mass
coefficients. The diagonal elements of the damping matrices are determined nu-
merically by CFD using SolidWorks Flow Simulation using the Morison equation
as follows,

f(v) =
1

2
CdρA

︸ ︷︷ ︸

DQ

v2, (4.2)

where Cd is the drag coefficient, A is the cross-section of the vehicle, v is the velocity
of the fluid across the surface, f(v) is the drag force as a function of the velocity
and DQ is a collective term for the quadratic drag. The problem of determining the
linear skin friction is discussed in Eidsvik and Schjølberg [52], where the authors
proposes to approximate it using the scaled quadratic drag as was done by Eng
et al. [53].
The scaling constant of the linear drag employed here is 16% of the quadratic drag
for the translational DOF:

DL = 0.16DQ. (4.3)

For the rotational DOFs, the authors use the following relation based on [61]:

DL = 2ξm

√
r

m+ma
, (4.4)

where ξ is a damping factor in the region 2%− 10%, m is the mass of the vehicle,
ma is the added mass and r is the restoring force. The restoring force r is the result
of the restoring force vector g(η). Using the Computer-Aided-Design (CAD) model
of the vehicles the CoB is determined to lie vertically above the CoM. Hence, the
restoring force vector g(η) can be described as below [61].

g(η) = [0, 0, 0, BGzW cos(θ) sin(φ), BGz sin(θ) cos(φ), 0]
T , (4.5)

where BGz is the vertical distance from CoM to CoB and W is the weight of the
vehicle. Since yaw has no restoring force component, the authors in [52] proposed
to use the following relation,

Nr ≈
Kp

K|p|p
N|r|r, (4.6)

57



4. Preliminary Experimental Validation

where Nr is the linear drag coefficient for the yaw-axis, Kp is the linear drag
coefficient of the roll-axis, K|p|p is the quadratic drag of the roll-axis and N|r|r is
the quadratic drag of the yaw-axis using the SNAME notation.

Tab. 4.1 shows the estimated hydrodynamic parameters of the hull with thruster
attached. It is worth noticing that the surge damping X|u|u is estimated to be only

Table 4.1: Estimated dimensional parameters for the spheres in the open-loop sim-
ulation

Xu̇ [kg] 6.49 X|u|u [kgm ] 3.8 Xu [kgs ] 0.61

Yv̇ [kg] 8.1 Y|v|v [kgm ] 18.9 Yv [kgs ] 3

Zẇ [kg] 7.41 Z|w|w [kgm ] 12.1 Zw [kgs ] 1.9

Kṗ [kgm] 0.0074 K|p|p [kgm] 0.0082 Kp [kgms ] 0.05

Mq̇ [kgm] 0.0317 M|q|q [kgm] 0.05 Mq [kgms ] 0.0353

Nṙ [kgm] 0.0453 N|r|r [kgm] 0.108 Nr [kgms ] 0.0764

Ixx [kgm2] 0.13 Iyy [kgm2] 0.16 Izz [kgm2] 0.02

ξ [−] 0.02 BGz [m] -0.0114 m [kg] 14.3

20% of that of a pure sphere. Modeling flow-separation is challenging, and the
reduced surge damping could be the result of this.

4.1.2 Thruster Identification

The thruster used by each subsystem is the T-200 Thruster from BlueRobotics.
The expression of the thrust produced by the thruster is a quadratic function of
the rotational velocity of the propeller shaft [48, 174]: :

f = KT ρD
4|ω|ω, (4.7)

where ω is the rotational velocity of the propeller shaft in Revolutions-Per-Second
(RPS), D is the diameter of the propeller, ρ is the water density, and KT is the
non-dimensional propeller thrust coefficient.

Unfortunately, the T-200 thruster is not equipped to measure the RPS of the
propeller. However, the input voltage to the motors can be used as a substitute
variable instead of the RPS. Moreover, in Caccia, Indiveri, and Veruggio [32] the
authors suggest that the dynamics of the electrical motors driving thrusters is ne-
glectable.

Experimental bollard pull data for the T-200 thruster is available from BlueR-
obotics. Fig. 4.1 shows the fitting of Eq. (4.7) to the available data. The fitting
shows that the model is not in agreement with the data.

Avila et al. [13] also documented the model mismatch and proposed to use the
following second order polynomial without bias function:

τ = Kωω +K|ω|ω|ω|ω. (4.8)
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4.2. Experimental Implementation

Fig. 4.1 shows the T-200 data from BlueRobotics, as well as, fittings of the models
from Eq. 4.7 and Eq. (4.8). BlueRobotics produced bollard pull data by submerging
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Figure 4.1: Figure shows the raw BlueRobotics T-200 Thrust vs. PWM, as well as,
fittings for the models of Eq. (4.8) and Eq. (4.7). The modified model of Eq. (4.8)
yields best residuals. The T-200 data exhibits a dead-zone behavior around 1500±
20µs marked by a circle.

the thruster on a rod. Consequently, any thruster-hull interaction effects are not
part of the provided data, and for this reason, this chapter conducts new hull-
specific bollard tests.

4.2 Experimental Implementation

The experiments were conducted in the MCLAB located at the NTNU.
The chosen geometry of the subsystem hulls is spherical to avoid any complex

hydrodynamic behavior. A sphere is geometrically simple as the surface is smooth
and uniform. Furthermore, the sphere has three planes of symmetry and thereby
assumption 4.1 is valid. This choice of hull geometry considerably reduces the re-
quired number of parameters to identify. By reducing the parameter space the
uncertainty of the dynamics automatically reduces as well. The hydrostatic test
does not require actuation, and for this reason, the T-200 thruster mount is de-
signed to be easily attached and detached. The connection between the subsystems
is a metal rod measuring 0.596m in length and weighing 500g. MCLAB features
an optical underwater motion tracking system from Qualisys. The Qualisys system
measures position of multiple markers, attached to module, from multiple per-
spectives and triangulates the positions to produce a full pose measurement. The
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4. Preliminary Experimental Validation

experiments employs the tracking system to capture the motion of the spheres with
submilimeter position error.

4.3 Hydrostatic Experiment

The purpose of the hydrostatic test is to investigate the interaction between the two
bodies, with identical hydrodynamic profiles, actuated only by the gravity vector
g. The restoring force vector generates the actuation, which allows for the removal
of the thrusters and thereby ensuring the concordance of Assumption 4.1. Fig. 4.2a

zA

xA yA
yB

xB

zB
P

CoBA

CoBB

φrel

l

(a) Hydrostatic Experiment Configuration:
Vehicle B is rotated relative to vehicle A by
φrel such that axis yA and zB coincide.

(b) The hydrostatic test setup with Qualisys
markers attached. Mirroring the illustration
of 4.2a, subsystem A is the left-most sphere,
and subsystem B is the right-most sphere.

Figure 4.2: The illustration 4.2a shows the configuration for the hydrostatic exper-
imentl, whereas 4.2b shows the actual implementation of the system.

shows the interconnection of the subsystems without the thrusters. The point P
between the subsystems is the common point in the rigid-constraint, and ideally,
it intersects with the CoM of the combined system. The right-most subsystem B
was attached at an rotated roll angle of 90◦ relative to subsystem A around the
local xB-axis (roll). Ideally, the relative rotation results in the CoB of subsystem
A and B to be placed at CoBA1 and CoBB respectively.

The actuation of the system is then the product of the forces induced by the
gravity-vector g (η).

The hydrostatic experiments are performed by fully submerging the connected
robots into the water and positioning the connecting rod parallel to the water
surface. The markers used by the tracking system are strategically attached to
allow robust detection of the pose. Upon initializing the motion data capture, the
system was released, and the restoring forces began acting on the bodies1.

4.3.1 Results & Discussion

The experiments were conducted five times with data captured for approximately
two minutes per experiment. The hydrodynamic parameters of the hull sans thruster
are adapted from the parameters in Tab. 4.1 and shown in Tab. 4.2. The surge DOF

1Video of a hydrostatic experimental run: https://youtu.be/LIwqB7WIbFE
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4.3. Hydrostatic Experiment

is the only direction, where the thruster attachment does not directly influence the
flow However, the quadratic hull damping parameter is only 3.8[kgm ], which is ap-
proximately 20% of the expected drag of a sphere.

Fig. 4.3 shows the comparison between the roll angle φ from the simulation
using the parameters of Tab. 4.2, and a dataset from the experiments. The oscil-
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Figure 4.3: The figure shows a comparative plot between one pass of the hydrostatic
experiments and a simulated counterpart. The oscillations of the actual system data
and simulation are in good agreement. The angle φ denotes the equlibrium angle
of the measured data, while φ̄ denotes the equilibrium angle of the simulation.

lation period of the simulation matches that of the real data very well. However,
the equilibrium offset is shifted. φ ( ) and φ̄ ( ) marks the equilibrium roll
angle for the measured data, and the simulation respectively. From Fig. 4.3, the
equilibrium angles are read as:

φ = −0.594 ≈ −34◦,

φ̄ =
π

2
= −45◦.

The significant offset in equlibrium angle is the result of uncertainty on the gravity
vectors. Neutral buoyancy is an essential part of the experiment. The necessary
buoyancy material to keep the submodule neutral buoyant was calculated before
the experiment and inserted into the hull. The calculation was deliberately con-
servative, such that, the subsystems were positively buoyant. Thus, more weight
was applied to the subsystem to ensure neutral buoyancy. The applied weight was
only attached to the rightmost subsystem. The space available to attach weight on
the module was limited and this meant that there was a shift in the CoM of that

61



4. Preliminary Experimental Validation

subsystem. The larger peak-to-peak amplitudes appear during the initial swings,
where the velocity of the translational motion is largest, which suggest an under-
estimated quadratic damping. The reverse is true for the peak-to-peak amplitudes
from 80 to 110 seconds, where the peak-to-peak of the experimental data is larger
than the simulation, this suggests an overestimation of the linear drag coefficient.

Tuning the model parameters allows a better comparison between the simula-
tion and the measured data. The two hulls are assumed to share the same damping
profile, and the restoring force vector on the leftmost subsystem is assumed accu-
rate. The assumptions reduce the parameter space enough to allow for parameter
identification. The parameter vector θ comprise of the two restoring vector param-
eters, r̃by, and r̃bz, as well as, the quadratic damping coefficient D|v|v, and the linear
drag coefficient Dv:

θ = [r̃by, r̃
b
z, D|v|v, Dv]

T . (4.9)

The objective function is the sum of square error between the time samples of the
data φ, and the data φ̄:

J =

N−1∑

k=0

(
φk − φ̄k

)2
, (4.10)

where k is the sample, N is the total length of the data series, φk is the data point
at sample k, and φ̄k is the simulation datapoint at sample k. The fitting resulted
in an optimal parameter vector θ∗ as follows,

θ∗ = [−0.0016,−0.00886, 9.2889, 0.2265]T . (4.11)

The estimation increases the quadratic drag parameter and reduces the linear drag
coefficient as was predicted based on the first simulation. Furthermore, the restoring
vector components move towards the CoM of the combined system and slightly
upwards:

rbb =
rbA/b + rbB/b

2
= [0, 0.0044339,−0.00654]T , (4.12)

The resulting restoring force vector has a relative angle to the global z-axis:

φ̄ = arctan

(
0.0044339

−0.00654

)

≈ −34◦, (4.13)

which is the same equilibrium angle as the experimental data. Fig. 4.4 show the
fitted model compared to the fitting data, and another dataset used as validation
data. The simulation fits very well with both the fitting and the validation data.
The fitted model is evaluated against the rest of the data sets by usage of the Mean
Square Error (MSE).

Tab. 4.3 lists the resulting MSE between the experimental data and the sim-
ulation. The considerable distance between the modules minimizes likelihood of
proximity induced interaction. Furthermore, the cross-section of the connecting
rod was minimal compared to the modules themselves; this was done to minimize
the influence of the rod. In a realistic scenario, however, the connecting structure
would be more substantial to obtain sufficient strength, and certainly add more
dynamics to the system.
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Figure 4.4: The plot shows the fittet model with the fitting data itself, and another
dataset from the experiments. The oscillation period, and amplitude of the oscilla-
tions are very similar to both datasets. The φ angle intersects with the equilibrium
of all three graphs.

Table 4.2: Estimated dimensional parameters for the spheres in the hydrostatic
simulation.

Xu̇ [kg] 7.06 X|u|u [kgm ] 3.8 Xu [kgs ] 0.67

Yv̇ [kg] 7.06 Y|v|v [kgm ] 3.8 Yv [kgs ] 0.67

Zẇ [kg] 7.06 Z|w|w [kgm ] 3.8 Zw [kgs ] 0.67

Kṗ [kgm] 0.0 K|p|p [kgm] 0.0082 Kp [kgms ] 0.048

Mq̇ [kgm] 0.0 M|q|q [kgm] 0.0082 Mq [kgms ] 0.048

Nṙ [kgm] 0.0 N|r|r [kgm] 0.0082 Nr [kgms ] 0.048

Table 4.3: Mean Square Error between simulation and data.

Run 1 2 3 4 5
MSE 0.002 0.0042 0.0038 0.0154 0.0064
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4. Preliminary Experimental Validation

4.4 Open-Loop Maneuvering Experiment

The purpose of the open-loop maneuvering experiment was to test the modeling
methodology under exogenous actuation.

The addition of exogenous actuation required the identification of the actuators
prior to comparing the simulated open-loop trajectories with the obtained data.
Open water performance charts for the T-200 Thruster are available on BlueR-
obotics product page2. However, the thrusters in the experiment are mounted in
close proximity to the hull of the subsystems. The hull interferes with the flow
across the propellers, and as a result the forces exerted by thruster changes.
The hull-thruster interaction of the two differently sized subsystem hulls is mea-
sured by conducting bollard pull tests with the thrusters attached to the respective
hulls. The subsystem with thruster is mounted on a fitting as shown in Fig. 4.5, and
lowered from the MCLAB towing carriage into the water of the tank. The thrust
force is measured by three load cells, attached to the fitting and the MCLAB towing
carriage. The sum of the forces measured by the load cells yields the total force:

Figure 4.5: Subsystem with Ø25 shell mounted on bracket and ready for submerged
thruster identification tests.

ft = f1 + f2 + f3. (4.14)

The thrusters are controlled by a Raspberry Pi 3 from an air-sealed tube which
also contains a battery, an ESC, and wired connectivity to the surface. The tube is
fitted into the spherical hull as to not interfere with the smooth hull. The position
of the umbilical cable ensures minimal interference on the hull. The Raspberry Pi 3
is controlled from the surface through the network using Robot-Operating-System
(ROS) [182].

2T-200 performance chart: http://goo.gl/JXcQpy
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(a) Illustration of the experimental config-
uration of the open-loop maneuvering test.
The attitude of both vehicles are identical
such that axis yA and yB coincide.

(b) The open-loop maneuvering test imple-
mentation. The thrusters are mounted par-
allel to each other providing aft-actuation.

Figure 4.6: An overview of the experimental open-loop maneuvering configuration.
Fig. 4.6a illustrates the relative interconnection between the subsystems. Fig. 4.6b
shows the implemented system in the tank.

The experimental setup for the open-loop maneuvering experiment mirrors that
of the hydrostatic experiment, with the exception that the relative rotation between
the subsystems is zero. Fig. 4.6a shows the interconnection between the subsystems
in the open-loop maneuvering experiment. Ideally, the gravity vectors of each sub-
system are in agreement, such that, the subsystems would get passive stabilization
in pitch and roll. The Qualisys Motion capture system is utilized to track the
position of each individual subsystem.

4.4.1 Thruster Identification

The thruster parameters are identified using bollard pull tests. The bollard pull
tests are conducted by initializing the Data Acquisition (DAQ) with the thruster at
rest. The PWM signals, for the thrusters, are increased in a step-wise fashion such
that the thruster and the load cells reach a steady-state condition, before stepping
again. The thrusters exhibit a dead-zone around 1500µs of 25µs. The PWM signal
sequence is started at 1525µs to overcome the dead-zone, then increased to 1540µs,
and futher increased to 1700µs in 20µs increments. The experiement is conducted
for two sizes of modules producing two data sets. The signal values are kept active
for 30 seconds to ensure the steady-state conditions.
The rating of each load cell is 18 kg, and the sampling rate is 200 Hz. As the
load-cell measurement ratings are much larger than the magnitude of the force in
question the measurements have low resolution and high noise. The data is post-
processed by applying a 6th order Butterworth low-pass filter and a mean filter
with a windows size of 500 (2.5 seconds). The mean of each plateau defines a data
sample for the thruster characteristics. The result is shown in Fig. 4.7. The two
datasets share the same profile; this makes sense since the most significant inhibitor

65



4. Preliminary Experimental Validation

0 50 100 150 200

0

5

10

15

20

∆ PWM

T
hr

us
t

[N
]

Thrust vs. PWM

Robot Ø30
Robot Ø25

T-200 Reference
Fitting Eq. (4.8)

Figure 4.7: Thrust Characteristics for two sizes of robots and the PWM to thrust
fitting.

of flow to the propeller is the thruster fitting, which is identical across the two
subsystems. However, compared to the T-200 reference charts, there is a significant
drop in force above 1600µs, validating the hypothesis that the hull-interaction is
significant. Tab. 4.4 shows the least-squares fitting of data from Fig. 4.7 onto the

Table 4.4: Result of least-square fitting on thrust data on Eq. (4.8).

KL KQ R2

3.123× 10−2 2.52× 10−4 0.992

model of Eq. (4.8).

4.4.2 Results & Discussion

In the hydrodynamic experiments, a thruster is mounted on each vehicle to apply
a force. The relative attitude between the subsystems is zero to isolate the motion
induced by the thrusters to a single axis. Hence, the actuation is no longer zero
τi 6= 0 for i ∈ {A,B}.

Two configurations are considered, first by using identical subsystem hulls the
expected trajectory of the combined CG is a straight line. Secondly, reducing the
size of subsystem B lowers the damping. The hypothesis generated from the nu-
merical simulations of Chapter 3 proposed that the trajectory was expected to
diverge towards the port side. Fig. 4.8 shows the result of a step on both thrusters.
Qualitatively the trajectories are in agreement. However, the open-loop maneuver-
ing test is subject to multiple confounding factors. First, the alignment between
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Figure 4.8: Hydrodynamic Trajectory of two identical modules.

the thruster and the respective body-fixed x-axis is imperfect. The consequence of
the misalignment is that the thrusters do not exert force in the expected direction.
Secondly, the thrusters are not attached at a point off of the y-axis of the CoM,
hence the pitch angle is excited when the thrusters are engaged. The restoring force
vector was assumed strong enough to overcome the excitation of the pitch moment.
However, the experiments showed that this was not the case.

4.5 Chapter Summary

The chapter considered a preliminary model validation scheme. Two modules were
identified, and subsequently combined using the simulator developed in Chap-
ter 3. Two different experiments were conducted to investigate the model behavior;
namely a hydrostatic experiment, and an open-loop maneuvering experiment. The
restoring force vector actuated the modules in the hydrostatic experiment. The
model parameters were derived through CFD and compared to the actual mea-
sured result. The findings showed that the hydrostatic oscillation period was very
well determined by just considering decoupled module parameters, but the equi-
librium angle was offset by 11◦ from the expected, and the CFD derived damping
coefficient did not match those of the real system. Secondly, a dynamic parame-
ter fitting was conducted to find both the restoring force vector and the resulting
damping coefficients accordance with expectation. The identified restoring force
vector component only changed a few millimeters. However, the result drastically
changed the angular equilibrium of the system. Hence, the experiment was very
sensitive to errors in the restoring force vector components.
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4. Preliminary Experimental Validation

The open-loop maneuvering experiment experience multiple confounding fac-
tors leading to poor quantitative outcomes. However, qualitatively the experimental
trajectories were in agreement with the simulations. The open-loop maneuvering
experiment concluded that that active control of pitch, roll, and heave is highly
desirable to reduce confounders in future experiments.
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Chapter 5

Identification of the BlueROV

The constrained multi-body dynamics method presented in Chapter 3 couples the
dynamics of multiple sub-systems into an overall model that captures the main
dynamics. Thereby, the sub-system models must be identified for the purpose of
validating the overall modeling methodology. Given the purpose of the modeling
scheme, the subsystem of choice was a BlueROV vehicle from Bluerobotics.

Contribution

The contribution of this chapter is an experimental investigation of the dynamic
model parameters of the BlueROV vehicle. The experimental investigation involves
towing tank tests conducted at MCLAB during January 2017. The chapter details,
how the tests were prepared, executed and why certain simplification were made.
Subsequent data analysis is discussed along with comparisons to the equivalent
CFD results obtained in SolidWorks.

Organization of this chapter

The organization of the chapter is as follows: The models of the thruster and vehicle
hull dynamics are presented and discussed in Section 5.2. Then, the experimental
hardware setup within MCLAB is presented in Section 5.3. The resulting exper-
imental data is analysed to obtain the dynamic parameters of the thruster and
vehicle in Section 5.4. Finally, Section 5.5 summarises and compares the chapter
main findings to the CFD results.

Publications

The material used in this chapter is based on the publication

[J1] Mikkel Cornelius Nielsen et al. “Constrained multi-body dynamics for mod-
ular underwater robots — Theory and experiments”. In: Ocean Engineering
149.February 2018 (2018), pp. 358–372
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5. Identification of the BlueROV

5.1 Introduction

System identification of dynamic models is a widely studied problem in literature.
The purpose of system identification is to obtain some knowledge of the system
parameters based on a mapping between the input and output. However, model
based system identification imposes a specific structure to the parameters. Often
these parameters are results of first-principle modeling and thus have a physical
meaning attached to them.

For underwater vehicles such parameters are - among others - the drag forces,
the added mass and the hydrostatic lever arm. The kinetic coefficients of the un-
derwater vehicle requires knowledge of the forces exerted on the vehicle along with
the velocity at which it moves.

0 = τ − c1|ua|ua + c2ua, (5.1)

c1, c2 ∈ R≥0.

Eq. (5.1) shows the expression for a basic uncoupled DOF on a UUV. The problem
of estimating c1 and c2 can be approached in two ways. Either the velocity ua is
applied and τ is measured or τ is applied and ua is measured. In the case, where
ua is applied and τ is measured - the velocity-force approach - the τ represents the
damping force of the system at the given velocity. Sampling at multiple different
velocities allows for a curve-fitting of Eq. (5.1).

In cases, where τ is applied and ua measured - the force-velocity approach - the
τ is often a result of thruster actuation and thus the actuator model needs to be
known prior to the experiments.

In either cases, the force τ must be measured or applied and both are approaches
are difficult to implement on real systems. However, the force-velocity approach has
garnered most research interest because of the potential to use on-board sensors to
estimate the velocity and thus potentially allow cheaper identification procedures.
Caccia, Indiveri, and Veruggio [32] considered a force-velocity approach, where
the thrusters were identified by bollard pull tests and subsequently the dynamics
of an Open-Frame ROV was derived based on the assumed force produced by
the thrusters. Marco, Martins, and Healy [129] conducted identification on the
surge part of an AUV using motion data from a sonar ranging devices to estimate
the velocity and acceleration. The propeller shaft velocity was measured using a
tachometer and the propeller to force model was assumed known prior from bollard
pull tests. Similarly in Ridao et al. [188] the authors used a visual navigation system
to obtain the velocity and accelerations based on a pose measurement. The method
also used bollard pull tests to obtain a model for the thrusters.
The confounder in most force-velocity approaches is the assumption on the known
relation between propeller and thrust.

A remedy to the thrust-velocity confounding is to use another force input with
better known force profile. Ross, Fossen, and Johansen [190] proposed to replace
the thrust input with a spring attachment with known spring coefficients in com-
bination with a free-decay test. As opposed to thruster identification, the spring
coefficients are easily identified and the proposed method showed promising results
in simulation.
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Inspired, in part, by Ross, Fossen, and Johansen [190], the authors Eng et al.
[53] suggested to use a pendulum type free-decay and applied it to an ROV in a test
tank. The position was captured by a camera system and the resulting damping
and added mass coefficients were identified and compared to CFD results. The
advantage of the method related to the ability to better restrict identification to
single DOF, the fact that the applied force was equal to the gravity, and the high
repeatability of the experiment.

The velocity-force approach to identification is often realised by towing-tank
tests, where the vehicle is towed through a water tank or placed in a fixed position
in a flume tank.

Towing tank testing is the industrial standard for obtaining dynamic parameters
of ship models. Substantial research has been conducted to extend the towing
tank principle to underwater vehicle identification. Avila and Adamowski [12] and
Avila et al. [11] identified ROV damping coefficients using Morison’s equation and
a series of Planar-Motion-Mechanism (PMM) tests in a towing tank. As already
mentioned, the velocity-force approach can also be conducted in a flume tank, where
the water velocity is varied and the vehicle is fixed to a force measurement setup.
Nouri, Mostafapour, and Bahadori [149] investigated such an approach, where they
designed an apparatus to oscillate the vehicle in multiple directions.

5.2 Identification of Hull and Thrusters

During trials conducted in October 2016 it was observed that thruster dynamics
had profound impact on the motion of the vehicles. It was hypothesised that the
flow across the propeller reduced the produced force.
As a result, the dynamics of the vehicle was partitioned into two parts. The ac-
tuation system consisting of the thrusters attached to the ROV and the ROV
itself. Fig. 5.1 shows the partitioning, where the body-velocity ν is fed back to the

Propulsion
System

Vehicle Dynamics

u τ

ν

(η, ν)

Figure 5.1: Model subsystem segregation of simulation model for single vehicle
system. Signal u represents the control input PWM and τ is the produced forces.

thrusters.
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5.2.1 BlueROV Hull

The hydrodynamic drag forces are a result of multiple factors. However, according
to Fossen [61], the main forces are derived from: Potential Damping, Skin Friction,
Wave Drift Damping, Damping Due to Vortex Shedding and Lifting Forces. Under-
water vehicles are assumed to be moving far enough under the surface of the water,
such that the waves do not affect their motion. Thus, the Potential Damping and
Wave Drift Damping are not considered and the frequency dependency of the Skin
Friction is also neglected. In short the damping forces can be assumed to comprise
of linear and quadratic drag terms in the body-fixed velocity vector ν.

D (ν) = D +Dn (ν) . (5.2)

Althought, the matrices D and Dn are not necessarily diagonal, they are assumed
as such, since obtaining the off-diagonal elements in an experimental setting is
very difficult and time consuming. The experiments are specificially designed for
identification of uncoupled parameters. The hydrodynamic damping D(ν) is a
product of multiple components as discussed in [52] and [61]. The effects of the
different components can be collected into a linear an quadratic term, such that,

fD (ua) = c1|ua|ua + c2ua, (5.3)

c1, c2 ∈ R≥0,

where c1 and c2 constitute the damping parameters. Another important effect
is the Added Mass effect. During acceleration and deceleration the vehicle must
push more water adding to its own mass (and thus added mass is an important
factor to consider). Unfortunately, due to the nature of the effect, obtaining added
mass coefficients requires tight control of the acceleration of the vehicle. Instead of
experimentally identifying the added mass parameters, the effects were obtained
through CFD simulation.

5.2.2 Thruster & Propeller

The actuation input for the vehicle τ is a result of the combination of thrusters
mounted on the vehicle. Thrusters are located on the vehicle relative to the centre
of origin (CO). Each thruster contains a local frame aligned with the direction
of thrust produced. The thrust exerted in the body-frame of the vehicle is then
calculated by transforming the thrust from the thruster-frame to the body-frame.
Since the local x-axis is parallel with the produced thrust direction any rotation
around said x-axis will not change the thrust generated in the vehicles body-frame.
Instead the transformation from the local thruster to the body frame can be written
as follows,

τ bj/b = tbjτj ,

=





cos(αj) cos(βj)
− cos(αj) sin(βj)

sin(αj)



 τj , (5.4)
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where subscript j denotes the jth thruster such that αj and βj are angles relating
the direction of thruster j with respect to the body-fixed frame of the vehicle. The
actuation τ is the result of the combined thrust from each thruster, such that,

τ =
∑

j∈J

h
(

τ bj/b,p
b
j/b

)

=
∑

j∈J

[

τ bj/b
pbj/b × τ bj/b

]

, (5.5)

where J is the set of thrusters mounted on the robot and pbj/b is the body-fixed
position of thruster j. The force generated by the thruster τj depends on the motor
driving the propeller and the propeller itself. Commonly, propellers are modeled in

Table 5.1: Nomenclature for thruster dynamics

Symbol Name Unit

ua Advance Speed
(
m
s

)

ω Propeller shaft speed
(
rad
s

)

J Advance Ratio (−)

KT Thrust Coefficient (−)

ρ Water Density
(
kg
m3

)

D Propeller Diameter (m)

T|ω|ω Thrust Coefficient (kgm)

T|ω|u Thrust Coefficient (kg)

τp Propeller Thrust (N)

non-dimensional form and, as such, they can be described by the non-dimensional
coefficient KT defined as follows,

KT = τp
4π2

ρ|ω| ωD4
, (5.6)

where τp is the thrust output of the propeller, ρ is the density of the water, ω is the
propeller shaft angular velocity and D is the propeller diameter. Since the inflow
velocity of the propeller affects the thrust output, KT is a function of the advance
ratio J defined as,

J =
2πua
ωD

, (5.7)

where ua is the inflow velocity of the propeller. From Eq. (5.6) it is clear that
the advance ratio does not enter the definition directly. Blanke, Lindegaard, and
Fossen [23] showed that linear lift theory for propeller blades lead to the thrust
expression,

τp = T|ω|ω|ω|ω + T|ω|u|ω|ua, (5.8)
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ESC Motor Propeller

u Va ω τ

Qp

Ve
ν

Figure 5.2: Diagram of thruster from input u to output τ . Signal u is the set-point
for the ESC, which produces the control sequence Va for the motor. The motor is
affected by the load from the propeller Qp and produces back-EMF, which affects
itself and is measured by the ESC. The propeller is actuated by the shaft at velocity
ω and disturbed by the resistance of the water, which depends on the velocity of
the vehicle.

which in turn is equivalent to the approximation,

KT = α0 + α1J. (5.9)

Access to the rotational velocity of the propeller is not always available, and hence
a function to predict the rotational velocity based on an input u, e.g., PWM is
necessary, such that,

ω = f (u) , (5.10)

where f (u) is a function of the input u to be defined later. Combining Eq. (5.6), (5.7)
and (5.9) and solving for the propeller thruster yields an expression for the propeller
induced torque,

Qp = Q|ω|ω|ω|ω −Qωuωup. (5.11)

Recalling that the motor constants ki and kt are related by,

kikt = 1, (5.12)

a simplified DC motor model from Fig. 5.2 is used to model the dynamics of the
thruster:

Jmω̇ =

(
V − ωkt

R

)

kq − kf1ω −Q|ω|ω|ω|ω. (5.13)

The model is not accurate in the sense that the Brushless DC motor is controlled
by a 3-phase signal from the ESC, thus Va is not a DC voltage. However, for the
purpose of this thesis the model is accurate enough.
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5.3 Experimental Verification

Model testing based on towing tank experiments is a standardized approach to
carry out hydrodynamic tests. The NTNU facilitates towing tank tests at the
MCLAB. Thereby all experiments conducted to obtain the hydrodynamic param-
eters and thruster coefficients for the BlueROV are based on Towing Tank data.
The International Towing Tank Conference (ITTC) association provides a variety
of procedures to test different aspects of ship models in Towing Tank tests. Among
these procedures are the resistance drag tests on ship models [85]. However, the
procedure of measuring resistance drag of an underwater vehicle and the thruster
coefficients is not standardized. Therefore, modifications were made to allow for
underwater vehicles to be identified as well [52].

The experiment was partitioned into three stages

Step 1. Identify Mounting Bracket Drag

Step 2. Identify Unactuated BlueROV Hull Drag

Step 3. Identify BlueROV actuators forces

Since the thrusters are mounted inside the vehicle chassis and the chassis it-
self is mounted on the bracket the effect of each of these must be identified. The
sensors can only measure the total force applied to the bracket and, therefore, the
identification of thruster parameters is separated from that of the hull coefficients.
The hull resistance is evaluated by first dragging the vehicle through water at dif-
ferent velocities to measure the force and then by conducting a polynomial fitting
to measurements. The thruster performance is evaluated by dragging the vehicle
through water at different velocities and for different commanded thruster inputs.
The mounting bracket itself produces drag forces that need compensation in the
data, thus the first step of the experimental verification was to identify the bracket
drag profile. Once the bracket drag forces were known, the hull of the BlueROV
itself could be estimated by towing it through the tank at different velocities. Fi-
nally, to identify the effects of flow across the propellers, the BlueROV was towed
at different velocities, while the thrusters were engaged with different PWM com-
mands.

5.3.1 Mounting Bracket

The towing carriage in MCLAB features a velocity controller for the bridge itself.
Thereby mounting the vehicle on the bridge allows for tight control of the velocity
at which the vehicle is dragged through the water. The bracket was designed by
Ole A. Eidsvik for experiments conducted on the Neptunus ROV and presented
in Eidsvik and Schjølberg [52]. The bracket consists of two 1-DOF force blocks
installed between the bridge and the bracket itself.
Fig. 5.3 shows the force block configuration between the bracket and bridge.

It was observed, during the experiments on the Neptunus ROV, that the bracket
had a tendency to bend, which would add uncertainty in the measurements. To
compensate for this the bracket was modified to have a strain gauge attached on a
cord between the front of the BlueROV and the forward part of bridge.
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Figure 5.3: Force blocks m1 and m2 between the PMM and bracket.

m3

m1 m2

φ

ua

fD

Figure 5.4: Diagram of the towing tank test setup with two load cells m1 and m2

attached between the towing carriage and bracket and a strain gauge m3 attached
though wire at an angle φ. The forward velocity ua of the towing carriage and the
induced drag force fD are also shown.

Fig. 5.4 shows a diagram of the bracket mounted to the carriage bridge. The
force blocks m1 and m2 are attached between the bracket and the carriage bridge.
The strain gauge m3 was attached at an angle φ, which was measured during the
experiments. The velocity enforced by the carriage bridge actuation system ua
induces a drag force fD on the vehicle. Fig. 5.5a shows the BlueROV mounted
on the bracket, and Fig. 5.5b shows the submerged bracket mounted with the
BlueROV under the towing carriage. The mounting bracket with the ROV was
fastened to the PMM on the carriage in MCLAB. Load cell m3 is mounted at an
angle φ hence the measured force includes a component not related to the motion
of the vehicle. The total force acting on the bracket and vehicle is a function of all
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(a) BlueROV vehicle at-
tached to the measurement
bracket. The bracket is
standing up side down on
the side of the tank.

(b) Vehicle attached to bracket and mounted submerged un-
derneath the towing carriage

Figure 5.5: The bracket with the vehicle attached mounted on the PMM in MCLAB

three measurements given in Eq. (5.14).

fD = fm1
+ fm2

− fm3
cos (φ) . (5.14)

The masses m1 and m2 correspond to two 18 kg load cells of the type PW2GC3
from Hottinger Baldwin Messtechnik GmbH (HBM)1, while m3 was a 5 kg strain
gauge.

5.3.2 Thrust Control and Power

The measurements of the propeller RPMs are usually conducted using a tachome-
ter attached to the shaft of the motor. However, due to the design of the T-200
thrusters, there is no support for such a sensor attachment and as a result the shaft
speed ω must be estimated based on the back-EMF voltage of the motor itself. The
ESCs employed to drive the motors are 3-phase drives. At each time only two of
the coils in the motor are energized leaving the last coil to measure the back emf,

RPSESC =
RPSraw

0.5Npoles∆t
, (5.15)

1[1]
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where RPSraw is the cumulative zero-crossings of the motor poles across the non-
energized coil, ∆t is the time between pooling of the ESC and Npoles are the number
of poles in the motor. The M-200 motor contains 14 poles.

The ESC used in the BlueROV is connected to the PixHawk through PWM
signaling, however, in order to query the ESC for the RPSraw signal the firmware of
the ESC had to be changed. The changed firmware effectively changed the interface
from PWM to Inter-Integrated Circuit (I2C). Unfortunately, the interface change
meant that the PWM interface was blocked, thus leaving the PixHawk interface
unusable. The solution was to implement an Arduino Mega 2550 into the BlueROV
to bypass the PixHawk and interface directly with the I2C interfaces of the ESCs.

Finally, the ROV had to fastened from below the carriage. Since the BlueROV
is battery powered, it was necessary to establish an external power supply system
to power the BlueROV from the towing carriage.

5.3.3 System Implementation

The BlueROV is interfaced by ROS, whereas the Towing Carriage control system
is implemented on a stationary desktop on the bridge itself.

The mounting bracket is fitted to the carriage wagon and the setup was dragged
from one end of the pool to the other multiple times a different velocities. The im-
portant factor is that the carriage reaches steady state speed and that the speed
and force measurements are accurately timed and logged. Fig. 5.6 shows the sig-
nal communication setup in MCLAB. The ROS computer was connected over the
network to the BlueROV sending PWM signals and receiving the RPM measure-
ments. The carriage computer was connected to the DAQ device, which interfaced
the three force measurement sensors attached to the bracket and to the towing
carriage control system for set-point regulation of ua.

The static drag tests only required data from the carriage bridge computer.
Thereby the identification of the bracket and BlueROV hull drag could be con-
ducted without consideration to the synchronization between thruster data on
the ROS computer and force and velocity measurements on the carriage bridge
computer. The thruster tests, however, required data from both computers. For
technical reasons it was not possible to setup network synchronization between the
computers. Fortunately, the tests were conducted under steady state motion of the
towing carriage and the dynamics of the thrusters are many times higher than the
dynamics of the carriage wagon. Thereby, the steady state segment of the data was
easily identified for subsequent analysis.

5.4 Analysis of Data

The bracket was identified during the tests in [52] yielding an expression for the
bracket drag parameterized in the velocity:

fB (ua) = 25.06|ua|ua + 4ua, (5.16)

Each run produced a time-series measurement data-set X, from which a subset
X̄ ⊂ X contains a stationary part. The load cells and strain gauge are low cost
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ROS Carriage

DAQ

Load Cell Load CellLoad Cell

BlueROV

uaSynchronization

PWM RPM
fm1

, fm2
, fm3

fm1
fm2

fm3

Figure 5.6: Diagram of connections between carriage computer, ROS computer and
the load cells in MCLAB

devices and the signals are affected by significant amount of noise. To mitigate the
effect of the noise, each stationary subset was reduced to a statistic pair composed
of the expected value µx and the variance Px = σ2

x.

Fig. 5.7 shows an example of a time-series obtained from the surge drag estima-
tion runs at 0.5ms forward velocity. The left graph shows the whole data-set X with
the stationary subset X̄, and the right graph shows only the stationary part. The
histogram shows the distribution of the signal segment with a fitted normal distri-
bution N

(
µx, σ

2
x

)
for comparison. Multiple runs were conducted at each velocity

to increase the statistical certainty.

The statistics of the runs were then fused using a Weighted-Least-Squares
(WLS) type algorithm to produce one point x̂ for each velocity and an associated
uncertainty Px as shown below

Px =
(
P−1
1 + · · ·+ P−1

n

)−1
, (5.17)

x̂ = Px
(
P−1
1 µ1 + · · ·+ P−1

n µn
)
. (5.18)
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Figure 5.7: The steady state segment of each time series is extracted and reduced
to a mean µx and a variance σ2

x. The distribution of the signal around the steady
state mean µx approximately follows a normal distribution.
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Figure 5.8: Surge drag coefficient estimates for the single vehicle case with the
fitting dataXf and excluded dataX∅ along with the fitted curve and the associated
95% confidence interval.
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Figure 5.9: Heave drag coefficient estimates for the single vehicle case with the
processed data Xf , the fitted curve f̂X and the 95% confidence interval. It is
noted, however, that the disregarded points fit well with the polynomial estimate.

5.4.1 Translational Drag

The surge drag experiments consisted of 128 datasets with divided across 42 dif-
ferent velocities (21 forward and 21 backwards). Using Eq. (5.17) and (5.18) the
128 datasets were reduced to 41 data points. The 42 data points were partitioned
into fitting data Xf and non-fitting data X∅. The data partitioning was motivated
by observed anomalies in the data (marked with 2 on Fig. 5.8). Moreover, due to
the low sensitivity of the load cells at small amplitudes, a significant amount of the
data was excluded from the fitting marked by 1 . The resulting data points of the
fitting set Xf were used to fit Eq. (5.3) using bounded non-linear least squares.

Fig. 5.8 shows the resulting fitting along with confidence bounds.
The heave drag experiments were only performed in upwards direction and

consisted of 61 datasets across 20 different velocities. As was the case with the
surge drag, the points were reduced using the fusion formulas and divided into
fitting data Xf and excluded data X∅. The resulting fitting is shown on Fig. 5.9.

5.4.2 Rotational Drag

The rotational drag consisted of 25 datasets captured across 7 different velocities.
The distribution of the noise was subjected to additional dynamics, which violated
the assumption of normal distributed noise. As a result, the fusion formulas could
not be used and instead, the fitting points were picked by hand. Fig. 5.10 shows
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Figure 5.10: Pitch drag coefficient estimates for the BlueROV with the fitting
data Xf and excluded data X∅ along with the fitted curve f̂X and the associated
95% confidence interval. The fitting is dominated by the linear term, which is
expected [32].

that for small velocities the quadratic term in the drag torque vanishes. This is in
accordance to the results presented in [32].

5.4.3 Thruster Reduction

The thruster experiments were conducted by dragging the vehicle through the tank
with the thrusters engaged at different PWM levels. The towing tests were con-
ducted at 0.1ms−1, 0.2ms−1, 0.3ms−1, 0.5ms−1, 0.7ms−1, 0.8ms−1 and 0.9ms−1.

The flow conditions on the thrusters changes as a function of the velocity
through the water. Thereby, the thrust generated by the thrusters reduces as a
function of the velocity of the water across the propellers.
The water flow across the propeller is a function of both the body-fixed velocities
and the water currents. In MCLAB there are no water currents, and therefore only
the body-fixed velocities were considered.

Fig. 5.11 shows two RPM time-series data sequences of ten seconds each at
different towing velocities. Although there is some variation in the RPMs at each
PWM instance, it is not correlated with the velocity through the water, which sug-
gests that the propeller load change was properly suppressed by the ESC. Instead,
the PWM to RPM relationship is assumed static. The rotational rate was related
to the PWM input through a fractional exponent relationship and the fitting is
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Figure 5.11: Two cropped data series of propeller RPM at forward velocity 0.9ms
and 0.7ms respectively. There is no significant change between the RPMs suggesting
that the ESC manages to maintain the shaft velocity at different flow velocities.

shown in Fig. 5.12.

f (x) = ax−b + c (5.19)

The forces, measured under the experiments, were compensated by the bracket
and vehicle drag and, in turn, the the thrust coefficient KT from Eq. (5.6) was
calculated. Fig. 5.13 shows the calculated thrust coefficients KT from Eq. (5.6)
and the linear estimate K̂T from Eq. (5.9). Based on the thrust coefficient fitting
shown in Fig. 5.13 the produced thrust of the propeller is reduced as velocity
of the water across the propeller increases. This behavior is consistent with the
literature [23].
Evaluating the thrust loss of each PWM and at each velocity profile yields a map of
thrust loss as shown in Fig. 5.14. Three inconsistencies are marked in the thrust loss
map. The mark 1 shows at 1740µs/0.7ms shows an increased propulsion relative
to the surrounding points. The same holds true for mark 2 at 1820µs/0.8ms and
subsequently all PWMs at 0.9ms is either equal or increasing compared to at 0.8ms .
It should be noted that the confidence intervals increase with the velocity. For
velocities under 0.5ms the thrust is consistently reduced across the operating range
of the thruster. The overall result of the thruster mapping, however, is that the
model of Eq. (5.8) is necessary to avoid overestimation of the produced thrust
under motion.
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Figure 5.12: The RPM measurements are shown inXf with 95% confidence bounds,
the PWM to RPM fitting f̂ is shown along with the 95% confidence interval. The
estimated fitting intersects all the measurement points and the confidence of the
parameters allows for a tight confidence interval.
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Figure 5.13: Dimensionless propeller characteristics dataXf and the linear estimate
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Figure 5.14: Thrust loss as function of PWM and forward velocity ua with 99%
confidence intervals at each point.

5.4.4 Result Summary

Three DOFs, surge, heave and pitch, were identified using towing tanks tests. The
remaining three DOFs, sway, roll and yaw, were not identified experimentally, but
were extrapolated using ratios between the added mass coefficients as follows

K|p|p =

(
Kṗ

Mq̇

)

M|q|q , Kp =

(
Kṗ

Mq̇

)

Mq,

N|r|r =

(
Nṙ
Mq̇

)

M|q|q , Nr =

(
Nṙ
Mq̇

)

Mq,

Y|v|v =

(
Yv̇
Zẇ

)

Z|w|w , Yv =

(
Yv̇
Zẇ

)

Zw.

Applying the equations to the experimentally acquired parameters yields estimates
of the missing parameters. Table 5.2 shows an overview of the final values used in
the subsequent simulations. Comparing Table 5.2 with the coefficients generated
from a CFD study in SolidWorks, shown in Table 5.3, reveals significant discrep-
ancies between the obtained values. The discrepancies in the rotational drag coef-
ficients are not surprising since CFD estimation for rotational degrees of freedoms
is difficult.

5.4.5 Extended Simulator

This chapter increased the model fidelity of the subsystem models used in the
modeling methodology of Chapter 3. The simulator from Section 3.5 assumed that
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Table 5.2: Estimated dimensional hydrodynamic parameters for the BlueROV ve-
hicle

Xu̇ [kg] 2.6 X|u|u [kgm ] 34.96 Xu [kgs ] 0

Yv̇ [kg] 18.5 Y|v|v [kgm ] 103.25 Yv [kgs ] 0.26

Zẇ [kg] 13.3 Z|w|w [kgm ] 74.23 Zw [kgs ] 0.19

Kṗ [kgm] 0.054 K|p|p [kgm] 0.084 Kp [kgms ] 0.895

Mq̇ [kgm] 0.0173 M|q|q [kgm] 0.028 Mq [kgms ] 0.287

Nṙ [kgm] 0.28 N|r|r [kgm] 0.43 Nr [kgms ] 4.64

Table 5.3: Estimated hydrodynamic parameters based on CFD in SolidWorks.

X|u|u [kgm ] 16.41 Xu [kgs ] 2.63

Y|v|v [kgm ] 46.49 Yv [kgs ] 7.43

Z|w|w [kgm ] 37.63 Zw [kgs ] 6.02

K|p|p [kgm] 0.164 Kp [kgms ] 0.014

M|q|q [kgm] 0.087 Mq [kgms ] 0.012

N|r|r [kgm] 0.97 Nr [kgms ] 0.08

the thruster mapping between input u and thrust output τ was static. In this
chapter, the model Hi of Eq. (3.70) is extended with the new thruster dynamics.

A simulator is needed to evaluate and compare the behavior of the multi-body
system. The vectors containing all the states of the system is defined as follows

ν̇u = [ν̇(1)
u , . . . , ν̇(i)

u ], ν̇c = [ν̇(1)
c , . . . , ν̇(i)

c ],

νc = [ν(1)
c , . . . ,ν(i)

c ], η̇c = [η̇(1)
c , . . . , η̇(i)

c ],

u = [u(1), . . . ,u(i)],

where u(i) is the input vector containing the PWM signals for vehicle i. The vehicle
subsystems are build from the dynamic model of Eq. (2.20), along with the propeller
thrust model in Eq. (5.5), (5.4), (5.8) and (5.10). The new subsystems Hi are then
defined as follows

Hi :







ω
(i)
j = f

(i)
j (u

(i)
j ) Eq. (5.10)

τ
(i)
j = T|ω|ω|ω

(i)
j |ω

(i)
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j |u

(i)
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(5.20)
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5.5 Chapter Summary

Experimental identification was performed on both the BlueROV vehicle and the
thruster system to obtain a complete dynamic model of the system. The hull pa-
rameters were identified via towing tank tests. Thruster tests were carried out in
the form of towing tank tests so as to identify the loss of thrust as a function of
the flow of the water across the propeller. The resulting model parameters were
compared to those obtained through CFD analysis.
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Chapter 6

Modeling for modular underwater

robots

The constrained multi-body dynamics method presented in Chapter 3 couples the
dynamics of multiple sub-systems into an overall model, that captures the main
dynamics. The purpose of the constrained model is to give insight into the behavior
of a system of small interconnected ROVs or AUVs. The vision for the modular
underwater robotic system is, to utilize multiple small interconnected ROVs or
AUVs for IMR task. The envisioned size of the vehicles is comparable with that of
the BlueROV from BlueRobotics.

Contribution

The contribution of this chapter is the experimental validation of the modeling
method presented in Chapter 3 and extended in Chapter 5.

The experimental validation is a free-motion experiment based on data from
tests conducted at MCLAB in October 2016. Motion trajectory data is obtained
through position measurements of the system while applying and logging differ-
ent open-loop excitation signals to the thrusters of the vehicles. The simulator,
developed in Chapter 3 and extended in Chapter 5, use the logged PWM signals
to simulate trajectories of the system. The similarity between the time-series data
from the simulator and the measured data from MCLAB is compared using Dy-
namic Time Warping (DTW) as a similarity measure.

Organization of this chapter

The organization of the chapter is as follows: Section 6.1 introduces the problem
and explains the similarity measure. Section 6.2 presents the experimental setup in
MCLAB and explains the necessary corrections used to compare the data with the
simulations. Section 6.3 displays the straight path experiments conducted, as well
as, the results. Section 6.4 describes the rotational type experiments, and presents
the analysis of the results. Finally, Section 6.5 presents the chapter summary.
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Publications

The material used in this chapter is based on the following publications

[J1] Mikkel Cornelius Nielsen et al. “Constrained multi-body dynamics for mod-
ular underwater robots — Theory and experiments”. In: Ocean Engineering
149.February 2018 (2018), pp. 358–372

6.1 Introduction

Model-based control is highly dependent on the quality of the model for the deriva-
tion of the controller. Therefore, the model developed in Chapter 3, and extended
in Chapter 5 has to be tested against a realistic system to verify that the model
captures the behavior of the real system.

The purpose of the interconnected multi-body dynamic simulator is to gain
insights into the behavior of a modular underwater robotic system. The developed
model is an approximation, as it does not consider potential hull to hull effects.

The chosen course of action for validation of the model is free motion trajectory
tests. Model validation through free motion trajectory tests is similar to the ideas
in Chapter 4, where the systems were subjected to actuation, and the trajectories
were measured and compared to the simulations. The results from the experiments
in Chapter 4 showed, that tight control of the each DOF was necessary to ensure
meaningful results. Any deviations in the model parameters will affect the trajecto-
ries, and for this reason, it is advantageous to consider a lower dimensional problem.
The vehicles chosen for testing in this chapter are the BlueROV. The BlueROV
has attitude and depth stabilization functionality. The attitude, and depth stabi-
lization helps reducing the problem from full 6-DOF space to a horizontal 3-DOF
problem. The dynamic parameters for the BlueROV were identified in Chapter 5.

The resulting analysis employs the DTW similarity measure to mitigate error
accumulation due to uncertainty in dynamic parameters.

6.1.1 Time-Series Similarity

The proposed type of experiments results in time-series data from the position
measurement system. The analysis of the proposed experiments requires the com-
parison between time-series data. Any comparison requires a measure to evaluate
the similarity between the time-series. There exist multiple different similarity mea-
sures for time-series data.

A popular similarity measure for time-series data is the DTW algorithm [20].
The DTW similarity approach is an established approach in areas, such as speech-
recognition [183, 191, 140, 80, 139, 138], and time-series data classification [187,
35, 62, 171, 88, 172].

As spoken words are equal in shape, but not necessarily in timing, the DTW
helps to overcome the temporal distortion in speech patterns by transforming the
data, in a non-linear fashion. The concern regarding the computational demands of
the algorithm is natural considering the applications such as databases containing
a large number of words, and real-time demands for specific applications such as
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speech recognition. Multiple publications have considered the computational load
and ways to speed up the calculation of DTW algorithm [101, 192, 143].

DTW is not the only algorithm used to compare data. Procrustes distance
compares data by estimating a centroid of the data, then shifting, rotating, and
uniformly scaling the data to get the best overall fit between two shapes [73, 170].
Hausdorff [136, 244, 16], and Fréchet distance [37, 221, 60, 47] are other measures
used to conduct data shape analysis.

In this chapter, the DTW analysis is used to compare the shapes of the trajec-
tories between the measured data, and the simulated data. The distance measure
is the Euclidean distance of the warped path.

δ (i, j) = (xi − yj)
2 (6.1)

Two fundamental properties of the DTW algorithm is outline below:

Monotonicity Points can only stay or increase at the current value.

Continuity The steps taken must be in the neighborhood of the current point.

The monotonicity ensures the ordering of the points with respect to time, while
the continuity ensures the choices of points stay coherent with the time-series data.
Additional conditions can be imposed to increase the computational speed of the
algorithm [20].

Warping Window Allowable points can be constrained to lie within a warping
window, |ik − jk| ≤ ǫ, where ǫ is a constant.

Slope Constraint Allowable paths can be constraints by a slope condition to
avoid large movements in a single direction

Boundary Condition Naturally, the lengths of the signals imposes natural bound-
aries for the algorithm.

However, Ratanamahatana and Keogh [186] note that for most practical prob-
lems, the CPU workload is not enough to commit significant resources in speeding
up the algorithm.

The algorithm calculates the accumulated cost γ (i, j) by:

γ (i, j) = δ (i, j) + min[γ (i− 1, y) , γ (i− 1, j − i) , γ (i, j − 1)]. (6.2)

To exemplify the problem, we revert to the pendulum problem in Chapter 3. The
model from Eq. (3.78) is restated here:

θ̈ = −
g

l2
(
r̃by cos(θ)− r̃bz sin(θ)

)
−
DQl|θ̇|θ̇ +DLθ̇

m

The inertia of the system depends on the length l. Small differences in the length l
have a significant impact on the period of the oscillation. Running two simulations
with l = 0.25m, and l = 0.3m produces two time-series of θ. Fig. 6.1 shows a
2D histogram with the distance between points on the signals ( ), and ( ) in
each cell. Simulating the pendulum twice with 50 samples yields a grid with 2500
grid points. Starting in lower right corner with i = j = 0, the algorithm must reach
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Dynamic Time Warping for Pendulum
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Figure 6.1: DTW diagram between two pendulums with different rod length l. The
θ signal for each pendulum simulation shown as ( ), and ( ) are evaluated
at each point with respect to the other signal forming a 2D historgram. The DTW
algorithm finds the lowest cost route between sample 0 and sample 50. The cost
at point P is low because the points on the curves are close to each other at the
specific sample.

i = j = 50. ( ) marks the DTW path solution.
Applying the DTW path solution to the time-series data changes the mapping
between points. Fig. 6.2 shows the mapping between trajectories using unmodified
temporal data in Fig. 6.2a, and the DTW temporal shift in Fig. 6.2b. The y-
components of the in Fig. 6.2 are the distances between the graphs evaluating the
‖·‖2 of the signals:

‖d‖2 = 3.38 (6.3)

‖dDTW ‖2 = 0.32 (6.4)

6.2 Experimental Implementation

The experimental validation requires two rigidly connected BlueROV vehicles with
Qualisys tracking. The following sections describe the implementation of the vehicle
connection, and the Qualisys setup.
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(a) Euclidean Distance metric without tem-
poral shift results in large errors.
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(b) DTW shifts points temporally to better
match the shapes of the different curves.

Figure 6.2: The matches between a standard Euclidean distance measure without
temporal shifts in Fig. 6.2a, and the DTW temporal matching in Fig. 6.2b

6.2.1 Vehicle Connector

A rigid coupling between the hulls implements the physical connector between the
vehicles. Fig. 6.3a shows the interconnection between the vehicles. The geometric
center is assumed to intersect with the CoM. It is essential to know the vector
between the CoM, and the connection point rAcA/A and rBcB/B . rAcA/A denote the
position vector of connector point cA with respect to frame A evaluated in frame
A. The simulator requires knowledge of the distance between the CoMs of the
vehicles as part of the constraint formulation. The link connection has to withstand
substantial force and moment. Fig. 6.3b shows the final bracket design. The frame
is constructed using four aluminum rods connected between the hulls and stabilized
by additional support rods.

The design was chosen to avoid unwanted deformation of the structure during
motion. However, the hydrodynamics of the design added significant dynamics to
the overall behavior of the system. The added dynamics was added to the overall
system as a vehicle node between the two BlueROVs. The connector drag coef-
ficients were obtained through CFD analysis using Ansys Fluent 17.2, while the
added mass parameters were obtained using Boundary Element Method (BEM)
analysis using WADAM.

Table 6.1: Dynamic Parameters of the connector bracket

Xu̇ [kg] 1.52 X|u|u [kgm ] 17.96 Xu [kgs ] 0

Yv̇ [kg] 0.517 Y|v|v [kgm ] 14.09 Yv [kgs ] 0.26

Nṙ [kgm] 0.025 N|r|r [kgm] 0.11 Nr [kgms ] 4.64
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xA xB

d
cA cB

rAc/A rBc/B

(a) Diagram of the interconnection between
the vehicles.

(b) The interconnection bracket with tape
to avoid reflections in the Qualisys detection
system.

Figure 6.3: Diagram of the interconnection, and the actual interconnection bracket

6.2.2 MCLAB Interface

The Qualisys measurement system is composed of six underwater cameras and uses
two frames as reference frames to track vehicles. The global Qualisys frame is a
tangential reference frame with an origin defined during calibration of the camera
system. For this thesis, the global Qualisys frame will be a NED-like frame with
origin On. The tracking system estimates the pose of a body-fixed reference frame
located on the vehicle based on reflective markers attached to the vehicle.

Origin OQ, located at one of the reflective markers on the leftmost vehicle,
defines the Qualisys body-fixed frame. Fig. 6.4b shows the location of the frame
fixed on the interconnected vehicle system. The Qualisys body-fixed axes, denoted
{Q} as seen on Fig. 6.4b, and the axes of the body-fixed frame of the vehicle itself
are aligned. The offset between the body-fixed frame attached to the CoM and the
Qualisys body-fixed origin OQ measured in the body-fixed frame is denoted pbQ/b
and shown in Fig. 6.4a. The position of the marker in the global frame is found
by rotating the body-fixed distance pbQ/b into the global frame, and adding the
position of the origin of the body-fixed frame pnb/n:

pnQ/n = pnb/n +Rn
b p

b
Q/b (6.5)

Differentiation of Eq. (6.5) yields the velocity of the marker position:

vnQ/n = vnb/n + ωnb/n ×Rn
b p

b
Q/b (6.6)

The actual displacement between the origin of the Qualisys body-fixed frame OQ,
and the body-fixed frame of the vehicle itself Ob is found through SolidWorks CAD
model to be:

pbQ/b = [0.2415, −0.165, 0]T . (6.7)

The kinematics of Eq. (6.5), and Eq. (6.6) is added to the simulation output to
allow for comparisons between the real data and the simulated data. The Qualisys
data is published on the internal laboratory network, and interfaced with ROS
through the qualisys ROS-package1.

1https://github.com/KumarRobotics/qualisys

94

https://github.com/KumarRobotics/qualisys


6.2. Experimental Implementation
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(a) Two BlueROV vehicles joined
together by a connection piece
made from aluminium profiles. The
origin of the body-fixed Qualisys
frame OQ and the origin of the
vehicles body-fixed frame Ob are
marked in red with the lever-arm
vector p

n
Q/b shown.
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(b) The experimental setup with
the active QUALISYS motion cap-
ture system in the background.
The fixed and moving Qualisys
frames denoted On and OQ respec-
tively can be seen.

Figure 6.4: The interconnected ROV system used in the validation procedure for
the multi-body modelling method.
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The master computer controls the thruster with PWM using a ROS-interface,
which connects to both the vehicles computers, and the Qualisys data network.
The vehicles publish their current thruster PWM settings at a fixed rate on the
network. The messages contain a timestamp with the local time of the computer
generating the message. The timestamps require synchronization between the mas-
ter computer and the vehicles. Network Time Protocol (NTP) was used to ensure
time synchronization. The PWM and Qualisys signals of the vehicles were logged
at 50 Hz and 200 Hz, respectively. All the signals on the network were logged by
the master computer.

6.2.3 Kinematic Kalman Filter

The Qualisys positioning system only measures the pose of the attached coordinate
frame. However, the actuation of the vehicles occurs on acceleration level. The
difference in the type of measurement and input leaves a relative degree of 2 between
the applied input and measured output. The relative degree means any error in the
single-vehicle parametric identification will aggravate twice through integrators.

The single-vehicle model is an approximation based on polynomials, and any
comparison results between the pose of the measurements and the simulations will
not fit accurately. To augment the analysis, a kinematic Kalman Filter (KF) is
employed to estimate the velocities based on the position data,

x̂
k|k−1

= F
k
x̂
k−1|k−1

,

P
k|k−1

= F
k
P
k−1|k−1

F T
k

+Q
k
,

(6.8)

where F
k

is the discretized state-space model, P
k|k−1

is the predicted covariance
matrix, and Q

k
is the state uncertainty matrix. x̂

k−1|k−1
and x̂

k |k−1
is the cor-

rected state vector of the previous sample, and the predicted state vector based on
previous sample state estimation. The correction phase uses the discrepancies be-
tween model, and measurement to obtain a residual, which then drives the update
of the KF gains and subsequent correction of the state estimate. The residual and
correction matrices are found as follows:

ỹ
k
= y −H

k
x̂
k|k−1

, (6.9)

S
k
= H

k
P
k|k−1

H
k
+R

k
, (6.10)

K
k
= HT

k
P
k|k−1

S−1
k
, (6.11)

where ỹ
k

is the measurement residual, H
k

is the measurement model, K
k

is the
KF gain matrix, and R

k
is the measurement uncertainty matrix. The correction

is then applied to the estimates and driven by the residual ỹ
k
, and the estimated

covariance is updated by the KF gain K
k

as follows:

x̂
k|k

= x̂
k|k−1

+K
k
ỹ
k
, (6.12)

P
k|k

= [I −K
k
H
k
]P
k|k−1

[I −K
k
H
k
]T +K

k
R
k
KT
k
. (6.13)
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The model employed to estimate the velocity from the pose is the simple kinematic
model as follows:

F
k
=

[
1 ∆t
0 1

]

⊗ I2,

H
k
= [I2, 02×2

],

(6.14)

where ∆t is the sampling time of the measurement system, and ⊗ is the Kronecker
product. The Qualisys system is recording the position data at 200Hz, making the
sampling time ∆t = 0.005s. Fig. 6.5 shows an overview of the comparison. The

Comparative Plot

Simulation
Data

Simulator

Logged Ex-
perimental

Data Kinematic
Kalman
Filter

ηc,νc

η̂, ν̂ηQ

u

Figure 6.5: The figure shows the method of comparative study. First, the PWM
signals logged in the experimental trails and the Qualisys pose vectors are fed to
the simulator and Kinematic KF respectively. Thereafter, the resulting pose and
velocity vectors of the experimental data and simulation is compared.

simulator, described in Section 3.5 and 5.4.5, take the logged PWM as inputs. The
poses, logged by the Qualisys position system, are used in the correction step of the
kinematic KF to estimate the velocities. The resulting trajectories and velocities
are compared using the DTW similarity measure, and Pearsons R-Correlation.

6.3 Straight Path Experiments

The first proposed experimental validation procedure is the straight path motion.
The straight path motion is the most uncomplicated conceivable motion possible,
as this isolates the surge DOF dynamics and thereby reduces potential uncertainty
introduced by interaction with other DOFs.

As was mentioned in Section 6.1, the depth of the tank restricts the motion of
the system to the horizontal plane. The built-in depth controller in the BlueROV
maintains the horizontal plane restriction.

Additionally, horizontal plane restriction serves to reduce the number of DOFs
in the system, and thereby reduce the accumulated errors resulting from uncer-
tainty in the model parameters. A total number of 14 datasets were collected
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Figure 6.6: Time-series comparison of a straight run dataset in the horizontal plane.
The dataset is the last captured set with 1800[µs] PWM on all surge thrusters.

during the experiments. The length of each dataset spans 12 seconds, where the
first 3 seconds are zero-input steady state conditions until the surge thrusters are
engaged. Fig. 6.6 shows the X and Y trajectories of both the simulations and the
real data.
Fig. 6.6a shows the position of the simulated and measured data along the x-axis.
The profiles are in agreement especially for the gradient of the curve. However,
there is a time delay between the measurements and simulation after the thrusters
are engaged.

Fig. 6.6b shows the position of the simulated and measured data along the y-
axis. The simulation ŷ is, as expected, zero. However, the real data y shows some
fluctuations around zero, but the magnitude are only a few centimeters.
The reason for the offset in Fig. 6.6a is multi-factorial. First, the thrusters are as-
sumed static as the propeller spin-up constant is very small. Secondly, the dynamics
of individual thrusters vary slightly. It was noted, in Chapter 5, that the individual
RPS of thrusters would vary for the same PWM, and at the same forward velocity.
However, from the Figs. 6.6, the trajectory is a straight line and, thus, there is
no significant variation in the RPS between the thrusters on each local vehicle or
even between them since they follow the same trajectory without deviation of the
simulations.
Finally, the tether cables extruding from each of the vehicles are not part of
the model. The tether cables introduce additional rigid-body mass, hydrodynamic
added mass, and drag, which in turn decreases the acceleration and steady-state
velocity of the combined system. Fig. 6.7 support the hypothesis. The comparison
between the euclidean norm of the horizontal velocity components from the sim-
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Figure 6.7: Comparison of the simulated and measured velocity profiles denoted
||ν̂||2 and ||ν||2 respectively. The time of thruster engagement is marked by the
line . The horizontal steady-state velocity is identical between the simulation,
and the real data. However, the rise-time of the real system is slightly slower than
that of the simulation.

ulation and measurements, shows that rise-time of the simulation is smaller than
that of the measurements, while the difference in steady-state conditions is neg-
ligible. The result suggests, that the cable drag is a non-significant factor, which
makes sense, since the cables were dragged after the vehicles and, thus, remained
streamlined to the direction of flow. Using the drag coefficient of a flat plate in
turbulent conditions, the drag force of the cable is estimated as:

Fd =
1

2
ρdφCt|ua|uaL = 0.12|ua|uaL, (6.15)

where L is the length of the cable, ua is the water flow velocity, Ct is the drag
coefficient, and d is the diameter of the cable. For the case in Fig. 6.7, the velocity
is 0.9 m

s , and the vehicles manage to reach 8 m from the initial point. The added
drag increases as a function of the length of the cable. From Eq. (6.15), the cable
drag at the end of the motion becomes:

Fd = 0.12|0.9|0.9 · 8 = 0.77N,

which is negligible compared to the vehicles and connector itself by a factor of 32
and 16, respectively.

There is a notable discrepancy between the initial conditions in Fig. 6.7. The
discrepancy is a result of the depth and attitude hold controller of the vehicle. The
attitude controllers of the vehicles were initially Proportional-Integral-Derivative
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Figure 6.8: Average ||·||2 error distance µ̃ between the simulation and the positional
data and velocity data respectively for the straight path trials. The x-axis shows
the datasets named by their difference from the baseline 1500[µs]. The average
error distance is low compared to the total distance travelled.

(PID) type controllers, However, small differences in the estimated attitude in
each vehicle induced integrator wind-up in the controllers. Therefore, the integral
term of the controllers was removed at the cost of small steady-state errors in the
attitudes.

As mentioned, the x-position on Fig. 6.6a was identical between the simulation
and measurement except for a time delay. The same is true for the velocity on
Fig. 6.7.

This time-delay has a profound impact on trajectory outcome of the simulation
versus the data. Using DTW from Section 6.1 allows warping the time for the curves
to match each other better. Fig. 6.8 shows the results of the calculated averages for
each data-set, where the x-axis signifies the increased PWM from baseline 1500[µs]
denoted ∆PWM.
Fig. 6.6, and 6.7 shows the data from ∆300R2, which has an error of 0.027m and
0.025ms respectively. Overall the average errors between the simulations and the
measurements are upper bounded by 0.15m and 0.1ms respectively.

The Pearson R Coefficient is added to complement the DTW analysis. The Pear-
son Coefficient measures correlation between variation in time-series data. Fig. 6.9
shows the correlations between the x-position of the simulation and measurements
and the normed velocity of the simulation and measurements. The y-position of
the simulation on Fig. 6.6b was not excited, while the data measurements showed
a few centimeters of fluctuations around the zero axis. The zero excitation leaves
no variation in the time-series, whereas the data has variation.

6.4 Rotational Experiments

The first experimental validation procedure restricted the motion to the surge
DOF and avoided rotational dynamics. This section expands the analysis from
non-rotational to rotational excitation in combination with translational motion.
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Figure 6.9: Pearson R coefficients for the forward position x and the euclidean
norm of the velocity vector ||v||2 for the straight path trails. The x-axis shows the
dataset as the difference from the baseline 1500[µs].

The experiment is implemented by only engaging the surge thruster on one
ROV, and leaving the other ROV as dead-weight. The motion resulting from this
differential thruster scheme was an initiation of a forward motion for the port side
ROV, which in turn triggered a starboard turn from the drag of the right ROV.
Fig. 6.10 shows the positional data of a single run. The trajectory of the system
forms a circle, which is evident as the x and y components each forms a sinusoidal
curve. Fig. 6.10a shows the x position for the simulation, and real data respectively.
Qualitatively, the curves follow the same motion. However, an offset occurs after a
few seconds of thruster actuation. lx and l̂x in Fig. 6.10a visualise the peak-to-peak
distance for the data and simulation respectively. Measuring the two peak-to-peak
distances yields:

lx = 2.45 m, l̂x = 2.42 m. (6.16)

The deviation between the peak-to-peak distances, is less than 1%. The y positions
for the simulation and real data is shown in Fig. 6.10b. The curves overlap for the
first 7 seconds of the simulation until an offset develops. As was the case for the x
position, the y position offset is very similar to the x position offset.

ly = 2.34 m, l̂y = 2.41 m, (6.17)

meaning the y offset is around 3% deviation between the peak-to-peak distances
of the signals.

Fig. 6.11 shows the yaw angle ψ and the estimated yaw rate r with the respec-
tive simulation equivalents. The yaw rotation in Fig. 6.11a follows the actual data
very well both temporally, and spatially. The yaw angle ψ exceeds π around 8.5 sec-
onds into the experiment causing a change of the sign. The heading rate is positive
as expected as only the port-side vehicle actuates the system causing a starboard
turn. Apart from a time delay in the measurements, the resulting curves are similar.
Fig. 6.11b compare the estimated yaw rate of the real data r with the simulated
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Figure 6.10: Analysis of single dataset from the rotational trials, where the left-most
ROV is engaging surge thrusters at ∆200µs forward direction.
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Figure 6.11: Analysis of single dataset from the rotational trials, where the portside
ROV is engaging surge thrusters at ∆200µs forward direction.
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yaw rate r̂. The yaw rate curves are very well aligned. The estimated yaw rate
experience considerable fluctuations around 6 to 10 seconds into the experiment.
The fluctuations are due to the Qualisys system loosing track of the pose in a few
samples. However, the steady-state yaw rate from 10 seconds and forward matches
the simulation very well. Fig. 6.12 shows the euclidean norm of the horizontal
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Figure 6.12: Comparison of the euclidean ||·||2 of the horizontal velocity components
of the simulation ||v̂||2 and the measurements ||v||2.

velocity vector. However, the difference in rise-time suggests an underestimation of
the inertia parameters. The cause of the underestimation is most likely due to the
extra mass of the tether wires. The results strengthen the assumption, that any
inconsistencies in the translational velocity were from added wire mass as the effect
on the rotational inertia should be minimal. The results of the rotational exper-
iments are analyzed using DTW. DTW is neither scale nor rotational invariant,
and therefore no analysis of the position data is conducted. Instead, the analysis
considers the average heading angle µ̃ψ, the euclidean norm of the velocity vector
µ̃||v||2 and the body angular velocity µ̃r. The results are shown on Fig. 6.13. The
errors between the simulations and measurements are small. Finally, Fig. 6.14
shows the Pearson R coefficient for the pose, angular rate and the normed hori-
zontal velocities. Generally the correlation between the curves are high except for
∆100R0, this suggests that the trajectories of the experimental data matches the
equivalent simulated cases.

6.5 Chapter Summary

In summary, the chapter presented the model validation for the modular under-
water robotic systems model developed in Chapter 3 and 5. The model validation
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6.5. Chapter Summary

was based on free motion data obtained in MCLAB at NTNU. A straight-ahead
type experiment was conducted to isolate a single DOF, as well as, a rotational
type experiment where only one vehicle actuated the whole system. The subsequent
data analysis utilized the DTW transform to evaluate the similarity between the
measured and simulated trajectories. The model successfully captures the primary
behavior of the actual system.
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Chapter 7

Predictive Control for Rendezvous

and Docking

The automatic modeling approach of Part I describes the dynamics of a MUR
system with settled morphology. Forming a morphology between MURs require
physical connection between the robots. Establishing a physical connection between
the robots require the robots to rendezvous and dock with each other.

Organization of this Chapter

The organization of the chapter is as follows, Section 7.1 introduces the concept of
rendezvous and docking. Section 7.2 introduces the discretization used to convert
the continuous model to an equivalent discrete model. Then, the standard MPC
is presented in Section 7.3, where the advantage and disadvantage of using such a
control approach is considered. Section 7.4 describes the Distributed Model Predic-
tive Control (DMPC), which distributes the optimization problem across multiple
nodes. Finally, Section 7.5 completes the chapter with a summary.

7.1 Introduction

The term Rendezvous refers to the action of meeting at a specific time and place [151],
while the term docking refers the action of physically connecting between two bod-
ies. In literature, docking and berthing often occur interchangeably, but this thesis
only uses docking.

The envisioned system introduced in Chapter 1 posits that the MURs are small-
sized vehicles that operates in cluttered environments. The size and operational
space constraints limits the array of navigation sensors available to the vehicles.
Utilization of camera based navigation solves the close-quarter navigation problem
by providing a small sized sensor with potential for high accuracy. Camera based
navigation has received much attention in the last decades. However, besides the
issues related to robustness of computer vision, the camera based navigation suffers
a limited field-of-view of the sensor.
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7. Predictive Control for Rendezvous and Docking

Naturally, feedback based on camera navigation require that the camera points
in the appropriate direction, such that, the target of interest is within the field-of-
view. Therefore, the field-of-view provides a hard-constraint to the control problem.
Several authors, in different fields of literature, investigates control methods that
take into account the limitations of camera based navigation. In the aeronautical
literature, Weiss et al. [233] proposed a MPC for rendezvous and docking for space-
crafts with Line-of-Sight (LOS) constraints. Li and Zhu [121] proposed a non-linear
MPC approach to rendezvous spacecrafts with LOS constraint in elliptical orbits.
Park, Cairano, and Kolmanovsky [163] investigated rendezvous and docking for a
spacecraft and a tumbling/rotating platform with LOS constraints.

In context to underwater vehicles, multiple authors consider the control problem
for the camera-based navigation with LOS constraints. Panagou, Maniatopoulos,
and Kyriakopoulos [158] proposed a docking algorithm for docking of underac-
tuated underwater vehicles in 3-D space based on potential-fields. Maniatopoulos,
Panagou, and Kyriakopoulos [128] applied a MPC to the docking problem of an un-
deractuated underwater vehicle with LOS constraints. Panagou and Kyriakopoulos
[157] considered camera-based docking of an underacted vehicle with respect to a
stationary target using a switched control law and potential fields for guidance.

In summary, camera based rendezvous and docking is composed of a two part
problem with a LOS constraint. In the first stage, the vehicles must approach each
other in a rendezvous-fashion, such that, they converge to the same point at the
same time. In the second stage, the vehicles connect physically to each other in the
docking maneuver. Both stages are subjected to the LOS constraint.

The MPC is an advanced controller that considers both the system behavior
through mathematical modeling and the possible restrictions on the control input,
as well as, the states themselves. Since the MPC handles constraints directly in the
formulation, the controller strategy readily solves the LOS problem. Furthermore,
the This chapter presents the basics of the MPC, the necessary notation, and the
DMPC.

7.2 Discrete-Time Dynamics

Part I considered continuous-time dynamics, which entailed descriptions of motion
followed an ODE.

ẋ (t) = f (x (t) ,u (t)) . (7.1)

This thesis considers control of discrete form. Hence, the continuous dynamics in
Eq. (7.1) require discretization to produce a description of the following form,

x
k+1

= f̄ (x
k
,u

t
) , (7.2)

where x
k

is the state-vector at time sample k, x
k+1

is the state at time sample
k+ 1 based on the state x, and input u at time sample k. Integration of Eq. (7.1)
produces the state-transition function f̄ :

f̄ (x
k
,u

k
) = x

k
+

∫ tk+1

tk

f (x (τ) ,u (tk)) dτ, (7.3)
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where t is the time, tk is the time at sample k, and h is the sampling time, such
that,

tk+1 − tk = h. (7.4)

Notice, the input u (t) of Eq. (7.3) stays constant over the integration. The com-
plexity of Eq. (7.1) often requires approximation of the integration in Eq. (7.3) by
numerical integration. There exist multiple numerical integration procedures. Two
simple approaches are the Euler integration and the Runge-Kutta methods. The
Euler integration evaluates the dynamic function Eq. (7.1), and scales it with the
sampling time to produce an approximation of the next state:

x
k+1

= x
k
+ hf (xk,uk) . (7.5)

The Euler integration is simple to implement. The cost of simplicity is lack of
stability and accuracy. Small sampling times partially mitigate the low accuracy
and stability, but this approach increases the computationally cost. The Runge-
Kutta method is a popular alternative to Euler integration. This thesis utilizes the
explicit Runge-Kutta of fourth order for integration of the continuous dynamics
in Eq. (7.1) to produce the discrete state-transition mapping of Eq. (7.2). The
following summation of terms describe the explicit Runge-Kutta method:

x
k+1

= x
k
+ h

s∑

i=1

biki, (7.6)

where ki is the ith intermittent function evaluation, h is the sampling time, s is
the order of the method, and b represents a scaling factor. The evaluation points ki
calculated as a series based on previous values of k. The sequence initializes with,

k1 = f (x
k
,u

k
) . (7.7)

The subsequent series of intermittent points ki are calculated as follows,

ki = f



xk + h

i−1∑

j=1

ai,jkj ,uk



 for i = 2, . . . , s, (7.8)

where ai,j are scaling factors. The input uk stays constant during the evaluation of
Eq. (7.7) and (7.8). The scaling factors bi and ai,j results from the Butcher’s tableau
depending on the order of the method employed [30]. Tab. 7.1 shows a Butcher’s
tableau for a generic order explicit Runge-Kutta method. The ci coefficients denote
the time-point at which the state evolution takes place,

tk,i = tk + hci. (7.9)

Tab. 7.2 shows the Butcher’s tableau for Runge-Kutta of fourth order. The trial
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c1

c2 a2,1

c3 a3,1 a3,2
...

...
. . .

cs as,1 . . . as,s−1

b1 b2 . . . bs

Table 7.1: Butcher tableau for generic order Runge-Kutta method.

0
1
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1
2

1
2 0 1

2

1 0 0 1
1
6

1
3

1
3

1
6

Table 7.2: Butcher tableau for Runge-Kutta of fourth order.

midpoints ki from Eq. (7.7) and (7.8) becomes:

k1 = f (x
k
,u

k
) ,

k2 = f

(

x
k
+
h

2
k1,uk

)

,

k3 = f

(

x
k
+
h

2
k2,uk

)

,

k4 = f (x
k
+ hk3,uk) .

Finally, the integration completes with the evaluation of Eq. (7.6) to yield the
subsequent state x

k+1
:

x
k+1

= x
k
+
h

6
(k1 + 2k2 + 2k3 + k4) . (7.10)

The ci coefficients of Tab. 7.2 shows that the Runge-Kutta of fourth order evaluates
the dynamics twice at the time midpoints, and once at the full sampling time.

7.3 Standard Model Predictive Control

MPC is an optimization-based control approach, where the controller determines
the control inputs u based on the current state information, and predicts the future
states based on a model. The MPC utilizes the state information obtained at each
sample instance to simulate the system model over a horizon of N steps using
a control sequence. The control sequence results from the optimization problem,
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Figure 7.1: The MPC solves an open-loop optimization problem at sample k = 0
over a horizon N to obtain a control sequence of length N which is optimal with
respect to the cost function J . The controller applies the first element of the control
sequence to the plant, and repeats the process. The MPC incorporates control and
state restrictions directly in the formulation. The controller enforces the restrictions
umax = 0.8, and x2,min = −1.

which seeks to minimize a cost function. The MPC applies the first element in the
obtained control sequence. The system simulates the model from sample k = 0 to
sample k = N . Fig. 7.1 illustrates the principle of the MPC on a two-state system
with a prediction horizon of 50 samples.

x
1,t|t

denotes the first state at time t, x
1,t+15|t

denotes the future prediction of
state one at sample k = 15 based on the state information at time t.

The MPC considers restrictions on the control input and the states. The control
constraint and the state constraint are shown by ( ) and ( ) respectively.

At time k = 0, the MPC calculates the optimal input to minimize a cost function
J over the horizon k = 50. The predicted states denoted by ( ) and ( )
respectively are calculated based on the mathematical model. The cost function J
comprises of two terms, namely the stage-cost and the terminal cost,

J (X,U) = lN
(
x
t+N|t

,u
t+N

)
+

N−1∑

k=0

l
(
x
t+k|t

,u
t+k

)
, (7.11)

where l
(
x
t+k|t

,u
t+k

)
is the stage-cost function, lN

(
x
t+N|t

,u
t+N

)
, X ∈ R

nx×N con-
sist of all the state-vectors for all times on the horizon N , and U ∈ R

nu×N consist
of all the control inputs over the horizon N , such that,

X = [x
t|t
,x

t+1|t
, . . . ,x

t+N−1|t
],

U = [u
t
,u

t+1
, . . . ,u

t+N−1
].

(7.12)
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The formulation of an open-loop control problem is then to minimize the cost
function J for all the inputs U , such that,

minimize
U

J (X,U) (7.13)

subject to
u
t+k

∈ U for k = 1, . . . , N − 1,
x
t+k|t

∈ X for k = 1, . . . , N − 1,
x
t+N|t

∈ XN ,
x
t+k+1|t

= f̄
(
x
t+k|t

,u
t+k

)
for k = 0, 1, . . . , N − 2,

(7.14)

where XN is the required terminal state region, X and U is the state and input
constraint region respectively. The constraint regions usually form convex polyhe-
drons implemented as linear inequalities. The constraints in Eq. (7.14) are hard-
constraints. Thus the solution to problem Eq. (7.13) requires that there exist a
feasible solution. In essence, the feasibility condition is a controllability condition.
The MPC handles constraints and Multiple-Input-Multiple-Output (MIMO) sys-
tems directly in the formulation. The ability to handle constraints constitute a
significant advantage as constraints occur naturally in many systems. Conversely,
the required computational power necessary to solve the optimization problem
poses the primary challenge in employing the MPC.

7.4 Distributed Model Predictive Control

Section 7.3 presented the standard MPC. The computational demands of the MPC
require a conscious choice of the formulation, as well as, the number of states in the
system. The process industry has successfully employed standard MPCs for large-
scale systems [180, 181, 68]. The success partly rests on the slow dynamics of the
processes, which allows for more computational time between samples, and partly
due to a neglectable interaction between processes, which allows for a decentralized
design of controllers.

Scattolini [199] reviews the contemporary methods in decentralized, distributed,
and hierarchical MPC methods. Fig. 7.2 shows a decentralized control architecture,
where the two subsystems v1 and v2 respectively operate with a neglectable state
interaction. Since the state interaction is neglectable, the control design handles
the interference of the other plants as disturbances.

A MUR comprises of fast dynamics, which require higher control sampling rate.
Thus, the sampling time imposes limitations on the computational time of the
optimization algorithm. Systems comprised of MURs represents another control
problem with a high number of states. Moreover, the physical reconfiguration of
the robots is not neglectable. The non-neglectable interaction between the robots
violates the assumptions of the decentralized approach to control. Thus, the MUR
system requires distributed control to account for the interaction. Fig. 7.3 shows
the distributed control architecture. The solid lines denote the non-neglectable
state interaction between plant v1 and v2.
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Figure 7.2: The decentralized architecture considers the state interaction as ne-
glectable disturbances, and the decentralized MPCs acts as standard MPCs [199].
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Figure 7.3: The distributed control architecture considers the non-neglectable state
interaction between the plants by synchronizing the controllers [199].
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7.4.1 Graph Notation

Graphs are standard mathematical tools for dealing with complex interconnected
systems, and in this thesis, the graphs provide a foundation for the cooperative
control.

Consider a multi-vehicle system comprised of n MURs. The MURs interact
through a network defined by a graph-topology G. Fig. 7.4 shows an example in-
terconnection of a graph-topology, where each node vi correspond to a MUR, and
the edge eij comprise of the set of connecting nodes, such that,

eij = {vi, vj}, eji = {vj , vi}. (7.15)

In undirected graphs, the edge does not contain directional information, and there-
fore eij = eji for undirected graphs. For directed graphs, digraphs, the edge impose
a direction. Thus, eij 6= eji for digraphs. This thesis does not consider multi-graphs,
that is graphs with multiple edges between two nodes. In turn, only one instance
of the edge exists for digraphs, either eij or eji.

Together the set of vertices V and the set of edges E constitute a graph G.

G = {V, E}. (7.16)

The MUR in the graph has a set of neighbors Ni consisting of all vertices in the
graph connected to the MUR,

Ni(G) = {vj ∈ V | {vi, vj} ∩ E 6= ∅ ∨ {vj , vi} ∩ E 6= ∅}. (7.17)

The edge set Ei contains all the edges connected to node i, such that,

Ei (G) = {e ∈ E | {vi} ∩ e 6= ∅, ∀e ∈ E}. (7.18)

Example 7.1: Edge Set, and Neighbors

Considering the network in Fig. 7.4b, the neighborhood N2 comprise of all
other nodes than v2, such that,

N2 = {v1, v3, v4}. (7.19)

Since node v2 connects to all other nodes, the edge set E2 equals the full set,

E2 = E . (7.20)

Node v1 only connects to node v2, thus the neighborhood set N1 only contains
node v2,

N1 = {v2}. (7.21)

The edge set of node v1 contains only one connection: {v1, v2}. Thus,

E1 = {{v1, v2}}. (7.22)
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Example 7.1 provides an example of the edge set of the digraph from Fig. 7.4b.
Eq. (7.17) produces identical neighborhood sets for the undirected graph of Fig. 7.4a
and the digraph of Fig. 7.4b. However, the edge set may differ between the graphs
since the digraph contains ordered edges. The cardinality of the edge sets is identi-
cal due to neither graphs being multi-graphs. This thesis applies arbitrary direction
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Figure 7.4: Interconnection between the vehicles represented as nodes.

to undirected graphs to avoid ambiguity in the edge sets.

7.4.2 Dual Decomposition

Consider a graph with three interconnected systems, such that n = 3. The cost
function J comprises of the cost function contributions associated with each vehicle,

J (x1, x2, x3, y, z) = J1 (x1, y) + J2 (x2, y, z) + J3 (x3, z) . (7.23)

The desire to minimize Eq. (7.23) yield an unconstrained optimization problem on
centralized form,

Puc : minimize
x

J1 (x1, y) + J2 (x2, y, z) + J3 (x3, z) , (7.24)

where x = [x1, x2, x3, y, z]. Pc contains five decision variables and thereby repre-
sents a small-scale problem. Separating the cost function of Eq. (7.24) allows for
parallelism of the optimization problem. However, the cost functions J1 and J2 both
depend on the variable y, while the cost function J2 and J3 depends on z. Evidently,
the variables y and z couples J1 and J2, and J2 and J3 respectively. Fig. 7.5 shows
the system graph with an arbitrary direction applied. The couplings complicate
the decomposition of the cost function. Fortunately, dual decomposition solves the
problem from Eq. (7.24) by introducing a local version of y and z at the respective
systems, and then impose a coupling constraint between the independent variables.
The minimization problem then changes from a purely unconstrained problem to
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Figure 7.5: Example of graph interconnection between three nodes. The arbitrary
direction on the edges result in specific signs on the variable constraints, which is
shown under the edges.

a equality constrained problem as follows,

Pc :







minimize
x̄

J1 (x1, y1) + J2 (x2, y2, z2) + J3 (x3, z3) ,

subject to,

h (x̄) = 0,

(7.25)

where x̄ = [x1, x2, x3, y1, y2, z2, z3]
T , and h (x̄) contains the equality constraints,

such that,

h (x̄) =

[
h12 (x̄)
h23 (x̄)

]

=

[
y1 − y2
z2 − z3

]

. (7.26)

Every constraints of Eq. (7.26) associates with an edge in the connection graph,
such that, h12 belongs to e12 and h23 belongs to e23. The equality constraints are
linear, and for notation the constraint are put on matrix form.

Ai,cxi = 0, (7.27)

where Ai,c is the constraint matrix of edge c wrt. vehicle i, i. e.,

A1,12 =
∂h12
∂x1

= [0, 1], (7.28)

A2,12 =
∂h12
∂x2

= [0, −1, 0], (7.29)

A2,23 =
∂h23
∂x2

= [0, 0, 1], (7.30)

A3,23 =
∂h23
∂x3

= [0, −1], (7.31)

where x1, x2, and x3 are the local decision vectors, such that,

x1 = [x1, y1]
T , x2 = [x2, y2, z2]

T , x3 = [x3, z3]
T . (7.32)

The constrained problem of Eq. (7.25) is equivalent to the unconstrained problem
of Eq. (7.24). The number of decision variables increased from five to seven, with
an additional two additional constraints imposed. However, the new formulation
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separates the cost functions J1, J2, and J3 to allow parallelism in the minimiza-
tion procedure. The imposed constraints does complicate the new formulation, but
dual decomposition deals with the constraints through Lagrangian Relaxation. The
Lagrangian L of each sub-problem becomes,

Li = Ji (xi) +
∑

e∈Ei

µeAi,exi (7.33)

The resulting Lagrangians for the sub-problems of the graph in Fig. 7.5 becomes,

L1 = J1 (x1, y1) + µ12y1,

L2 = J2 (x2, y2, z2)− µ12y2 + µ23z2,

L3 = J3 (x3, z3)− µ23z3.

(7.34)

The dual functions of Eq. (7.34) are then:

g1 (µ12) = inf
x1

(J1 (x1, y1) + µ12y1) , (7.35)

g2 (µ12, µ23) = inf
x2

(J2 (x2, y2, z2)− µ12y2 + µ23z2) , (7.36)

g3 (µ23) = inf
x3

(J3 (x3, z3)− µ23z3) . (7.37)

The dual problem of the dual functions in Eq. (7.35) are then,

maximize
µ12,µ23

g1 (µ12) + g2 (µ12, µ23) + g3 (µ23) (7.38)

The solution to Eq. (7.38) is solved using sub-gradients [21, 26], such that,

µk+1
e = µke + γege (x̄

∗) (7.39)

where γe is the step-size of the given edge update, ge is the constraint related to
the edge e, and x̄∗ is the optimal state vector used to minimize Eq. (7.35).

7.5 Chapter Summary

The chapter presented the general problem of rendezvous and docking for under-
water vehicles. Specifically, the problem of rendezvous and docking for underwater
applications with camera constraints was considered. First, an overview of the
literature relevant for camera-based rendezvous and docking was presented. The
camera-based navigation imposed LOS constraints on the problem. The LOS con-
straint requires attention on a control level and, therefore, the chapter proposes to
apply predictive control to solve the problem. The predictive controllers simulates
the model behavior ahead of time to find a sequence of control inputs that optimally
minimizes a user-defined cost-function. The applied controllers utilize discrete time
dynamics, which requires transformation of the continuous time dynamics. The
chapter presented two methods, Euler integration and explicit Runge-Kutta, for
transforming continuous plant dynamics from discrete time equivalents. Then, the
concept of a standard MPC was briefly introduced. Finally, the chapter introduced
the DMPC by dual decomposition to distribute the control problem among the
MURs.
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Chapter 8

Rendezvous and Docking using

Distributed Model Predictive

Control

Reconfiguration of a MUR system require physical attachment, and detachment
between the robots. Furthermore, the act of attaching to each other encompass the
same difficulties as those of the rendezvous and docking problem.

Contribution

The contribution of this chapter is a cooperative docking algorithm which allows
the MURs to rendezvous and dock with each other.

Organization of this chapter

The organization of this chapter is as follows:
Section 8.2 describes the model dynamics employed in the Chapter. Section 8.3
presents the control problem in a centralized fashion. In Section 8.4 the distributed
controller is derived from the centralized problem using dual decomposition. Sec-
tion 8.5 presents and discusses the results of the simulation. Finally, in Section 8.6,
the conclusion is given along with considerations of future work.

Publications

The material used in this chapter is based on the following publication,

[C3] Mikkel Cornelius Nielsen, Tor Arne Johansen, and Mogens Blanke. “Coopera-
tive Rendezvous and Docking for Underwater Robots using Model Predictive
Control and Dual Decomposition”. In: 2018 European Control Conference
(ECC). Limassol, Cyprus: IEEE, 2018, p. 6
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8.1 Introduction

The issue of multi-vehicle rendezvous and docking with multiple objectives, input
constraints, and visual constraints pose a challenging problem. MPC is an advanced
control strategy often employed to solve problems where constraints pose a central
issue in the objectives. Several authors, [36, 59, 102], have investigated DMPC. Dual
decomposition is a frequently applied method, which decomposes a large central
optimization problem into smaller sub-problems that can be solved locally.

The decomposition transforms the coupled objective function into decoupled
objective functions with coupling constraints. Afterwards, the constraints are re-
laxed using Lagrangian relaxation and the individual vehicles enforce the coupling
constraints by manipulation of the dual variables. Multiple authors, [72, 185, 108,
74], have exploited the dual decomposition technique in various contexts. However,
none have considered multi-vehicle docking.

The strategy utilizes a DMPC by dual decomposition to achieve rendezvous
while the vehicles maintain visual contact with each other. The rendezvous problem
is solved as a consensus problem solved by introducing a consensus point with a
coupled equality constraint between the vehicles. Inspired by, [164] and [163], the
visual constraint of the cameras are constructed as inequalities. The constraints
are decomposed using dual decomposition and subsequently relaxed by Lagrangian
relaxation. The dual variables are then updated by negotiation between neighboring
vehicles to thereby enforce the relaxed constraints.

8.2 Modeling

For brevity, the docking algorithm proposed in this chapter only considers the
planar case. This dimensional reduction imposes an assumption on the free degrees
of motion,

Assumption 8.1 (3-DOF). The dive-plane is stabilized by an active attitude-
heave control system.

Thereby, the assumption removes the roll, pitch, and heave from the problem and
only leaves the surge, sway, and yaw degrees for control. The vehicles employes the
{n}, and {b} frames introduced in Chapter 2. However, the coordinates of the pose
vector η and the velocity vector ν reduces to the control degrees, The pose of a
vehicle in the global frame is denoted η is defined as follows,

η = [N, E, ψ]T , (8.1)

where N and E are the position coordinates in the North-East frame and ψ is
the yaw-angle relative to north. The body-fixed velocity vector is denoted ν and
defined as,

ν = [u, v, r]T , (8.2)
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The transformation matrix Jψ only requires a rotation matrix of the plane,

η̇ =

Jψ
︷ ︸︸ ︷




cos (ψ) − sin (ψ) 0
sin (ψ) cos (ψ) 0

0 0 1



ν. (8.3)

Figure 8.1 shows the global coordinate frame with the origin denoted On along
with the two coordinate frames attached to two vehicles.

8.2.1 Kinetics

Underwater vehicles are affected by hydrodynamic effects. As a consequence a
vehicle experiences the effect of hydrodynamic damping and added mass.

Mν̇ +D (ν)ν = u, (8.4)

where M and D is the inertia, including added mass, and damping matrix respec-
tively defined as follows:

M
∆
= diag (m11,m22,m33) , D

∆
= diag (d11, d22, d33) , (8.5)

and u being the force input in each DOF. The model Eq. (8.3) and (8.4) is rep-
resented on standard ODE form by aggregating the pose and body-velocity vector
as follows:

x = [ηT , νT ]T . (8.6)

The combined state evolution can then be written as follows:

ẋ = f (x,u) . (8.7)

When considering multiple vehicles in Section 8.3, the vehicles associated with the
i-th vehicle is assigned an index i.

8.3 Multi-Vehicle Model Predictive Control for Docking

This section defines the consensus and visual constraint, as well as, the centralized
MPC controller. In this section the two objectives, consensus and visual constraints,
are defined and combined into a centralized controller.

8.3.1 Notation

Consider a multi-vehicle system comprised of n agents. The agents interact through
a network defined by a graph-topology G. Agent i in the network correspond to a
vertex vi in the graph, the connection between individual agents are defined by the
edge eij = vivj . Together the set of vertices V and the set of edges E constitute a
graph G.

G = {V, E}. (8.8)
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Each agent in the graph has a set of neighbors Ni consisting of all vertices in the
graph connected to the agent

Ni(G) = {vj ∈ V | {vi, vj} ∩ E 6= ∅ ∨ {vj , vi} ∩ E 6= ∅}. (7.17 restated)

Recalling from Chapter 7 that the edge set of the local node is,

Ei (G) = {e ∈ E | {vi} ∩ e 6= ∅, ∀e ∈ E}. (7.18 restated)

8.3.2 Line-of-Sight Constraints

The navigation of the MURs utilize optical navigation for both the rendezvous and
docking phase. THe optical navigation is camera based. The camera based naviga-
tion requires constant line-of-sight to the target. Inspired by work in [163], [164]

E

N

x1

y1

φ1x2

y2

dmax
OA

On

Figure 8.1: Figure shows a multi-vehicle system consisting of two vehicles v1 and
v2 as well as an object OA. The camera cones are shown in brown, blue and green
respectively along with the constraint direction. φ1 on v2 shows the relative rotation
between the onboard camera and the vehicle.

and [165] the line-of-sight (LOS) constraints can be formulated as follows,

n+
i,j
ej,i ≤ 0, for ∀vi ∈ V ∧ vj ∈ Ni,

n−
i,j
e
j,i

≤ 0, for ∀vi ∈ V ∧ vj ∈ Ni,
(8.9)

where the normal vectors n+
i,j

and n−
i,j

are parameterized in the ith vehicles respec-
tive camera rotation. Notice, that the n vectors are parameterized in the states,
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and thus are time-varying. The e
j,i

is the relative position between the vehicle in
the global frame and is assumed measured by the local camera.

ej,i = [Nj −Ni, Ej − Ei]
T .

The parameterizations of the normal vectors n+
i,j

and n−
i,j

are,

n+
i,j

:
[
− sin

(
ξ
i,k

+ αk
)

cos(ξ
i,k

+ αk)
]
,

n−
i,j

:
[
sin

(
ξ
i,k

− αk
)

− cos(ξ
i,k

− αk)
]
,

(8.10)

where αk is the camera half-angle of the visual cone for camera k, ξ
i,k

is the direction
of the cone relative to the global frame ξ

i,k
= ψi + φk with φk being the relative

rotation between the vehicle i’s local x-axis and the visual cone of camera k. Fig. 8.1
shows the camera cone of two vehicles with respect to each other and a target.

8.3.3 Consensus Problem

The control objective is to solve the rendezvous problem, meaning for the vehicles
to converge to and remain at a common point:

lim
t→∞

||ηi − ηj || = 0 ∀vi ∈ V ∧ vj ∈ Ni, (8.11)

lim
t→∞

||νi|| = 0 ∀vi ∈ V. (8.12)

The rendezvous objective of Eq. (8.11) is not feasible in practice since the vehicles
cannot occupy the same space, however, in combination with the visual constraint
the system will converge from a direction defined by the camera cones. Thus the
vehicles will collide, but this is the desire as docking requires physical contact.
Introducing the vectors x, η, ν and u as follows,

η = [ηT1 , . . . ,η
T
n ]
T , u = [uT1 , . . . ,u

T
n ]
T ,

ν = [νT1 , . . . ,ν
T
n ]
T ,x = [xT1 , . . . ,x

T
n ]
T ,

where the subscript ηi denotes the pose of vehicle vi. The objective function of the
centralized problem is formulated as:

J (X,U) =

N∑

k=0

l(x
t+k|t

,u
t+k

), (8.13)

where U is all control inputs for all vehicles across the time horizon U = [u
t
,u

t+1
, . . . ,u

t+N
],

N is the control horizon, X is all the state-vectors over the horizon, and the func-
tion l(x,u) is defined as:

l(x,u) = ηT (L⊗ P )η + νTWν + uTRu, (8.14)

where matrix L is the Laplacian matrix of the graph, ⊗ is the Kronecker product,
P , W and R are tuning matrices and
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8.3.4 Centralized Problem

The centralized control problem is composed of the consensus problem and the
LOS constraints. Thus the overall controller can be formulated as follows:

minimize
U

J (X,U) (8.15)

s.t.
u
i,t+k

∈ Ui, ∀vi ∈ V,
x
i,t+k+1|t

= fi(xi,t+k|t ,ui,t+k), ∀vi ∈ V,
n±
i,j
e
j,i

≤ 0, ∀vi ∈ V ∧ vj ∈ Ni,

x
t+k|t

= [x
1,t+k|t

,x
2,t+k|t

, . . . ,x
n,t+k|t

],
u
t+k

= [u
1,t+k

,u
2,t+k

, . . . ,u
n,t+k

],

(8.16)

where Ui is the input constraints for vehicle vi.

8.4 Cooperative Model Predictive Control

The controller must be converted into a distributed formulation to employ it in a
multi-vehicle system efficiently. This section describes the utility of dual decompo-
sition to distribute the control among the agents.

8.4.1 Rendezvous Problem

The rendezvous problem from Sec. 8.3.3 is solved through the objective function
in Eq. (8.15). However, the function itself relies on the difference in the pose of
the vehicles due to L. Hence the objective function is not separable. Introducing
a new consensus parameter vector θ ∈ R

3, which acts as a universal rendezvous
point for the system, allows for the reformulation of the objective function. The
global rendezvous point θ is then distributed by introducing a local version θi on
each vehicle and adding the equality constraints as follows:

θi = θj ∀vi ∈ V ∧ vj ∈ Ni. (8.17)

The stage cost function of Eq. 8.14 is reformulated into the following expression:

li(xi,ui,θi) = (ηi − θi)
TP (ηi − θi) + νTi Wνi + uTi Rui. (8.18)

The Hessian of li is only positive-semidefinite, and thus the problem is under-
constrained. There is no guarantee that the consensus point reaches a steady point
unless additional pose constraints are applied, such as a stationary target or tar-
get area. The equality constraint of Eq. (8.17) is subsequently softened using La-
grangian relaxation and added to the objective function in the following section.

8.4.2 LOS-Constraint

The LOS constraints of Eq. (8.9) depends on the position error ej,i and the normal
vectors are parameterized in the attitude of the local vehicle,

n+
i,jpj − n+

i,jpi ≤ 0,

n−
i,jpj − n−

i,jpi ≤ 0.
(8.19)
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Together, the constraints can be reformulated on matrix form as follows:

A
i,j
xj −A

i,j
xi ≤ 0, (8.20)

such that the matrix A
i,j

is parameterized in the attitude of vehicle i on the
constraint related to vehicle j. Finally, since the constraint is now linear in the
state, a local optimization problem can be formulated,

Ji (Xi,Ui,Θi) =
N∑

k=0

[

l(x
i,t+k|t

,u
i,t+k

)

+
∑

j∈Ni

[λT
j,it+k

Aj,i − λT
i,j,t+k

Ai,j ]xi,t+k|t +
∑

e∈Ei

µT
e,t+k

Aeθi,t+k

]

,

(8.21)

where λ
j,i

, and µ
e

are the Lagrangian multipliers associated with the LOS con-
straint from vehicle j to vehicle i and the consensus equality constraint associated
with the edge eij respectively. Xi is the states of vehicle i over the time hori-
zon, Xi = [x

i,t|t
,x

i,t+1|t
, . . . ,x

i,t+N−1|t
], Ui is the inputs over the time horizon

Ui = [ui,t , ui,t+1
, . . . , u

i,t+N−1
] and Θi is the locally computed consensus point

across the time horizon, Θi = [θi,t , θi,t+1
, . . . , θ

i,t+N−1
]. The control problem can

now be reformulated as a local optimization problem as follows,

minimize
Xi,Ui,Θi

Ji (Xi,Ui,Θi) (8.22)

subject to,
u
i,t+k

∈ Ui,
x
i,t+k+1|t

= fi(xi,t+k|t ,ui,t+k).
(8.23)

The dual variables λ for the visual inequalities are updated using the projected
sub-gradient method [21] as follows,

λr+1
i,j,t+k

= λr
i,j,t+k

+ κri,j(Ai,j,t+k
[x∗r
j,t+k|t

− x∗r
i,t+k|t

])+, (8.24)

where (·)∗ are the resulting optimal values from the solution to Eq. (8.22-8.23), (·)r

denotes the rth iteration, (·)+ is the projected gradient and A
i,j,t+k

is the visual
constraint matrix updated over the time horizon.
The dual variables µ for the consensus equality constraints are likewise updated
using the sub-gradient method [21].

µr+1
e,t+k

= µr
e,t+k

+ γre (θ
∗r
i,t+k

− θ∗r
j,t+k

), (8.25)

where i and j are the nodes of the edge, such that,

i, j ∈ e. (8.26)

The overall control algorithm is shown in Algorithm 1.
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Algorithm 1 Distributed Controller
Input: λ0, µ0

1: for r = 0, . . . , L− 1 do
2: Solve local optimization problem Eq. (8.22) to obtain X∗r

i , U∗r
i and Θ

∗r
i

3: Communicate the local state trajectories X∗r
i and consensus point sequence

Θ
∗r
i , to neighbors in Ni.

4: Compute the new price sequences λr+1 and µr+1 locally by applying
Eq. (8.24) and (8.25)

5: end for
6: Set λ0 = λL and µ0 = µL

7: Apply first element of the control sequence U∗L−1
i to the local plant.

8.5 Simulations

In this section a simulation is conducted to show the application of the controller.
The simulation is implemented in Python using CasADI [5]. The model of Eq. (8.7)
is discretized using Runge-Kutta4. The applied optimization solver is the interior-
point implementation IPOPT [231].

Parameter Value Unit
κi,j 30 [−]
γij 2 [−]
Di diag(30, 30, 1) [−]
Mi diag(10, 10, 1) [−]

||u||∞ [5, 5, 1.5] [−]
L 15 [−]
x1,0 [4, 3,−0.2, 0, 0, 0] [−]
x2,0 [1,−2,−0.58, 0, 0, 0] [−]
OA [6.1, 3] [m]
dmax 3 [m]
Pi diag(15, 15, 15) [−]
Wi diag(10, 10, 10) [−]
Ri diag(10, 10, 10) [−]
N 30 [−]
αk 25 [deg◦]
δt 0.05 [s]

Table 8.1: Parameters and initial conditions used in the simulation scenario.

8.5.1 Monitoring and Rendezvous

The simulation scenario consists of two vehicles v1, and v2 and a stationary target
OA. Vehicle v1 is inspecting target OA, while at the same time rendezvous and
docking with vehicle v2. The inspecting vehicle is required to stay within a certain
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distance of the target and maintain visual contact. Fig. 8.1 shows the scenario,
where dmax is the maximum distance allowed between v1 and OA. The distance
constraint is implemented as a quadratic constraint as follows:

(pOA − p1)
T (pOA − p1) ≤ d2max. (8.27)

The location of the object pOA is stationary, and known. Thereby, the constraint (8.27)
is simply an inequality constraint on vehicle one. Moreover, the visual constraint (8.10)
is only from the vehicle to the object and requires no dual decomposition and com-
munication between them.

Table 8.1 contains the dynamics parameters, initial conditions, and tuning pa-
rameters. Fig. 8.2 shows the bearing angles measured in the cameras. The bearings
move towards the visual constraint limits and overshoots slightly. The overshoot is
natural since the visual constraints are implemented using Lagrangian relaxation,
and the number of iterations for updating the dual variables are limited. The over-
shoot is easily dealt with if one defines the limits lower than the actual camera field
of view. Fig. 8.3 shows the trajectories of the vehicles. Vehicle v1 shown in blue
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Figure 8.2: The figure shows bearing degrees in each of the cameras. The bearings
of the cameras overshoots the limits slightly and thereby violates the constraint,
however, in practice this could be avoided by defining a safety limit a couple of
degrees inside the actual field-of-view

starts inside the designated target area looking at object OA, while vehicle v2 starts
outside the area with v1 inside the field-of-view. Note that the constraint of (8.27)
imposes an implicit restriction on the pose of vehicle one. Hence the consensus point
of (8.18) is attracted to the position of vehicle one. The constraint violation is a
trade-off between both the tuning of the consensus and the number of iterations for
the update of the dual variables and as such more iterations would allow a better
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Figure 8.3: The trajectories show that each vehicle move towards each other while
trying to maintain visual contact. Vehicle v1 stays within the prescribed distance of
the target while keeping both v1 and OA inside the respective camera field-of-view.

estimate of the actual dual variables. The subgradient method is converging at a
sub-linear rate and thus to obtain accurate dual variables a large number of itera-
tions are required [105, 109]. The communication requirement quickly increases as
a result of the sharing of state trajectories and optimal consensus point sequences.
One possible solution would be to allow second-order information to the update of
the dual variables at the expense of slightly more data communication for each iter-
ation. The second-order information would allow up to quadratic convergence of the
dual variables and as such reduce the necessary iterations significantly [105, 109].
The bandwidth of underwater optical communication would allow for the increased
communication requirement within a few tens of meters [243, 232]. The communi-
cation requirement for the specific simulation was approximately 1.7 Mbit/s. The
bandwidth of acoustic communication range up to 0.5 Mbit/s at 60m [206], but
the bandwidth can by manipulation of the sampling time δt, the max iteration L
and the length of the control horizon N be significantly lowered.
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8.6 Chapter Summary

In this chapter, we presented a distributed model predictive controller for the so-
lution to a cooperative rendezvous and docking problem under visual camera con-
straints. The problem consisted of two subparts, namely a consensus problem and
a visual field-of-view restriction. The DMPC was derived using dual decomposi-
tion. A simulation study was conducted to show the application of the controller,
where two vehicles conduct are rendezvous and docking maneuver while one of the
vehicles stay within a maximum prescribed distance of a designated target and
maintain visual contact.
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Chapter 9

Conclusions and Future Work

This chapter provides the overall conclusions of the work presented in previous
chapters of this monograph. Further, the research conducted has revealed additional
avenues of research interest, which will be summaries at the end of the chapter.

9.1 Conclusions

This thesis considered the modeling and control of modular underwater robots.
The thesis was divided into two parts with each part treating a research question.

9.1.1 Conclusions of Part I: Modeling

The research question of Part I considered the change of behavior as a result of
changing morphology. Specifically, the research question posed in Chapter 1 was:

Research Question 1: Is it feasible to automatically construct a descriptive model
of a given morphology for a system composed of Modular Underwater Robots?

Part I of this thesis developed a modeling approach to mapping the behavior of
a system comprised of arbitrarily rigidly interconnected underwater robots. Part I
employed the Udwadia-Kalaba Formulation for constrained dynamics as a frame-
work to model the modular underwater robotic system. The robotic models are
based on Fossens robot-like formulation for marine vehicles and utilizes quaternions
for attitude representation. The modular robots rigidly attach themselves to each
other to form an aggregated systems with higher capabilities. The Udwadia-Kalaba
formulation handles constraints on acceleration level. However, regular derivation
of systems dynamics using generalized coordinates produces a singular mass ma-
trix, due to the properties of the quaternion attitude representation. Employing
quasi-coordinates for the dynamics of the system, and the derivation of the con-
straint formulation was shown to circumvent the problem of the singular mass
matrix.

The multi-body dynamics model does not take into account advanced effects,
such as, hydrodynamic hull to hull interaction effects. Therefore, the model re-
quires rigorous testing before employing it for control design purposes. The thesis
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has conducted two separate experimental test campaigns to evaluate the applica-
bility of the multi-body approach to modeling the modular underwater robotics
system. The first experimental campaign consisted of two tests and employed hulls
with spherical geometry. The spherical geometry of the hulls ensured symmetry
conditions which in turn allowed for uncoupled damping coefficients. The first ex-
periment was a free-decay test actuated by the combined restoring forces of the
interconnected system.

The resulting analysis compared the actual trajectory of the submerged system
with the simulated paths. The comparison showed that the measured and simulated
system aligned very well. Furthermore, the measured data were used to estimate the
damping and restoring force vector of the vehicles. The estimated parameters were
within expected range, which further validated the model approach. The second
experiment of the first experimental campaign employed thrusters to actuate the
system.

The resulting trajectories were qualitatively similar to the simulated results.
However, due to a violation of assumptions the experiment could not validate the
model.

The second experimental campaign increased the complexity of the subsystems
from simple geometric hulls to a BlueROV vehicle. The dynamic parameters of the
BlueROV were identified in elaborate towing tank tests.

The validation experiments consisted of two maneuvering trails. The first trial
actuated both vehicles in the forward axis, thereby creating a straight trajectory.
The comparison of the trajectories showed very similar results with the similar
simulated paths.

The second trial actuated only one vehicle causing a rotational motion. The
trajectories and the heading of the vehicles were very similar to the simulated
counterparts.

The result of the rigorous testing was that the proposed automatic model ap-
proach to multi-body dynamics successfully captures the behavior of a modular
underwater robotic system. In short, it was possible to construct a method to
automatically model a system of MURs for a given morphology.

9.1.2 Conclusions of Part II: Docking Control

The topic of Part I treated the automatic modeling of morphologies. However,
formation of the morphologies require individual MURs to physically connect. The
generation of a morphology provided the foundation for research question two:
Research Question 2: Is it possible to conduct rendezvous and docking between

multiple vehicles to form a morphology?
Part II of this thesis treated research question two by further introducing two
additional problems related to morphology generation between the MURs. First,
Chapter 7 assumed that camera-based navigation was employed. Secondly, the con-
trol problem naturally conformed to a distributed control problem, since the MUR
system consisted of individual MURs working towards a common goal. Camera
navigation imposes LOS constraints of the vehicle which must be deal with on a
control level. Chapter 7 introduced the problem of rendezvous and docking for un-
derwater vehicles, and presented literature relevant to the problem of docking for
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vehicles with LOS constraints. Part II further employed Distributed Model Predic-
tive Control by dual decomposition to solve the rendezvous and docking problem
with LOS constraints.

Chapter 7 gave an overview of the MPC strategy, and the distributed form of the
controller using dual decomposition. The control tools introduced in Chapter 7 was
applied in Chapter 8 to solve research question two. The proposed solution utilize a
DMPC strategy to ensure the LOS constraints between the cameras on each MUR.
The DMPC treats the rendezvous and docking problem by introducing a consensus
variable for the pose of the vehicles, and decomposes it with dual decomposition.
The LOS constraints were applied as inequality constraints, directly in the MPC
formulation, and subsequently decomposed using dual decomposition. Finally, the
algorithm was shown to work in simulation between two MURs.

The novelty, and the contribution, of the proposed rendezvous and docking
approach is the cooperative nature of the controller, which has not been investigated
in prior literature.

In short, it was possible to conduct rendezvous and docking between multiple
vehicles to form a morphology by utilizing a DMPC strategy combined with camera
based navigation.

9.2 Future Work

Time is a limited resource, and many possible directions within the context of
modular underwater robotics could not be pursued within the time frame of this
project. The following is an overview of possible research directions required for a
modular underwater robotic system.
Distributed Control: Once a morphology forms, the control of the combined

system becomes the main concern. Every change in the morphology cause a
change in the dynamics. Any controller depends on the understanding of the
underlying dynamics, and the problem of controlling a system with changing
behavior is central. However, the vision of seamless cooperative control for the
system requires more research. Is it feasible to automate the design of control
algorithms for any given morphology based on the automatic generated model
of the system?

Latency Robust Control: Underwater communication is subject to high latency.
High latency deteriorates control performance and possibly destabilize the
system. Control under latency is a field of research that is highly relevant to
cooperative underwater control.

Fault-Detection: The modular underwater robotics system contains a significant
number of redundancies in sensors and actuators. The inherint redundancies
of the modular underwater robotic system enables fault-tolerant reconfigura-
tion such that the system can maintain performance under fault occurrences.
The fault-detection and identification is, therefore, a highly appropriate topic
to explore.

Morphological Change: Morphological changes to the system not only changes
the dynamics, but also the measurement capabilities. Studying the conse-
quence of morphological changes in the system could be interesting in the
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context of situational awareness, where the location of sensors is a critical
factor for successful perception.
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