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MOHAMED A. ALRSHAH

February 2017

Chairman: Mohamed Othman, PhD
Faculty: Computer Science and Information Technology

Recently, high-speed networks are widely deployed and their necessity is
rapidly increasing everyday. In general, high-speed networks are deployed to
provide connectivity among computing elements, storage devices and/or data
centers in order to provide fast and reliable services for end-users. High-speed
networks can be classified as: (1) short-distance networks, such as local area
networks and data center networks, and (2) long-distance networks, such as
metropolitan and wide area networks, which occasionally employ the oceanic
and/or transatlantic links to provide a fast connectivity among the scattered
data centers located in different places around the world.

Indeed, the overall performance of such networks is significantly influenced
by the Transmission Control Protocol (TCP). Although TCP is the predominant
transmission protocol used in Internet, its Congestion Control Algorithm (CCA)
is still unable to adapt to high-speed networks, which are not the typical envi-
ronment for which most CCAs were designed. For this reason, the employment
of TCP over high-speed networks causes an extreme performance degradation
leads to a poor bandwidth utilization due to the unavoidable network charac-
teristics such as small buffer, long RTT and non-congestion loss.

In order to reduce the sensitivity to packet loss and to improve the ability
of TCP CCA on dealing with small buffer regimes as in short-distance and
low-BDP networks, this work proposes a novel loss-based TCP CCA, namely
AF-based, designed for high-speed and short-distance networks. Thereafter,
extensive simulation experiments are carried out to evaluate the performance
of the proposed AF-based CCA compared to C-TCP and Cubic-TCP, which are
the default CCAs of the most commonly used operating systems. The results
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show that AF-based CCA outperforms the compared CCAs in terms of average
throughput, loss ratio and fairness, especially when a small buffer regime is
applied. Moreover, the AF-based CCA shows lower sensitivity to the change of
buffer size and packet error rate, which increases its efficiency.

Further, we propose a novel mathematical model to calculate the average
throughput of the AF-based CCA. The main contributions of this model are:
First, to validate the simulation results of AF-based CCA by comparing them
to the numerical results of this model and to the results of NewReno as a
benchmark. Second, to study the impact of λmax parameter on the throughput
and epoch time. Third, to formulate an equation to automate the configuration
of λmax parameter in order to increase the scalability of AF-based CCA. Fortu-
nately, the results confirm the validity of the proposed algorithm.

Furthermore, we propose a new delay-based CCA to increase bandwidth
utilization over long-distance networks, in which RTTs are very long, buffers
are very large and packet loss is very common. This CCA contributes the novel
Window-correlated Weighting Function (WWF), which correlates the value of
the increase in cwnd to the magnitude of it. Thereafter, the gained increase
is balanced using the weighting function according to the variation of RTT in
order to maintain the fairness. Consequently, this behavior improves the ability
of TCP to adapt to different long-distance network scenarios, which especially
improves bandwidth utilization over high-BDP networks. Extensive simulation
experiments show that WWF-based CCA achieves higher performance than the
other CCAs while maintaining fairness. Moreover, it shows higher efficiency
and stability than the compared CCAs, especially in the cases of big buffers
which cause an additional delay.

Fundamentally, TCP-based applications naturally need to deal with links of any-
distance without the need of human reconfiguration. For this reason, it becomes
very necessary to design an adaptive CCA, which is able to serve simultaneously
any-distance networks. Thus, we propose a novel adaptive TCP CCA, namely
Agile-TCP, which combines both AF-based and WWF-based approaches. This
combination reduces the sensitivity to packet loss, buffer size and RTT varia-
tion, which in turn, improves the total performance of TCP over any-distance
networks. Beyond that, a Linux kernel CCA module is implemented as a real
product of the Agile-TCP. For evaluation purpose, a real test-bed of single dumb-
bell topology is carried out using the well-known Dummynet network emulator.
Fortunately, the results show that Agile-TCP outperforms the compared CCAs
in most scenarios, which is very promising for many application such as cloud
computing and big data transfer.
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Abstrak tesis yang dikemukakan kepada Senat Universiti Putra Malaysia
sebagai memenuhi keperluan untuk ijazah Doktor Falsafah

ADAPTIF LINUX-BERASASKAN TCP KESESAKAN ALGORITMA
KAWALAN BAGI RANGKAIAN KELAJUAN TINGGI

Oleh

MOHAMED A. ALRSHAH

Februari 2017

Pengerusi: Mohamed Othman, PhD
Fakulti: Sains Komputer dan Teknolologi Maklumat

Kebelakangan ini, rangkaian kelajuan tinggi telah digunakan secara meluas
dan keperluan rangkaian tersebut semakin meningkat dengan pesat setiap
hari. Secara umum, rangkaian kelajuan tinggi dikerahkan untuk menyediakan
sambungan antara elemen pengkomputeran, peranti penyimpanan dan/atau
pusat data dalam usaha untuk menyediakan perkhidmatan yang cepat dan
boleh dipercayai untuk pengguna akhir. Rangkaian kelajuan tinggi boleh
diklasifikasikan sebagai: (1) rangkaian jarak pendek, seperti rangkaian kawasan
tempatan dan rangkaian pusat data, dan (2) rangkaian jarak jauh, seperti
rangkaian kawasan metropolitan dan luas, yang kadang-kadang menggunakan
lautan dan/atau pautan transatlantik untuk menyediakan sambungan yang
cepat antara pusat data yang bertaburan di tempat-tempat yang berbeza di
seluruh dunia.

Malah, prestasi keseluruhan rangkaian tersebut dipengaruhi dengan ketara
oleh Protokol Kawalan Penghantaran (TCP). Walaupun TCP ialah protokol
penghantaran yang utama yang digunakan dalam Internet, Algoritma Kawalan
Kesesakan (CCA) masih tidak dapat menyesuaikan diri dengan rangkaian
berkelajuan tinggi, dimana ia adalah bukan persekitaran yang biasa untuk
rekaan CCA. Oleh itu, bekerja dengan TCP melalui rangkaian kelajuan tinggi
menyebabkan kemerosotan prestasi yang melampau dan membawa kepada
penggunaan jalur lebar yang lemah menyebabkan ciri-ciri rangkaian yang tidak
dapat dielakkan seperti penimbal kecil, kepanjangan RTT dan kehilangan bukan
kesesakan.

Dalam usaha untuk mengurangkan sensitiviti kepada kehilangan paket dan
untuk meningkatkan keupayaan TCP CCA untuk berurusan dengan rejim

iii



© C
OPYRIG

HT U
PM

penimbal kecil seperti dalam jarak pendek dan rangkaian rendah BDP, kerja ini
mencadangkan novel TCP CCA berdasarkan badan, yang berasaskan AF, ia di-
reka untuk kelajuan tinggi dan rangkaian jarak pendek. Selepas itu, eksperimen
simulasi menyeluruh dijalankan untuk menilai prestasi CCA berasaskan AF
yang dicadangkan berbanding C-TCP dan Cubic-TCP, dimana ia adalah sistem
operasi yang paling biasa digunakan dalam CCA. Keputusan menunjukkan
bahawa CCA berasaskan AF melebihi prestasi CCA yang dibandingkan dari
segi pemprosesan purata, nisbah kerugian dan keadilan, terutamanya apabila
rejim penimbal kecil digunakan. Selain itu, CCA berasaskan AF menunjukkan
sensitiviti yang lebih rendah kepada perubahan saiz penimbal dan kesilapan
kadar paket, yang meningkatkan kecekapan.

Selanjutnya, kami mencadangkan satu novel model matematik untuk mengira
daya pemprosesan purata CCA berasaskan AF. Sumbangan utama model ini
ialah: Pertama, untuk mengesahkan keputusan simulasi CCA berasaskan AF
dengan membandingkannya dengan keputusan berangka model ini dan kepu-
tusan NewReno sebagai penanda aras. Kedua, untuk mengkaji kesan parameter
Îżmax pada pemprosesan dan zaman masa. Ketiga, merumuskan persamaan
untuk mengautomasikan konfigurasi parameter Îżmax bagi meningkatkan
kebolehan untuk diskala oleh CCA berasaskan AF. Mujurlah, keputusan
mengesahkan kesahihan algoritma yang dicadangkan.

Tambahan pula, kami mencadangkan CCA berdasarkan kelewatan yang baru
- untuk meningkatkan penggunaan jalur lebar melalui rangkaian jarak jauh, di
mana RTTS yang sangat panjang, penimbal adalah sangat besar dan kehilangan
paket yang sangat biasa. CCA ini menyumbang satu novel fungsi pemberat
tetingkap-rapat (WWF), yang ada hubung kait nilai peningkatan cwnd yang
besar. Selepas itu, peningkatan yang diperolehi adalah seimbang menggunakan
fungsi pemberat mengikut perubahan RTT untuk mengekalkan keadilan itu.
Oleh itu, tingkah laku ini meningkatkan keupayaan TCP untuk menyesuaikan
diri dengan senario rangkaian jarak jauh yang berbeza, terutama meningkatkan
penggunaan jalur lebar melalui rangkaian tinggi BDP. Eksperimen simulasi
meluas menunjukkan bahawa CCA berasaskan WWF mencapai prestasi yang
lebih tinggi daripada CCA lain, di samping mengekalkan keadilan. Selain
itu, ia menunjukkan kecekapan dan kestabilan yang lebih tinggi berbanding
CCA yang, terutamanya dalam kes-kes penimbal besar yang menyebabkan
kelewatan tambahan.

Pada dasarnya, aplikasi berasaskan TCP-secara semula jadi perlu menangani
kedua-dua pautan pendek dan jarak jauh pada masa yang sama. Atas sebab ini,
ia menjadi keperluan untuk mereka bentuk CCA penyesuaian, yang mampu
untuk berkhidmat untuk rangkaian secara serentak pendek dan jarak jauh. Oleh
itu, kami mencadangkan satu novel TCP penyesuaian CCA, iaitu Agile-TCP,
yang menggabungkan kedua-dua pendekatan berasaskan AF dan berasaskan
WWF. Gabungan ini mengurangkan sensitiviti kepada kehilangan paket, saiz
penimbal dan perubahan RTT, yang seterusnya, meningkatkan jumlah prestasi
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TCP melalui rangkaian pendek dan jarak jauh pada masa yang sama. Selain
itu, modul Linux kernel CCA dilaksanakan sebagai produk sebenar Agile-TCP.
Bagi tujuan penilaian, yang sebenar-ujian topologi dumbbell tunggal dijalankan
menggunakan emulator rangkaian Dummynet yang terkenal. Mujurlah,
keputusan menunjukkan bahawa Agile-TCP melebihi prestasi CCA berband-
ing di kebanyakan senario, yang sangat menjanjikan untuk banyak aplikasi
seperti pengkomputeran awan dan pemindahan data yang besar.Kebelakangan
ini, rangkaian kelajuan tinggi telah digunakan secara meluas dan keperluan
rangkaian tersebut semakin meningkat dengan pesat setiap hari. Secara umum,
rangkaian kelajuan tinggi dikerahkan untuk menyediakan sambungan antara
elemen pengkomputeran, peranti penyimpanan dan/atau pusat data dalam
usaha untuk menyediakan perkhidmatan yang cepat dan boleh dipercayai
untuk pengguna akhir. Rangkaian kelajuan tinggi boleh diklasifikasikan se-
bagai: (1) rangkaian jarak pendek, seperti rangkaian kawasan tempatan dan
rangkaian pusat data, dan (2) rangkaian jarak jauh, seperti rangkaian kawasan
metropolitan dan luas, yang kadang-kadang menggunakan lautan dan/atau
pautan transatlantik untuk menyediakan sambungan yang cepat antara pusat
data yang bertaburan di tempat-tempat yang berbeza di seluruh dunia.

Malah, prestasi keseluruhan rangkaian tersebut dipengaruhi dengan ketara
oleh Protokol Kawalan Penghantaran (TCP). Walaupun TCP ialah protokol
penghantaran yang utama yang digunakan dalam Internet, Algoritma Kawalan
Kesesakan (CCA) masih tidak dapat menyesuaikan diri dengan rangkaian
berkelajuan tinggi, dimana ia adalah bukan persekitaran yang biasa untuk
rekaan CCA. Oleh itu, bekerja dengan TCP melalui rangkaian kelajuan tinggi
menyebabkan kemerosotan prestasi yang melampau dan membawa kepada
penggunaan jalur lebar yang lemah menyebabkan ciri-ciri rangkaian yang tidak
dapat dielakkan seperti penimbal kecil, kepanjangan RTT dan kehilangan bukan
kesesakan.

Dalam usaha untuk mengurangkan sensitiviti kepada kehilangan paket dan
untuk meningkatkan keupayaan TCP CCA untuk berurusan dengan rejim
penimbal kecil seperti dalam jarak pendek dan rangkaian rendah BDP, kerja ini
mencadangkan novel TCP CCA berdasarkan badan, yang berasaskan AF, ia di-
reka untuk kelajuan tinggi dan rangkaian jarak pendek. Selepas itu, eksperimen
simulasi menyeluruh dijalankan untuk menilai prestasi CCA berasaskan AF
yang dicadangkan berbanding C-TCP dan Cubic-TCP, dimana ia adalah sistem
operasi yang paling biasa digunakan dalam CCA. Keputusan menunjukkan
bahawa CCA berasaskan AF melebihi prestasi CCA yang dibandingkan dari
segi pemprosesan purata, nisbah kerugian dan keadilan, terutamanya apabila
rejim penimbal kecil digunakan. Selain itu, CCA berasaskan AF menunjukkan
sensitiviti yang lebih rendah kepada perubahan saiz penimbal dan kesilapan
kadar paket, yang meningkatkan kecekapan.

Selanjutnya, kami mencadangkan satu novel model matematik untuk mengira
daya pemprosesan purata CCA berasaskan AF. Sumbangan utama model ini
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ialah: Pertama, untuk mengesahkan keputusan simulasi CCA berasaskan AF
dengan membandingkannya dengan keputusan berangka model ini dan kepu-
tusan NewReno sebagai penanda aras. Kedua, untuk mengkaji kesan parameter
Îżmax pada pemprosesan dan zaman masa. Ketiga, merumuskan persamaan
untuk mengautomasikan konfigurasi parameter Îżmax bagi meningkatkan
kebolehan untuk diskala oleh CCA berasaskan AF. Mujurlah, keputusan
mengesahkan kesahihan algoritma yang dicadangkan.

Tambahan pula, kami mencadangkan CCA berdasarkan kelewatan yang baru
- untuk meningkatkan penggunaan jalur lebar melalui rangkaian jarak jauh, di
mana RTTS yang sangat panjang, penimbal adalah sangat besar dan kehilangan
paket yang sangat biasa. CCA ini menyumbang satu novel fungsi pemberat
tetingkap-rapat (WWF), yang ada hubung kait nilai peningkatan cwnd yang
besar. Selepas itu, peningkatan yang diperolehi adalah seimbang menggunakan
fungsi pemberat mengikut perubahan RTT untuk mengekalkan keadilan itu.
Oleh itu, tingkah laku ini meningkatkan keupayaan TCP untuk menyesuaikan
diri dengan senario rangkaian jarak jauh yang berbeza, terutama meningkatkan
penggunaan jalur lebar melalui rangkaian tinggi BDP. Eksperimen simulasi
meluas menunjukkan bahawa CCA berasaskan WWF mencapai prestasi yang
lebih tinggi daripada CCA lain, di samping mengekalkan keadilan. Selain
itu, ia menunjukkan kecekapan dan kestabilan yang lebih tinggi berbanding
CCA yang, terutamanya dalam kes-kes penimbal besar yang menyebabkan
kelewatan tambahan.

Pada dasarnya, aplikasi berasaskan TCP-secara semula jadi perlu menangani
kedua-dua pautan pendek dan jarak jauh pada masa yang sama. Atas sebab
ini, ia menjadi keperluan untuk mereka bentuk CCA penyesuaian, yang mampu
untuk berkhidmat untuk rangkaian secara serentak pendek dan jarak jauh. Oleh
itu, kami mencadangkan satu novel TCP penyesuaian CCA, iaitu Agile-TCP,
yang menggabungkan kedua-dua pendekatan berasaskan AF dan berasaskan
WWF. Gabungan ini mengurangkan sensitiviti kepada kehilangan paket, saiz
penimbal dan perubahan RTT, yang seterusnya, meningkatkan jumlah prestasi
TCP melalui rangkaian pendek dan jarak jauh pada masa yang sama. Selain
itu, modul Linux kernel CCA dilaksanakan sebagai produk sebenar Agile-TCP.
Bagi tujuan penilaian, yang sebenar-ujian topologi dumbbell tunggal dijalankan
menggunakan emulator rangkaian Dummynet yang terkenal. Mujurlah, kepu-
tusan menunjukkan bahawa Agile-TCP melebihi prestasi CCA berbanding di
kebanyakan senario, yang sangat menjanjikan untuk banyak aplikasi seperti
pengkomputeran awan dan pemindahan data yang besar.
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CHAPTER 1

INTRODUCTION

1.1 TCP Overview

In the last decade, Transmission Control Protocol (TCP) (Cerf and Dalal, 1974;
Cerf and Kahn, 1974; Postel, 1981) is profusely used by most Internet applica-
tions such as file transfer, email, World-Wide-Web and remote administration. It
becomes one of the two original components of the Internet protocol suite, com-
plementing the Internet Protocol (IP), where the entire suite is known as TCP/IP.
One of the major parts of TCP is the CCA, which controls the data transmission
rate (Tr) between the two ends of any TCP connection. As well-known, CCA
slowly increases the transmission rate of data packets to probe the available net-
work capacity while avoiding the congestion. The number of travailing packets
“in-flight”over a network link between a sender and receiver is called TCP con-
gestion window (cwnd). For better understanding, the following sub-sections
explain in brief the main TCP components and Figure 1.1 shows the general be-
havior of standard TCP.

1.1.1 Slow-Start Mechanism

The main concept behind the slow-start is to progressively probe and estimate
the available bandwidth. The estimated bandwidth is used to regulate the Tr,
which is always equal to the amount of data packets (cwnd) sent, from source to
destination, per Round Trip Time (RTT):

Tr =
cwnd

RTT
, (1.1)

Figure 1.1: General Behavior of TCP
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where cwnd is initially set to a small Initial Window (IW). At the beginning, IW
was set to “one”or “two”segments as in the RFC2581 by Allman et al. (1999).
Then, it was modified, in the RFC3390 by Allman et al. (2002), to be a value
between “two”and “four”segments or roughly 4Kbytes. Later, Dukkipati et al.
(2010), from Google, proposed to increase the IW to “ten”segments or roughly
15Kbytes.

Once TCP starts by cwnd equal to IW, it duplicates this cwnd every RTT to show
an exponential increase. More specifically, it increases the cwnd by “one”for each
arrival of non-duplicated Acknowledgement (ACK). This stage ends either by an
event of packet loss or by reaching the slow-start threshold (ssthresh), depends
on which event happens first, see Figure 1.1. If a packet loss happens, TCP de-
grades its cwnd by the multiplicative decrease factor (β), otherwise it ends this
stage without degradation. Thereafter, TCP immediately enters another stage,
called congestion avoidance, in which it applies the mechanism of linear in-
crease. However, the cwnd is reset to the IW to start a new slow-start phase
if a TimeOut Counter (TOC) expiration was experienced.

1.1.2 Congestion Avoidance Mechanism

The main idea of this mechanism is to avoid the network congestion
by gently increasing the value of cwnd using the concept of Additive-
Increase/Multiplicative-Decrease (AIMD). This mechanism is more conservative
than the slow-start, in which the former increases its cwnd by 1

cwnd for each ar-
rival of non-duplicated ACK. Consequently, the cwnd increases by “one”every
RTT, as in the standard TCP Reno and NewReno (Floyd and Henderson, 1999).
However, TCP degrades its cwnd by the multiplicative decrease factor (β) if a
packet loss is detected during the congestion avoidance stage, then it starts a
new epoch using the same mechanism, as shown in Figure 1.1. Moreover, TCP
degrades its cwnd to the IW to start a new slow-start phase if a TOC expiration
was experienced.

1.2 Approaches to Congestion Control

TCP provides stable and reliable delivery of data packets without relying on any
explicit feedback from underlying network. However, TCP relies only on the
two ends of connection, which are the sender and the receiver, for this reason
TCP is widely known as end-to-end or host-to-host protocol. In general, there
are two main explicit feedbacks used by the CCA sender to regulate its Tr, as
follows:

1. The signal to packet loss (packet drop), which indicates that a hop in the
network path between the sender and the receiver is overloaded (buffer
overflow). This signal is detected either by TOC expiration or by receiving
three duplicated ACKs.

2
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2. The two-way delay or RTT, which indicates the time taken by a packet to be
sent from source to destination plus the time taken for its acknowledgment
to be received, where both propagation and queuing delays are inclusive.

Based on the aforementioned explicit feedbacks, there are only three main ap-
proaches, as shown in Figure 1.2, to congestion control in the sender-side of TCP.
Afanasyev et al. (2010) classified these approaches into three categories, as briefly
explained in the following paragraphs:

Figure 1.2: The Main Approaches to Congestion Control

1.2.1 Loss-based (Reactive) Approach

This approach relies only on the signal of packet loss to regulate the Tr. In other
words, the CCA keeps increasing its cwnd as long as it does not detect a packet
loss, otherwise, it degrades the cwnd using the multiplicative decrease factor β.
This approach is suitable for short-distance networks, in which the delay is not
functional due to the trivial variation in its value. The main disadvantage of
this approach is the unnecessary degradations that happen when the detected
losses are not resulted by congestion. This case is very common in wireless,
mobile, satellite and long-distance networks, where the packet losses are caused
by deferent reasons such as collision, fading and/or interference.

1.2.2 Delay-based (Proactive) Approach

In this approach, the increment of cwnd is a function of delay, so that TCP regu-
lates its Tr only based on the fluctuation of delay. TCP keeps increasing the Tr as
long as the delay is low and relatively decreases it when the delay increases. This
approach performs well only when the underlying network has a major delay
fluctuation such as that in wireless, mobile, satellite, and long-distance networks.
However, this approach becomes unstable if the route-change is common. More-
over, when the fluctuation of delay is trivial, this approach insufficiently utilizes
the bandwidth.

3
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1.2.3 Loss-delay-based (Hybrid) Approach

This approach combines both loss and delay-based approaches in order to gain
high scalability, robustness and efficiency (Katto et al., 2008b,a). Most hybrid
CCAs work as a multi-modes switching algorithm, in which they have loss-
based mode and delay-based mode. Such CCAs activate the delay-based mode
to exploit residual capacity of the bandwidth as long as no packet loss is de-
tected, and they activate the loss-based mode otherwise. Besides, they rely on
the observed RTT to switch from loss-based mode back to delay-based mode.
Despite that hybrid CCAs perform in a smarter way than legacy TCP methods,
they show limited performance in some cases.

1.3 Short-distance Networks

In the last decades, the necessity of high-speed and short-distance networks is
rapidly increasing due to their wide deployment. Several network applications,
such as Local Area Networks (LANs) and Data Center Networks (DCNs), im-
plement this type of networks (Buyya et al., 2008; Armbrust et al., 2010). These
LANs and DCNs serve a very wide range of network-based applications such
as web hosting, searching engines, social media, multimedia broadcasting, and
storage drives. In the environment of LANs and DCNs, as shown in figures 1.3
and 1.4, respectivily (Al-Fares et al., 2010; Wu and Yang, 2012; Yoo et al., 2012;
Prakash et al., 2012), high-speed and short-distance networks are commonly de-
ployed to connect computing and storage elements to each other in order to pro-
vide rapid services.

Figure 1.3: Local Area Network

Indeed, this type of networks has its own unique characteristics, in which the
link delay and link Bandwidth-Delay-Product (BDP) are very small. In such net-
works, the link delay can be few milliseconds or even hundreds of microseconds
and the used buffer can accommodate only few packets, which result in very
negligible delay variation compared to its equivalent in long-distance networks
(Tahiliani et al., 2012; Vasudevan et al., 2009). In order to improve TCP perfor-
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mance over short-distance networks, the ability of TCP to deal with small buffers
and negligible delay variation needs to be extended, by reducing the sensitivity
to packet loss.

Figure 1.4: Multi-rooted Hierarchical Data Center Network

1.4 Long-distance Networks

Recently, the demand for Internet applications has been increased, which in-
creases the number of data centers across the world. In order to provide a high
level of connectivity among these data centers, high-speed and long-distance
networks are widely used across many countries and continents, as shown in
Figure 1.5. In fact, the characteristics of this type of networks are very unique,
where the link delay and link BDP are very large. This networks produce very
high level of delay variation caused by the use of big buffers and by the large
propagation delay, which can be tens or hundreds of seconds (Afanasyev et al.,
2010; Scharf, 2011; Xu et al., 2011; Callegari et al., 2012, 2014). In order to im-
prove TCP performance over such networks, the dependency on RTT needs to
be minimized and the value of cwnd increase needs to be correlated to the link
BDP and/or the magnitude of cwnd.

1.5 Motivation

Despite the wide deployment of TCP, its CCAs still have some critical issues.
The stat-of-the-art shows that the existing CCAs are still insufficient, especially
for high-speed wired networks, which opens a space for researchers to keep im-
proving these CCAs. Moreover, the fast advances of networks technologies re-
quire more improvements for TCP to fulfill the requirements of the latest appli-
cations such as cloud computing and big data transfers.

5
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Figure 1.5: Long-distance Network

1.6 Problem Statement

Although TCP is the predominant transmission protocol used in Internet, its
CCA is still unable to adapt to high-speed networks, which are not the typi-
cal environment for which TCP CCAs are designed. Thus, the employment of
TCP over high-speed networks causes an extreme performance degradation and
a very poor bandwidth utilization.

In short-distance networks where the delay variation is negligible, the only prac-
tical congestion control approach is the loss-based. This approach relies only
on packet losses to detect network congestion, which increases its sensitivity to
these losses. The loss-based approach becomes unable to achieve an acceptable
level of bandwidth utilization due to the common use of small buffers in such
networks, which enforces packets to be frequently dropped.

In order to identify and clarify the relation between TCP and its factors that play
an important role of enhancement, it is advantageous to investigate and grasp
the behavior of AF-based CCA. The most significant outcome from this opera-
tion is to verify and validate the performance of the AF-based CCA and then
to optimize the setting of its parameters. Thus, a new mathematical model for
AF-based CCA over high-speed networks is highly needed.

In long-distance networks, the environment causes two major unavoidable prob-
lems that negatively affect the general performance of TCP. First problem is the
long RTT caused by long-distance and long buffering time. Second problem is
that when the BDP of a network is high, it requires TCP to expand its cwnd
to a large number of packets in order to utilize the bandwidth. In the conges-
tion avoidance stage, TCP requires around an RTT to increase its cwnd by one
and because the RTT in such networks is very long, TCP cwnd increase becomes
severely slow due to the RTT-dependency of TCP.

6
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Naturally, TCP-based applications require to deal adaptively with any-distance
networks. The problem is that TCP is not properly adapted to high variability
of delay and buffer size, which often makes TCP either unnecessarily conser-
vative or severely aggressive. Thus, it is worthy to design an adaptive CCA,
which combines both loss-based and delay-based approaches, to automatically
adapt itself to deal with networks of any distance without the need of manual
reconfiguration.

1.7 Research Objectives

The main goal of this thesis is to enhance the performance of TCP over high-
speed wired networks. In particular, this goal is divided into four important
objectives, as follows:

• To propose a novel loss-based CCA, namely AF-based, which reduces the
sensitivity to packet losses in order to improve the total performance of
TCP over high-speed and short-distance networks.

• To propose a new mathematical model for AF-based TCP in order to inves-
tigate and grasp its behavior to identify and clarify the relation between
TCP and its factors that play an important role of enhancement. Based on
the outcome of this model, an Automated Algorithm Configuration and
Parameter Tuning (AACPT) process is used to optimize and automate the
setting of AF-based CCA parameters.

• To propose a novel delay-based CCA, namely WWF-based, which corre-
lates the transmission rate to the magnitude of cwnd in order to enhance
the total performance of TCP over high-speed and long-distance networks.

• To propose a new adaptive CCA, namely Agile-TCP, which combines both
AF-based and WWF-based CCAs, in order to be able to automatically ac-
climate to any-distance networks. In addition, this work prepares the pro-
posed Agile-TCP CCA as a Linux kernel module to get ready for deploy-
ment in the real Linux operating system.

1.8 Research Scope

This thesis concentrates on studying TCP over high-speed wired networks. In
addition, it focuses only on enhancing the performance of CCA at transport layer
of end-to-end systems. This improvements are to meet the huge demand of ap-
plications, which require very high-speed data transfer, in total isolation from
underlying networks, as recommended by the Open Systems Interconnection
(OSI) model. In order to facilitate the work and to avoid any extra costs, all algo-
rithms in this thesis are implemented in Linux kernel and tested using the well-
known Network Simulator 2 (NS-2) (McCanne and Floyd, 1998), which is a free
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and open source simulator. Besides, all experiments are simulated over high-
speed wired networks, thus, the implementation of the proposed algorithms
over other network technologies lies behind the scope of this thesis. Moreover,
the final product of this thesis is prepared as a Linux kernel module to get ready
for deployment in the real Linux operating system, while other operating sys-
tems are not targeted.

1.9 Research Significance

The significance of this work arises from the need for an efficient TCP, which is
able to automatically adapt to high-speed networks based on their characteris-
tics. The challenges are to reduce the sensitivity to packet losses, and to grant
the ability to deal with long delays and big buffers in order to boost the through-
put, which emphasize the importance of conducting this research. In addition,
the proposed algorithms are not only promising for regular file transfer, they
are also promising for other applications such as big data transferring and cloud
computing.

1.10 Thesis Organization

The rest of this thesis is organized as follows: Chapter 2 presents the literature re-
view and discusses the stat-of-the-art. Chapter 3 generally describes the research
methodology used in this thesis including the research framework, experimen-
tal setup, network topologies, proposed methods, performance metrics and the
evaluation method. Chapter 4 explains the proposed AF-based CCA, which is
designed for short-distance networks. Chapter 5 exhibits a mathematical model
for the proposed AF-based CCA. Chapter 6 shows the proposed WWF-based
CCA, which is designed for long-distance networks. Chapter 7 presents the
adaptive Agile-TCP CCA, which is designed for any-distance networks. Finally,
Chapter 8 concludes the thesis and shows the future work.

8
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