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Abstract
We present an optical technique that combines simultaneous
planar laser-induced fluorescence (PLIF), particle tracking
velocimetry (PTV) and infrared (IR) thermography for the
space-and time-resolved measurement of the film-height, 2-
D velocity and 2-D free-surface temperature in liquid films
falling over an inclined, resistively-heated glass substrate.
Using this information and knowledge of the wall tem-
perature, local and instantaneous heat-transfer coefficients
(HTCs) and Nusselt numbers, Nu, are also recovered along
the waves of liquid films with Kapitza number, Ka = 180,
and Prandtl number, Pr = 77. By employing this technique,
falling-film flows are investigated with Reynolds numbers
in the range Re = 18 − 66, wave frequencies set to fw = 7,
12 and 17 Hz, and a wall heat flux set to q̇ = 2.5 W cm−2.
Complementary data are also collected in equivalent (i.e.,
for the same mean-flow Re) flows with q̇ = 0 W cm−2.
Quality assurance experiments are performed that reveal
deviations of up to 2-3% between PLIF/PTV-derived film
heights, interfacial/bulk velocities and flow rates, and both
analytical predictions and direct measurements of flat films
over a range of conditions, while IR-based temperature
measurements fall within 1 ◦C of thermocouple measure-
ments. Highly localized film height, velocity, flow-rate
and interface-temperature data are generated along the
examined wave topologies by phase/wave locked averaging.
The application of a heat flux (q̇ = 2.5 W cm−2) results in
a pronounced “thinning” of the investigated films (by 18%,
on average), while the mean bulk velocities compensate
by increasing by a similar extent to conserve the imposed
flow rate. The axial-velocity profiles that are obtained in
the heated cases are parabolic but “fuller” compared to
equivalent isothermal flows, excluding any wave-regions
where the interface slopes are high. As the Re is reduced,
the heating applied at the wall penetrates through the film,
resulting in a pronounced coupling between the HTC and
the film height in thinner film regions. When the imposed
wave frequency is increased, a narrower range of HTCs

is observed, which we link to the evolution of the film
topology and the associated redistribution of the fluid flow
upstream of the imaging location, as the liquid viscosity
decreases. The local and instantaneous Nu is strongly
coupled to the film height and experiences variations that
increase as fw is reduced.

Keywords: Film flows, unsteady heat transfer, laser-
induced fluorescence, particle velocimetry, infrared ther-
mography

1 Introduction

1.1 Background and motivation
The hydrodynamics of wavy, falling liquid-films are
strongly dependent on the imposition of heating on the sub-
strate side [1, 2], the presence and direction of a gas-shear
flow [3, 4], and the direction of gravity which may act to
stabilise or destabilise the flow [5, 6]. Some of these flow
configurations are encountered in engineering and indus-
trial equipment, while others act as model systems that al-
low physical phenomena of interest, such as the formation,
amplification and saturation of hydrodynamic waves on the
film free-surface, to be studied in detail. The widespread
employment of falling liquid-films in the solar, nuclear, oil
and gas and process engineering industries where they play
a prominent role in the design of improved, compact and
cost-effective means of heat and mass transfer, along with
the strong scientific interest in the flow phenomena that gov-
ern these flows, have motivated numerous academic studies
that have yielded hundreds of research articles. In the field
of experimental fluid mechanics, the advent of laser diag-
nostics since the late 1980s facilitated a number of fasci-
nating studies of the complex flow phenomena underlying
falling-film flows, thus promoting the development of ad-
vanced numerical tools. Ongoing experimental efforts seek
to overcome some of the fundamental challenges associated
with in situ, time-and space resolved flow and heat transfer
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measurements in these flows, such as the sub-mm domains
under observation and the moving and wavy interface which
causes significant optical distortions. In addition, they are
often aimed at the study of more complex systems and the
simultaneous measurement of multiple flow parameters.

In this paper we build upon our previous, combined exper-
imental/numerical study of the hydrodynamic characteristics
of isothermal falling films as a function of the liquid Kapitza
number, Ka, the flow Reynolds number, Re, and the wave
frequency, fw (see Refs. [7–11]), the experimental investiga-
tion of spatiotemporally resolved heat transfer in low Prandtl
number, Pr (= 5.4), water-ethanol flows (see Refs. [12, 13]),
and the experimental investigation of the topology of liq-
uid films falling under an inclined planar-substrate [6, 14].
Specifically, we investigate the unsteady heat transfer in
harmonically excited liquid-films falling over an inclined,
electrically-heated glass substrate by pursuing simultaneous,
space- and time-resolved film-height, 2-D velocity and 2-
D free-surface (gas-liquid interface) temperature measure-
ments. These are recovered by simultaneous application of
planar laser-induced fluorescence (PLIF), particle tracking
velocimetry (PTV) and infrared (IR) thermography, respec-
tively. Based on this data and knowledge of the applied heat-
flux and the substrate (solid-liquid interface) temperature
at the PLIF/PTV imaging location, local and instantaneous
heat-transfer coefficient (HTC) and Nusselt number, Nu data
are also generated. Before proceeding with a discussion of
select, relevant research articles, we would like to emphasize
that to the best of our knowledge, this is the first instance
whereby spatiotemporally resolved heat-transfer measure-
ments are reported simultaneously with spatiotemporally re-
solved flow measurements in falling liquid-films.

1.2 Measurement techniques
A broad range of measurement techniques have been de-
veloped or adapted from other applications towards the de-
tailed study of falling film-flows in response to the strong
and continuing interest by the industry and scientific com-
munity. Optical diagnostics allow for real-time, in situ imag-
ing of one- (1-D), two- (2-D) or three-dimensional (3-D)
spatial distributions of seeded or naturally occurring tracer-
molecules or particles, and are therefore often preferred
to more “conventional” approaches, including instrumenta-
tion such as thermocouples, and conductivity and capaci-
tance probe measurements. Fluorescence-based techniques,
in particular, have been employed in a wide range of mul-
tiphase flows for the identification of interfaces [15, 16],
the investigation of gas and liquid entrainment [17, 18], the
identification of mixing zones [19–22], and the measure-
ment of temperature [13, 23] and velocity [24, 25]. Planar
laser-induced fluorescence (PLIF), which we currently em-
ploy in order to recover the film-height, relies on the (pla-
nar) illumination of a section of the flow, and the subsequent
collection of the fluorescence emitted by the dye-seeded liq-
uid over the excitation plane. Thus, a significant advantage
of this approach is that the fluid domain is visualised di-
rectly; a feature that can be fully exploited when PLIF is
combined with other optical techniques such as particle im-
age/tracking velocimetry (PIV/PTV). Examples of the appli-
cation of PLIF in isothermal film flows can be found in our

previous work, as well as in Refs. [16, 26, 27].
An important attribute of fluorescence-based techniques

is that the emission characteristics of common fluorescent
markers often depend on flow parameters such as the tem-
perature and pressure, as well as on the concentration of
other species that may be present in the flow and that can
sensitize or quench the emission, such as oxygen. Regarding
heated film-flow investigations, the temperature-sensitivity
of the emitted fluorescence may or may not be desirable;
when it is, it can be exploited to yield temperature mea-
surements. For example, Markides et al. [12, 13] combined
PLIF-based film-height and temperature measurements (at
the gas-liquid interface) with IR-based temperature mea-
surements (at the solid-liquid interface) in laminar and tran-
sitional falling-film flows over a heated titanium-foil. De-
pending on the film topology and the flow Re, the au-
thors reported significant heat transfer enhancements com-
pared to predictions from the steady-flow analysis, which
they attributed to convective gains and the development of
Marangoni flows (thermal rivulets) on the free surface.

In contrast to these studies where a single fluorescent
marker was employed, PLIF-based temperature measure-
ments can also be made using the ratio of the fluorescence
emitted by two dyes with different temperature sensitivities
(see, for example, Refs. [28, 29]). Depending on the se-
lected dyes, such “ratiometric” techniques can achieve sig-
nificantly higher temperature sensitivity (up to 7% ◦C−1), as
well as improved accuracy, as some fluorescence-emission
dependencies such as the excitation energy cancel out in the
image ratio. Furthermore, this approach can be used to gen-
erate temperature field (i.e., 2-D) measurements (see, for
example, Refs. [30, 31] where the performance of various
microfluidic devices was examined in detail). A significant
limitation of the ratiometric approach is the increased ex-
perimental complexity, as two cameras and possibly two ex-
citation wavelengths may be required. As an alternative to
fluorescence imaging, researchers from RWTH Aachen ex-
ploited the different temperature dependencies of the fluo-
rescence and phosphorescence emission of diacetyl in order
to conduct simultaneous film-height and temperature mea-
surements [23, 32]. In line with the results of Markides et
al., the authors observed a strong correlation between the
film height and the HTC, and reported significant enhance-
ments (≈ 80%) at the wave troughs of a laminar water-film
with Re = 126.

As an alternative to PLIF, the fluorescence emitted by
the illuminated liquid volume has also been used to quan-
tify the film-height (see, for example, Refs,[33–35]). This
technique, which is typically referred to as brightness-based
laser-induced fluorescence (BBLIF), must be calibrated in
situ, and requires corrections for the spatial inhomogeneity,
pulse-to-pulse variation and reduction of the excitation en-
ergy along the path of the laser sheet in order to yield accu-
rate results. Moreover, it does not allow for direct flow-field
visualisation, but can be used to generate film height mea-
surements over an extended fluid domain. In a recent pub-
lication, BBLIF was employed simultaneously with PLIF in
annular gas-liquid flows, and was shown to offer an accurate
measurement of film thickness when the interface is smooth,
the film is relatively thin and any interface gradients are
small [36]. In contrast, when the film surface is “rougher”
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and/or when there is extensive gas/liquid entrainment in the
liquid/gas phases, the accuracy of this technique is compro-
mised. Nevertheless, it should be noted that refraction of the
emitted fluorescence at the gas-liquid interface and the pres-
ence of bubbles ahead of and behind the excited film region
still hamper the identification of the true interface in the case
of PLIF.

Referring to heated film-flow investigations, BBLIF has
been used extensively researchers from the Kutateladze In-
stitute of Thermophysics of the Siberian Branch of the Rus-
sian Academy of Sciences, and specifically their investi-
gations of the formation of rivulets due to thermocapil-
lary (Marangoni) convection and the associated heat trans-
fer gains. Chinnov and Kabov [37], for example, reported
that the distance between adjacent rivulets depends weakly
on the film inclination angle above 15 °, and that the rivulet
amplitude increases with increasing distance from the inlet
due to the temperature gradient in the streamwise direction
of the flow. The dependence of the rivulet wavelength on the
flow Re and the applied heat flux were examined in greater
detail in Refs. [38, 39], where shorter wavelengths were ob-
served at higher heat fluxes, as well as at higher Re. It
should be noted that any temperature dependence of the flu-
orescence intensity was suppressed by employment of Rho-
damnine 6G, a fluorescent marker that displays only limited
sensitivity to temperature.

Along with LIF, IR was employed in the aforementioned
studies in order to link the observed interfacial temperature-
distributions with the Marangoni-driven interface deforma-
tions. These measurements rely on the high emissivity of
common liquids in the mid-wave infared (MWIR), including
water and glycerol, which render them effectively opaque
when the emitted IR radiation is integrated over the entire
spectrum available to many commercial IR detectors. The
same technique was employed in Refs. [40, 41], where the
effect of the Marangoni instability on the film topology was
investigated over a range of (locally applied) heat fluxes for
Re = 300 and Re = 500 flows. A similar experimental ar-
rangement was used in Ref. [42], in order to study the for-
mation of a “hump” upstream of the heater, and its evolution
to a rivulet pattern above a critical heat flux at the limit of
negligible inertia (i.e., at Re ≈ 1). In addition to interfa-
cial temperature measurements, the authors also reported on
interfacial velocities which they recovered by tracking the
motion of buoyant Aluminium particles using a high-speed
camera. Their measurements revealed a highly 3-D veloc-
ity field, with stagnation regions forming upstream of the
“horseshoe-shaped” thermal features. More recently, Charo-
giannis et al. [43] demonstrated a thermographic velocime-
try (TPV) technique capable of recovering simultaneously
temperature and velocity information from the gas-liquid in-
terface of falling-film flows using highly reflective (in the
IR) silver-coated particles [43].

Combined interface-temperature and film-height mea-
surements were also presented by Rietz et al. [44] and Lel
et al. [45, 46] who investigated the interaction between hy-
drodynamic waves and thermocapillary forces in vertically
falling, high-Ka, low-Re (< 20), high-Pr (= 57 − 167)
silicon-oil flows. In greater detail, the authors of these pub-
lications reported the formation and development of quasi-
regular thermal structures in laminar falling films and pro-

vided experimental evidence on the thermocapillary nature
of these structures. Finally, IR was used alongside a film-
height measurement probe in experiments focusing on the
development of Marangoni flows and the shrinkage charac-
teristics of heated falling-films [47, 48]. In greater detail,
Zhang and co-workers linked the contraction of the film in
the spanwise direction of the flow, the formation of rivulets
and the evolution of the film height with increasing stream-
wise distance from the flow inlet with the flow Re and the
temperature at the solid-liquid interface.

We now proceed to discuss optical velocimetry tech-
niques which typically utilise particles or molecular markers
(dyes) for tracking the fluid motion. Examples of the for-
mer include PIV/PTV and laser Doppler velocimetry (LDV),
whereas molecular tagging velocimetry (MTV) and pho-
tochromic dye activation (PDA) fall under the latter cate-
gory. Both MTV and PDA, the latter being an adaptation of
the former (see Ref. [4]), utilise phosphorescent molecules
which produce a long-lived emission. MTV has found ap-
plications mainly in gaseous-flow investigations, where it
is often used for simultaneous temperature measurements
(see, for example, Ref. [49]), while PDA has been employed
in a range of multiphase flows, including laminar [50] and
turbulent falling-film flows [51] and counter-current annu-
lar flows [52], as it allows for direct visualization and mea-
surement of velocity profiles. In contrast, velocimetry tech-
niques that rely on particle seeding utilise the scattering sig-
nal or the fluorescence emitted by purposefully seeded or
naturally occurring particles, or other flow-features such as
micro-bubbles, within the probed fluid-volume. LDV relies
on a measurement of the Doppler shift between the inci-
dent and scattered light from seeded particles and allows for
highly localised velocity measurements (see, for example,
Ref. [53] where local spanwise and streamwise velocities
were recovered by employment of back-scattering LDV),
while PIV and PTV track the motion of particle groups or
individual particles, respectively, by sequential illumination
and imaging of the scattering or fluorescence signals within
a short time-step.

The employment of PIV/PTV in film-flow investigations
has gathered momentum in recent years despite the restricted
fluid domains under observation and the strong velocity gra-
dients that are encountered across the often sub-millimetric
film-height. Amongst the earliest applications of particle-
seeded velocimetry is the study by Alekseenko et al. [54],
who combined film-height and velocity measurements in
liquid falling films flowing down a vertical plane, using the
shadow method and stroboscopic particle visualization, re-
spectively. This combined optical technique allowed the au-
thors to recover, for the first time, velocity profiles along
the wave topology. More recently, the same group gener-
ated flow-field measurements in low-Re films forming pen-
dant droplets underneath an inclined cylinder [55]. Based
on these, the authors identified vortices in a reference frame
moving with the wave speed, which were later shown to be
inherent to pendant rivulets (see Rohlfs et al. [56]).

The micro-PIV measurements of Dietze et al. [57] pro-
vided the first experimental evidence of backflow (in the lab-
oratory frame of reference) along the capillary ripples of liq-
uid falling films flowing down a vertical plane. Later on, di-
rect evidence of flow recirculation underneath the “humps”
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of solitary waves were also provided by Reck and Aksel [58]
for falling films flowing down a 10 − 15 ° incline with
Re = 15 − 20. Adomeit and Renz [33] recovered instan-
taneous axial-velocity profiles in vertically-falling annular
flows over the range Re = 27 − 200 using micro-PIV, and
reported significant deviations from the Nusselt predictions
despite the observation of parabolic profiles throughout their
experiments. The same observation was reported by Moran
et al. [50], who investigated the hydrodynamics of liquid
films flowing down a 45 ° incline over the range Re =

11 − 220, this time using PDA. Zadrazil and Markides [24]
employed PTV in their study of the flow phenomena un-
derlying gas-liquid annular flows and observed multiple re-
circulation zones underneath the disturbance waves. These
zones were speculatively linked to the mechanism of liquid
entrainment in the gas core. Finally, Ashwood et al. [25] and
Schubring et al. [59] conducted micro-PIV measurements
in upward annular and horizontal gas-liquid flows, respec-
tively, and reported deviations between their mean velocity-
profiles and the universal velocity profile.

1.3 Objectives and outline
Having provided a brief discussion of select experimental
contributions dedicated to the study of flow and heat trans-
fer phenomena underlying falling-liquid films, we proceed
to the primary objectives of this contribution, which are to:
(i) establish the experimental methodology we employ in or-
der to recover simultaneously space- and time-resolved film-
height, velocity and heat transfer data in falling-film flows;
(ii) conduct an uncertainty analysis and present validation
data in support of the efficacy and accuracy of the proposed
technique; and (iii) provide wave/phase-locked averaged, as
well as time-varying flow and heat transfer data across the
range of examined film-flow conditions. These span three
forcing (wave) frequencies, fw = 7, 12 and 17 Hz and
Re = 18 − 66. The heat flux is fixed at q̇ = 2.5 W cm−2;
however, film-height and velocity measurements were also
carried out for the same fw and Re but with q̇ = 0 W cm−2,
and are compared directly to the heated cases.

The use of a high glycerol-content (55% glycerol by vol-
ume) aqueous solution introduces several noteworthy ef-
fects: (i) it results in low-conductivity (low Re, high-Pr)
thick film-flows, wherein the development of hydrodynamic
and thermal rivulets on the film free-surface is largely sup-
pressed; (ii) it gives rise to significant liquid viscosity vari-
ations (by approximately a factor of four) across the im-
aged liquid-domain which is expected to significantly im-
pact the film topology and flow field compared to an equiv-
alent isothermal flow; and (iii) it results in a liquid viscos-
ity that decreases along the streamwise direction as the film
extracts heat from the substrate, which therefore, becomes
progressively thinner and accelerates so that the mean flow
is conserved.

Before proceeding with a description of the experimental
apparatus in the next section of the manuscript, we define
here the primary dimensionless numbers of the flows we in-
vestigate. These include the flow Reynolds, Re, which repre-
sents a dimensionless ratio between the inertial and viscous
forces, and is defined in terms of the characteristic flow ve-
locity U, the characteristic flow dimension D and the liquid

kinematic viscosity, νf,

Re =
UD
νf

, (1)

the liquid Kapitza number, Ka, which represents the ratio
between surface tension and inertial forces [60], and is de-
fined in terms of the liquid surface tension, σf, the kinematic
viscosity, νf, the density, ρf, the substrate inclination angle
β, and the gravitational acceleration, g,

Ka =
σf

ρfνf
4/3(g sin β)1/3 , (2)

and the liquid Prandtl number, Pr, which compares the
momentum diffusivity to the thermal diffusivity and is ex-
pressed as,

Pr =
νf

κf
, (3)

where κf stands for the thermal diffusivity of the liquid.
In Section 2, we proceed with a brief description of our

flow circuit and heated test-section, followed by a detailed
account of the optical arrangement and the three optical
techniques we employ, in Section 3. In Section 4, we present
and discuss our results on the interface topology (recovered
by PLIF), the flow field (recovered by PTV) and the interface
temperature (recovered by IR) of the examined film flows,
and conclude our analysis with a presentation of quantita-
tive, space- and time-resolved heat transfer information.

2 Experimental apparatus

2.1 Flow circuit
The flow rig we employ in this study is based on the facility
we described in Refs. [6–8, 12, 13, 43], and is therefore only
described here in brief. The working fluid circulates inside
the closed flow-loop shown in Fig. 1. Downstream of the
test-section, which is inclined at a (constant) angle β = 20 °,
the liquid is collected in a tank, and then pumped via a heat
exchanger that extracts any heat imparted to it by the heat-
ing arrangement, to the oscillator-valve and then back into
the test section. The cooling-water flow rate to the heat ex-
changer is operated using valve V1, allowing us to maintain
a near-constant working fluid temperature of 22 ±0.5 °C.

The oscillator-valve unit is equipped with a bypass valve
that allows a prescribed portion of the flow through a ro-
tating throttle-valve, itself is driven by a DC motor. Thus,
the rotational speed of the valve can be adjusted to the
nearest rpm, allowing for accurate control of the frequency
of the imposed flow-rate fluctuations. Downstream of the
oscillator-valve unit, the two flow-components (steady and
periodically-varying) are joined, and the total, time-varying
flow rate is measured using an ultrasonic flowmeter (UF25B
by Cynergy3 Components), with an accuracy of 3%. The
output signal from the flowmeter is recorded in MATLAB,
and the amplitude of the flow rate fluctuations, which de-
pends on the mean flow passing through V3, is calcu-
lated. This corresponds to ≈ 5 ± 1% of the mean flow-
rate. Preliminary optical-measurement runs have shown that
the main wave-characteristics (such as the wave-trough and
crest heights) remain unaltered when the former is varied up
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Figure 1: Schematic of the closed flow-loop showing the
heated test-section, collection tank, pump, heat exchanger
and flow-pulsation apparatus.

to ≈ 10%, at least when q̇ = 0 W cm−2. Finally, a flow
settling-chamber is installed at the film inlet in order to dis-
tritbute the liquid evenly across the test section, and to dissi-
pate any large-scale eddies and turbulence that is present in
the pipes.

The kinematic viscosity, density and surface tension of
the employed water-glycerol solution were determined ex-
perimentally using test samples that were collected during
the optical-measurement runs. Multiple samples were col-
lected in order to confirm that no significant surface-tension
variations ensued due to exposure of the employed liquid to
the laboratory environment (and its potential contamination
with dust or other particles that could act as surfactants), and
also to monitor any variations in the liquid viscosity due to
water evaporation. An Attension Sigma 700 force tensiome-
ter equipped with a Wilhelmy plate was used to measure the
surface tension of the collected samples, which amounted
to σf = 60 × 10−3 N m−1 at 22 °C. The standard deviation
of the surface tension measurements, based on the 8 sam-
ples that were used to measure the other liquid properties as
well, was < 3%. The mean value is lower than the surface
tension of both water and glycerol, and in excellent agree-
ment with our previous measurements (see Ref. [7]). Thus,
the observed reduction of the liquid surface-tension can be
attributed to the effect of the fluorescent dye and the parti-
cles, which have been reported to impact the surface tension
of water-rich solutions.

The kinematic viscosity and density of the employed liq-
uid were also measured, the former using a Poulten Selfe
& Lee U-tube viscometer, and the latter using an electronic
scale. The viscosity corresponds to νf = 9.2 × 10−6 m2 s−1

±2%, which suggests that any loss of water due to evapo-
ration was insignificant. The density, ρf = 1147 kg m−3,
measurement was reproduced amongst the collected sam-
ples to within 0.25%. In contrast to the viscosity, density
and surface tension, the liquid thermal conductivity, λf =

0.37 Wm−1K−1, and thermal diffusivity, κf = 1.2 × 10−7 m2

s−1, were estimated using the Fillipov equation in the first in-
stance, and linear interpolation between values correspond-

Table 1: Fluid properties of the employed water-glycerol so-
lution at 22 °C, and flow and heating parameters of the ex-
periment.

λf [Wm−1K−1] 0.37
κf [m2 s−1] 1.2 × 10−7

νf [m2 s−1] 9.2 × 10−6

σf [N m−1] 60 × 10−3

ρf [kg m−3] 1.147 × 10−3

V [m3 s−1] 5 − 15 ×10−5

β [°] 20
fw [Hz] 7, 12, 17
q̇ [W cm−2] 0, 2.5
Re [−] 18 − 66
Ka [−] 180
Pr [−] 77

ing to pure water and glycerol in the latter. Based on these,
as well as the measured fluid-properties, a Prandtl number,
Pr = 77, and a Kapitza number, Ka = 180, are reported.
The liquid flow-rate was varied in the range V = 5 − 15
×10−5 m3 s−1, which results in Re = 18−66. The fluid prop-
erties of the employed water-glycerol solutions, and the flow
and heating parameters of the experiment are summarised in
Table 1.

2.2 Test section
The test section comprises a perspex frame on which the
flow substrate is installed. The latter measures 300×300×1.1
mm and is made of soda-lime glass with its top surface
(the side in contact with the liquid flow) coated with a thin,
electrically-conductive indium tin oxide (ITO) layer. Two
electrodes are established along the edges of the coated side
of the substrate and are connected to a programmable, 5.5
kW DC-power supply that was manufactured by Magna-
Power Electronics. The resistance of the coated glass cor-
responds to 4 Ω; thus, in order to achieve the intended heat
flux of q̇ = 2.5 W cm−2, the applied voltage and current were
set to ≈ 100 V and ≈ 25 A, respectively. The optical trans-
mittance of the glass in the visible is 0.85 according to the
manufacturer (Optical Filters Ltd).

Prior to conducting the optical measurements, the heat
loss due to natural convection from the bottom side of the
test section (the side that not in contact with the liquid) was
determined experimentally. Towards that end, a foam in-
sulator was placed on the top side and the temperature at
the downstream location where optical measurements were
conducted was measured using K-type thermocouples, while
small amounts of power were applied. The results from
this study are presented in Fig. 2, where the difference be-
tween the ambient temperature, T∞ ≈ 25 ◦C, and the wall
(substrate) temperature at the coated side of the substrate,
Tw = TITO, and the uncoated side, Tw = Tglass, are plot-
ted against the applied heat flux. The latter was increased
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Figure 2: Temperature difference, ∆T = Tw − T∞, between
the heated glass-substrate and the ambient in the absence of
a film flow, plotted against the heat flux applied to the test
section, q̇.

in small increments until the highest measured TITO would
match the highest TITO value we observed in the film-flow
experiments (i.e., TITO ≈ 60 ◦C). According to our findings,
a heat flux of q̇ ≈ 0.08 W cm−2 (i.e., ≈ 73 W) suffices to
reach this temperature, which corresponds to a heat loss of
≈ 3%. This is accounted for when we quote the heat flux
applied to the liquid film.

Additional tests were conducted in order to verify that
the voltage distribution, and thus the heat-flux distribution,
was uniform over the glass surface. These include point
measurements using a multimeter, as well as temperature-
distribution measurements using the IR camera, the latter
during both dry tests, as well as tests with a film flow es-
tablished over the plate. In both cases, any non-uniformity
(described by the standard deviation of the measurements)
was of the order of measurement noise.

3 Measurement methods

3.1 Optical arrangement
A pair of HS 500 CMOS cameras were used for PLIF and
PTV, along with a frequency-doubled Litron Nd:YAG laser
with a peak emission at 532 nm, while a FLIR X6540SC
IR camera (640 × 520 pixel, InSb detector, spectral range of
2.5−5 µm) was used for the IR measurements. A photograph
of the three-camera arrangement is presented in Fig. 3(a),
alongside a schematic diagram showing the orientation of
the PLIF and PTV cameras relative to the excitation plane
when the test section is viewed from top in Fig. 3(b), and a
schematic diagram showing the orientation of the PLIF, PTV
and IR cameras relative to the excitation plane when the test
section is viewed from the front in Fig. 3(c).

The PLIF and PTV cameras were located underneath the
test section in order to visualise a small region of the flow
from the flat, solid-liquid interface, thus preventing any
time-varying optical distortions that would otherwise en-
sue if imaging was carried out through the wavy, gas-liquid
interface. The angle between the imaging and excitation
planes in the cross-stream direction of the flow was set to
35 ° in order to enhance the resolution of the collection op-
tics and suppress any total internal reflection of the emit-
ted fluoresce by the gas-liquid interface. The PLIF cam-

era was positioned at right angles to the excitation plane in
the streamwise direction of the flow, while the PTV cam-
era was slightly tilted, and was therefore equipped with a
Scheimpflug adaptor. Both cameras were equipped with
Sigma 105 mm f/2.8 Macro lenses and 24-mm extension
rings in order to achieve the desired magnification. A short-
pass optical filter with a cut-off frequency at 550 nm was
installed on the PTV camera in order to block the fluores-
cence emitted by the dye-seeded liquid, while a long-pass
filter with a cut-off frequency at 540 nm was installed on the
PLIF camera in order to suppress any scattering signal by
the particles. Rhodamine-B was used for PLIF at a concen-
tration of ≈ 0.5 g L−1, while glass hollow-spheres of 11 µm
mean diameter were seeded for PTV, at a concentration of
approximately 0.2 g L−1.

The light produced by the Nd:YAG laser was directed to
the sheet optics which were also installed underneath the test
section in order to prevent any beam stirring and lensing ef-
fects. The sheet optics were used to generate a ≈ 250 µm
thick laser-sheet which extended along the test section in the
streamwise direction of the flow, and through the middle of
the film span. The laser was operated at a frequency of 100
Hz and was synchronised with the PLIF, PTV and IR cam-
eras using a LaVision High Speed Controller and the LaV-
ision Davis software. The imaging planes of the PLIF and
PTV cameras were mapped at the imaging region, which ex-
tends between x = 232 mm and x = 265 mm downstream
of the flow inlet, using a calibration graticule which was
immersed in the employed water-glycerol solution, and the
pinhole-camera model which is available in LaVision Davis.
The spatial resolution of the PLIF/PTV measurement corre-
sponds to ≈ 28 µm/pixel.

A calibration target comprising a highly-reflective metal
mesh backed with black carton was used to locate the
PLIF/PTV imaging region in the field of view of the IR cam-
era, obtain the spatial resolution of the IR-camera measure-
ment, and correct the raw IR images for perspective distor-
tions. This was necessary as the camera was positioned at a
slight angle to the test section in order to prevent it from
capturing a reflected (by the gas-liquid interface) thermal
image of itself. The camera was equipped with a 25 mm
lens, which allows thermal radiation to be collected over the
2.5 − 5.0 µm band in the mid-wave IR. Perspective distor-
tion corrections were performed in LaVision Davis using
the same methodology that was used with the PLIF/PTV
cameras. Owing to the available optics, the spatial resolu-
tion of the IR camera (196 µm/pixel) was lower than that of
the PLIF/PTV cameras, and therefore, the IR images were
resampled using an anti-aliasing, finite impulse response
(FIR), low-pass filter. The field of view of the IR cam-
era was, however, considerably larger, spanning the region
x ≈ 170 − 300 mm downstream of the flow inlet.

3.2 Optical techniques
3.2.1 Planar laser-induced fluorescence

Both PLIF and PTV cameras were operated in dual-frame
mode, as the location of the two interfaces was first iden-
tified in the former and then used to mask out any particle
reflections in the latter. The time-delay between successive
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Figure 3: (a) Photograph of the heated test-section and three-camera arrangement. (b) Schematic of the test-section showing
the relative orientation of the PLIF and PTV cameras, and the laser-sheet from above. (c) Schematic of the test-section
showing the relative orientation of the PLIF, PTV and IR cameras, and the laser-sheet from the front. This figure was
reproduced from Fig. 2 in Ref. [61].

frames was varied in the range dt = 0.5 − 1.2 ms depending
on the flow Re, such that the particle displacement at the in-
terface was ≈ 8 pixels. For each examined flow/heating con-
dition, a total of 500 double-frame PLIF/PTV images were
collected, which corresponds to a recording duration of 5 s.

In Fig. 4(a), we present a (perspective-distortion cor-
rected) fluorescence image of a solitary wave from a flow
with q̇ ≈ 2.5 W cm−2, Re = 55 and fw = 7 Hz. Close inspec-
tion of this frame reveals several noteworthy features, the
most prominent of which is a strong out-of-plane reflection
between the wave crest and trough. This artefact originates
from a total internal reflection of the fluorescence emitted
locally by the excited liquid [36]. Second, a weak reflec-
tion of the emitted fluorescence about the gas-liquid inter-
face and the glass surface blurs the fluorescence signal near
the two boundaries of the flow. The emitted-fluorescence in-
tensity is, however, significantly stronger (by approximately
a factor of 7), and thus these reflections cause no ambigu-
ity regarding the location of the two interfaces. More de-
tails on the artefacts that appear in the PLIF/particle im-
ages can be found in Ref. [7]. Finally, the fluorescence in-
tensity along the thinner, hotter film-region preceding the
main wave hump is considerably lower than the fluores-
cence emitted at the wave crest and along the gently-sloping
back of the wave. This observation can be attributed to the
strong temperature-sensitivity of the fluorescence emission
of Rhodamine B, which corresponds to −1.59% ◦C−1 over
the range 20 − 60 ◦C according to Sutton et al. [29], and to
−1.5% ◦C−1 according to our own measurements, over the
range 10 − 40 ◦C (see Ref. [13]).

The locations of the two interfaces were determined ac-
cording to the methodologies described in Refs. [7–9],
which were implemented using in-house developed algo-
rithms in MATLAB. Briefly, the signal level correspond-
ing to the solid-liquid boundary was calibrated against PTV
measurements where the location of the wall was obtained
according the no-slip condition. Any effects that the varia-
tion of the refractive index may have on the film-height and
velocity measurements are discussed in the next section. Re-
garding the identification of the gas-liquid interface, we em-
ployed the gradient method described in Ref. [7] and esti-

mated its location based on the intercept between a linear
fit through the maximum PLIF-signal gradient, and a linear
fit through the reflection intensity profile. This methodol-
ogy was implemented on a per image-column basis, and was
little affected by variations in the intensity of the reflected
fluorescence emission outside the regions that were affected
by total internal reflection. The erroneous film-height mea-
surements that ensued in those regions were identified dur-
ing post-stressing, and were interpolated using a smoothing-
spline (for more details see Ref. [7]). A fully-processed
PLIF image, also showing the location of the two interfaces,
is provided in Fig. 4(b).

3.2.2 Particle tracking velocimetry

Binary “masks” were generated based on the PLIF images
in order to be used for processing the simultaneously col-
lected particle-scattering images. The masks are 2-D frames
where the liquid domain is attributed a signal intensity equal
to unity, and all other regions are set equal to zero; thus,
any out-of-plane reflections in the particle images could be
eliminated. The masked particle-images were then used to
generate 2-D velocity-vector maps by means a PIV algo-
rithm available in LaVision Davis, which utilised a four-pass
cross-correlation for the calculation of the velocity field.
The correlation-window size and the overlap parameter were
set to 32 × 32 pixels and 50%, respectively, for the first two
passes, and to 16 × 16 pixels and 50% for the last two.

A series of processing steps were applied during the initial
passes, including the removal of any vectors that were calcu-
lated from a low cross-correlation peak (below 1.5), as well
as any vectors that were calculated from particle groups con-
taining less than 6 particles, and the application of median
filtering for the removal of any spurious vectors. As a fi-
nal processing step, the motion of individual particles (PTV
calculation) was tracked using the PIV results as initial es-
timators of the velocity field. PIV and PTV velocity-vector
maps corresponding to the PLIF frames shown in Fig. 4(a)
and (b) are provided in Fig. 4(c) and (d). It should finally
be noted that only the PTV maps were employed thereafter,
for example for the calculation of local velocity profiles and
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Figure 4: (a) Perspective-distortion corrected PLIF image of
a solitary wave from a flow with q̇ ≈ 2.5 W cm−2, Re = 55
and fw = 7 Hz. (b) Removal of reflections and identification
of the gas-liquid and solid-liquid interfaces for the PLIF im-
age shown in (a). (c) PIV velocity field for the PLIF frame
shown in (a). P(d) PTV velocity field for the PLIF frame
shown in (a).

bulk velocities, owing to the inherent limitations of PIV in
flows with steep velocity-gradients and the superior spatial
resolution on offer by PTV (for more details, see Ref. [7]).

3.2.3 Infrared thermography

A number of corrections were also applied to the raw IR-
image sequences in order to convert the collected thermal-
radiation measurements to 2-D, interfacial-temperature
maps (see, for example, Fig. 5). This is feasible with the
employed water-glycerol solution, as it is effectively opaque
over broad IR-spectral bands; an attribute that allows for the
collected thermal radiation to be integrated over very shal-
low (≈ 10−5 m) optical depths. The transmittance of the
water-glycerol solution over the spectral range of the FLIR
IR camera (2.5 5 µm band) was measured using an FT-IR

(a)

(b)

PLIF/PTV Imaging Region

TC1

TC2

(c)

Figure 5: Instantaneous temperature distributions over the
free-surface of falling-film flows with: (a) q̇ ≈ 2.5 W cm−2,
Re = 28 and fw = 7 Hz, (b) q̇ ≈ 2.5 W cm−2, Re = 28
and fw = 12 Hz and (c) q̇ ≈ 2.5 W cm−2, Re = 28 and
fw = 17 Hz.

spectrometer (Perkin-Elmer Spectrum 100). Based on these
results, an optical depth (i.e. the depth of the liquid over
which the transmittance falls to 1/e ≈ 37% of the incident
radiation) corresponds to < 60 µm. The thermal radiation
collected by the camera, Imeas, comprised two contributions,
the radiation emitted by the liquid and collected by the cam-
era, εliIli, and any background radiation (i.e., any radiation
emitted by the environment and reflected about the liquid
surface and into the camera), ρliIbg = (1 − εli)Ibg, such that

Imeas = εliIli + (1 − εli)Ibg , (4)

where εli and ρli stand for the emissivity and the reflectiv-
ity of the employed water-glycerol solution, Ili for the ther-
mal radiation emitted by the liquid surface, and Ibg for the
background thermal radiation. The emissivities of water
and glycerol correspond to ≈ 0.96 [62], and therefore, any
contribution by the background was relatively limited. Yet,
a correction was implemented using the camera software,
ResearchIR, which necessitated a background temperature
measurement. This was obtained by placing a flattened,
crumpled piece of aluminum foil at the imaging plane and
performing a temperature measurement with the emissivity
set to ε = 1. Finally, the thermal images were imported
in LaVision Davis and corrected for perspective distortions,
and later in MATLAB where they were converted to tem-
perature measurements using the camera calibration corre-
sponding to the selected frame integration period (843 µs).
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Figure 6: (a) Mean film-heights, h, recovered by PLIF and plotted against calculated hN data for 17 flat films spanning
the range Re ≈ 1.5 − 11.5. (b)-(c) Mean bulk and interface velocities, Ub and Uh, recovered by PTV and plotted against
calculated bulk and interface-velocities, Ub,N and Uh,N, for the same film flows. (d) Mean flow-rates, V , recovered using
PTV and PLIF, plotted against the respective ultrasonic-flowmeter measurements, VN.

The temperature-difference across the liquid film, and
by extension the HTC, was recovered by measuring si-
multaneously the solid-liquid interface temperature along
the PLIF/PTV imaging domain using two miniature K-type
thermocouples (0.25 mm sheath diameter). These were at-
tached using adhesive, thermally-conductive pads on either
side of the PLIF/PTV imaging region and at a distance of
≈ 20 mm in the spanwise direction of the flow, along the
top-most upstream and bottom-most downstream locations
of that region (Fig. 5(c)). These coordinates were selected in
order to prevent the thermocouples from perturbing the flow
at the PLIF/PTV imaging region, but still be close enough to
the latter so that the measured temperatures are representa-
tive of the solid-liquid interface temperatures along the ex-
citation plane. This was verified in quality assurance runs,
whereby multiple thermocouples were positioned at a down-
stream distance corresponding to the middle of PLIF/PTV
imaging domain and at different spanwise locations. Further
evidence in support of the validity of these measurements
can be sourced from thermal images of the gas-liquid inter-
face (such as the ones shown in Fig. 5), which indicate that
the gas-liquid interface temperature varies by < 0.1 ◦C along
the span of the IR measurement. Once the optical mea-
surements were completed, the solid-liquid interface tem-
perature along the PLIF/PTV imaging domain was obtained
by linear interpolation between the two thermocouple mea-
surements. The temperature difference along the PLIF/PTV
imaging domain did not exceed ≈ 1 ◦C for the investigated
heating and flow conditions.

3.3 Quality assurance and measurement-
uncertainty estimation

3.3.1 Film-height measurements

Additional experiments were carried out in order to assess
the validity and accuracy of the proposed, combined optical
technique. For that purpose, the employed water/glycerol
solution was replaced by a higher glycerol-content one (≈
80% glycerol by volume), with νf = 50 × 10−6 m s−2,
σf = 62 × 10−3 N m−1 and ρf = 1205 kg m−3 at 25 ◦C. The
liquid temperature was varied in the range Tf = 24−30 °, re-
sulting in Ka = 17−25. The same liquid was also employed
in earlier experimental studies of the hydrodynamic charac-
teristics of isothermal falling-films in order to carry out val-
idation experiments (see Ref. [7]), as any large-amplitude
interface fluctuations are suppressed in the absence of flow
pulsation. Thus, the film remains seemingly flat along the
length of the test section, and the height, bulk velocity and
interface velocity of the flow can be approximated with a
high degree of accuracy using the Nusselt solution to the
Navier-Stokes equation [63]. The latter assumes a gravity-
driven, steady, fully-developed, 1-D flow, and results in the
following analytical expressions for the film height, bulk ve-
locity and interface velocity (Eqs. 5, 6 and 7, respectively):

hN =

(
3νf

2Re
g sin β

)1/3

(5)
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Ub,N =
g sin βhN

2

3νf
(6)

Uh,N =
g sin βhN

2

2νf
(7)

By varying the liquid flow-rate and temperature, the flow
Re was varied in the range Re ≈ 1.5 − 11.5, resulting in
Nusselt heights in the range hN ≈ 1.3 − 2.5 mm. These
are plotted against the respective mean film-heights, h, ob-
tained by PLIF in Fig. 6(a). The error bars correspond to the
upper bound of the uncertainty associated with the calcula-
tion of the Nusselt height (5%), which stems mainly from
the flowmeter measurement-uncertainty (3%) and the uncer-
tainty in the liquid kinematic-viscosity measurement (2%).
The mean and root-mean-square (RMS) deviations between
the predicted (i.e., hN) and measured film-height values cor-
respond to 1.3% and 1.6%, respectively. However, as thinner
film-regions were observed in the investigated film-flows, a
measurement-uncertainty of 2% is quoted for the averaged
(time-averaged or phase-locked) film height measurements.
Instantaneous and local film-height measurements are also
subject to random errors originating mostly from camera
noise, and are thus attributed a relative uncertainty of 4−5%,
based on the calculation of the film-height standard devia-
tion in flat-film runs.

3.3.2 Velocity measurements

We now proceed to examine the uncertainties associated
with the calculation of the mean bulk and interface veloc-
ities, Ub and Uh respectively, from simultaneously collected
PTV and PLIF images. The former were obtained by time-
averaging instantaneous bulk velocities, Ub, that were each
recovered from a single PLIF/PTV image pair. In greater
detail, velocity data were averaged along a short (100-pixel)
region of the flow in each image, thus yielding local axial-
velocity profiles which were then integrated over the local
film-height. The mean interface velocities were instead cal-
culated using only velocity-profile data from near the gas-
liquid interface.

At this stage it is essential to discuss the treatment of the
near-wall data, which are subject to additional errors; specif-
ically, particle reflections at the glass-substrate which bias
the local axial-velocities towards higher values. In both the
flat, as well as the wavy films, these artefacts affect film re-
gions up to ≈ 250 µm away from the solid-liquid boundary
(i.e., extending up to 17% of the examined flow fields, on
average). This spatial extent is larger compared to our pre-
vious studies of isothermal film flows (where any affected
regions only spanned 100 − 200 µm), owing primarily to
the lower transmittance and higher reflectance of the ITO-
coated glass. In order to alleviate the relevant bias errors in
the calculation of axial velocity profiles, the near-wall data
were replaced by parabolic fits, with the axial velocity at the
wall set to Uw = 0 m s−1. For more information on the rele-
vant procedure we refer the reader to Refs. [7, 8], where it is
discussed in great detail. It should also be noted that this is a
well-known, and largely unavoidable deficit of the applica-
tion of PIV and PTV in similar flow-configurations [64].

Resuming the comparison between PTV-derived bulk and
interface velocities, and those derived from the Nusselt solu-
tion, we calculated mean and RMS deviations of ≈ 1.7% and

2%, and 1.7% and 3.3%, respectively. Our results are plot-
ted in Fig. 6(b) and (c), with the error bars corresponding,
once more, to the uncertainty associated with the analytical
calculation of the two velocity components. These results
are very satisfactory, especially considering that no system-
atic trends are observed, and that the majority of the mea-
sured data-points lie within the error bars. Additional valida-
tion was obtained by comparing mean flow-rate data, V , ob-
tained by combined PLIF/PTV, with flow-rate measurements
that were recorded simultaneously using the ultrasonic flow-
meter, VN. The former were recovered by time-averaging
instantaneous flow-rate measurements that were generated
on a per-image basis, by multiplying the local film-heights
with the local bulk-velocities. The mean and RMS devia-
tions between the optical and flowmeter data are both below
3%, which coincides with the uncertainty associated with
the flowmeter measurements.

(a) q̇ = 0 W cm−2

(b) q̇ = 2.5 W cm−2

Figure 7: Mean flow-rates, V , recovered using PTV and
PLIF, plotted alongside the respective ultrasonic-flowmeter
measurements, VN, over the range Re = 27 − 60, for flows
with: (a) q̇ = 0 W cm−2, and (b) q̇ = 2.5 W cm−2.

As a direct consequence of the high-viscosity water-
glycerol solution we employ in our experiments, as the film
heats up with increasing distance from the flow inlet, its vis-
cosity decreases significantly. The film, therefore, becomes
progressively thinner and accelerates so that the mean flow
rate is conserved. In addition, based on our thermocouple
and IR-camera measurements, the temperature difference
between the two interfaces at the PLIF/PTV imaging region
can attain values in the range ∆T ≈ 30 − 40 ◦C. According
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to data provided by Cheng [65], the viscosity of our fluid
decreases by ≈ 75% between 20 and 60 ◦C; a variation that
should mainly affect the velocity field near the wall, where
the largest temperature gradients are encountered (i.e., at
the region where our PTV measurements are discarded due
to the presence of optical artefacts). In order to examine
whether, and to what extent, this effect impacts our bulk-
velocity measurements, we compare PLIF and PTV-derived
mean-flow rate measurements with flowmeter measurements
in wavy films, with and without heating. The former are
plotted in Fig. 7(a), and the latter in Fig. 7(b), for 15 flow
conditions spanning the range Re = 27 − 60.

In addition to the variation of the liquid viscosity with
temperature, we also scrutinise the effect of the liquid
refractive-index variation with temperature. Based on the
measurements by Leron, et al. [66], the latter falls by ≈ 1%
over the same temperature range, and thus, its impact is ex-
pected to be moderate by comparison. The mean and RMS
deviations between the PLIF/PTV-derived mean flow-rates
and those measured using the ultrasonic flow meter, in the
absence of heating, amount to 1.8% and 2.3% respectively,
while the same values when a heat flux q̇ = 2.5 W cm−2 is
applied, correspond to 1.6% and 2.1% respectively. In both
cases, the maximum absolute deviations do not exceed 5%.
Based on these results, we are confident that neither the vari-
ation of the liquid viscosity near the wall, nor the variation
of the liquid refractive index impact our bulk-velocity mea-
surements, at least on a time-averaged basis.

3.3.3 Interface-temperature measurements

Finally, experiments were conducted in order to assess the
accuracy of the IR-based, interface-temperature measure-
ment. Towards that end, the rig was operated with the heat
exchanger that is responsible for removing any heat im-
parted on the liquid, turned off (the flow-loop is described
in greater detail Section 2.1, and illustrated in Fig. 1). As a
result, the liquid flow was allowed to heat up uniformly and
progressively over time, while IR and thermocouple mea-
surements were collected simultaneously. Two K-type ther-
mocouples were placed on either side of the ≈ 35 × 35 mm
region of interest from which the IR-based temperature data
were extracted, and their readings were averaged. Above
T ≈ 33 ◦C, additional heating was supplied using the heating
arrangement in order to achieve the intended 20−40 ◦C tem-
perature range. The temperature measurements recovered
using IR, TIR, are plotted in Fig. 8 against the respective
thermocouple measurements, TTC. Based on these results,
the measurement uncertainty of the IR measurement lies be-
low 1 ◦C, with a probability ≥ 70%.

4 Results and discussion

4.1 Wave/phase-locked averaging and time-
series generation

In this section, we introduce the application of wave/phase-
locked averaging for the detailed study of the hydrodynamic
and heat transfer characteristics of the quasi-periodic waves
we observe in the experiments. In greater detail, we extract

Figure 8: Gas-liquid interface temperature measurements
recovered using IR, TIR, plotted against simultaneously re-
covered thermocouple measurements, TTC, over the range
T ≈ 20 − 40 ◦C.

highly localized film-height, velocity and heat-transfer data
along the waves over a range of flow conditions, by appli-
cation of the phase-locked averaging methodology we first
presented in Ref. [7], and which we briefly describe here for
completion. The first step comprises the selection of a refer-
ence image (i.e., an image of the wave topology of interest)
and the identification of images from the same PLIF/PTV/IR
recording, that will be averaged out. The latter are se-
lected by cross-correlating the reference film-height with all
other instantaneous traces from the same flow/heating con-
dition; any traces that must be shifted by more than a pre-
scribed translation threshold (in this case, 80 pixels) in or-
der to match the reference topology are discarded, and the
rest are shifted and averaged. Standard deviation calcula-
tions along the wave topology, which serve as qualitative
uncertainty-estimators of the averaging procedure, are typ-
ically of the order of our film-height measurement resolu-
tion (around 30 µm), depending on the “waviness” of the
film surface, as well as the number of signals that are av-
eraged out. In isothermal flows, this number corresponds
to around 80; however, when the flow is heated, the inter-
face topology varies along the PLIF imaging region, which
forces us to reduce the threshold translation, and thus utilize
a smaller number of signals. A typical phase-locked average
film-height measurement is provided in Fig. 9(a) for a flow
with Re = 51, fw = 17 Hz and q̇ = 0 W cm−2.

Using the information we obtain by cross-correlating the
film-heights, we proceed to phase-lock average the respec-
tive velocity fields (e.g., Fig. 9(b)). From the latter, we can
calculate the bulk velocity, Ub, along the wave topology
by integrating the local axial-velocity profiles over the local
film-heights, as well as the interface velocity, Uh (Fig. 9(c)).
Finally, the local liquid flow-rate can be calculated by multi-
plying the local bulk-velocity with the film-height along the
wave (Fig. 9(d)).

The same procedure (i.e. shifting and averaging) can also
be applied to the interface-temperature measurements, as the
image acquisition of the IR camera was synchronised with
the PLIF/PTV image acquisition. Sample phase-locked av-
erage temperature measurements along the excitation plane
are provided in Fig. 10, for flows with Re ≈ 28, fw = 7,
12 and 17 Hz, and q̇ = 2.5 W cm−2. The dotted lines repre-
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Figure 9: (a) Phase-locked average film-height, h. (b) Veloc-
ity field, (c) axial bulk and interface velocities, Ub and Uh,
respectively, and (d) flow rate in the streamwise direction of
the flow, V , for a flow with Re = 51, q̇ = 0 W cm−2 and
fw = 17 Hz.

sent the standard deviation, ±σT, of the average interface-
temperature measurements. The x = 0 mm positions in
Figs. 9 and 10 correspond to different distances from the
flow inlet along the axial direction, as the data shown in each
figure are collected using different cameras (PLIF/PTV and
IR, respectively) with different fields of view and different
spatial resolutions. Thus, they cover different spatial ranges
along the heated test section. These ranges (also provided in
Section 3) correspond to ≈ 232−265 mm downstream of the
flow inlet for the PLIF/PTV cameras, and to ≈ 170−300 mm
for the IR camera. In both figures, x = 0 mm signifies the
start of the respective (i.e. for the PLIF/PTV cameras in
Fig. 9 and for the IR camera in Fig. 10) imaged regions of
the flow; however, as the flow region imaged by the IR cam-
era is larger (≈ 130 mm) compared to the flow region imaged
by the PLIF/PTV cameras (≈ 33 mm), the latter falls within
the former, and is shown in red, overlapping the Th plots in
Fig. 10.

It is interesting to note that in the case of the fw = 7 Hz
flow, with increasing axial distance, x, the interface temper-
ature along the thin substrate-film, the wave troughs and the

capillary waves increase monotonically, unlike the interface
temperature at the wave crests (two wave crests are observed
in this phase-locked average measurement, at x ≈ 10 mm
and x ≈ 80 mm) which remains almost constant and equal
to the flow inlet-temperature. The variation of the interface
temperature about the mean is limited.

PLIF/PTV 
Imaging 
Region

h

(a)

(b)

(c)

Figure 10: Phase-locked average gas-liquid interface tem-
perature, Th, from flows with Re ≈ 28, q̇ = 2.5 W cm−2 and
: (a) fw = 7, (b) fw = 12 Hz, and (c) fw = 17 Hz. The flow
region imaged by the PLIF/PTV cameras in Fig. 9 is shown
in (a) in red, overlapping the Th plots.

When the excitation frequency is increased to fw = 12 Hz
or fw = 17 Hz, the interface temperature varies signifi-
cantly at the wave troughs and throughout the capillary-wave
regions in general, as evidenced by the locally higher σT
(Fig. 10(b) and (c)). In the first instance (i.e., for fw =

12 Hz), we observe that with increasing x, the temperature
distribution evolves, possibly in response to variations in the
interface topology which changes as the film heats up and
the liquid viscosity decreases. Interestingly, the peak inter-
face temperature is observed ahead of the third wave from
the left, rather than the wave further downstream. This re-
duction of the peak interface-temperature with increasing
distance from the inlet also relates to the fw = 17 Hz flow. In
greater detail, the temperature at the wave troughs increases
consistently between x = 0 and 60 mm, as does σT over
the first three waves; however, at the PLIF/PTV imaging re-
gion we observe two peaks of lower temperature than the
peak value of the immediately preceding wave, while fur-
ther downstream, Th varies significantly and starts to climb
along both the crests and troughs.

Aside from the examination of the interface topology and
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Figure 11: (a) Film-height, h, (b) bulk velocity, Ub, (c) flow-
rate, V , (d) gas-liquid interface temperature, Th, (e) heat
transfer coefficient, a, and (f) Nusselt number, Nu, time se-
ries compiled over a 1-s recording period, for a flow with
Re = 35, fw = 7 Hz and q̇ = 2.5 W cm−2.

the velocity and temperature distributions by employment of
phase-locked average data, the dependance of these quanti-
ties on the imposed flow and heating conditions were ex-
amined by employment of film height, bulk velocity, flow
rate and gas-liquid interface temperature time-series (see,
for example, Fig. 11, where we plot time-series of h, Ub,
V and Th from a flow with Re = 35, fw = 7 Hz and
q̇ = 2.5 W cm−2). Time-varying film height data were gener-
ated by space-averaging the instantaneous film-heights over
a 150-pixel (≈ 4.2-mm) region of the flow, on a per image
basis, while for the same flow region, bulk velocities were
obtained by integrating the respective space-averaged axial

velocity profiles. In order to achieve a better compromise
between accuracy and spatial resolution when the local film-
topology is highly irregular, for example between the wave
crests and troughs or along the capillary waves, the aver-
aging domain was divided into three 50-pixel subdomains,
yielding independent film height and bulk-velocity measure-
ments which were then averaged.

Time-series of the heat transfer coefficient, a (Eq. 8), and
Nusselt number, Nu (Eq. 9), were also generated using the
obtained Th and h data, respectively. Owing to the lack of
bulk-temperature information, which would require a 2-D
measurement of the temperature distribution across the liq-
uid film, HTCs were calculated using the temperature differ-
ence ∆T between the gas liquid and solid liquid interfaces,
and on the applied (mean) heat-flux, q̇. The coupling be-
tween the observed variations in h, Ub, V and Th will be ex-
amined in the following sections, both locally as well as on
a time-averaged basis; in the latter case based on statistical
quantities that were determined using the time-series. Be-
fore proceeding, we would like to note that the pronounced
similarity in the plots of h(t) and Nu(t) stems from the strong
coupling between Nu and h which, in turn, can be attributed
to the significantly larger variation (over time) of h com-
pared to that of α in the examined, high-Pr liquid-films. This
observation will be discussed in greater detail in Section 4.5,
where the local and instantaneous variations of α and Nu are
brought into focus.

α =
q̇

∆T
=

q̇
(Tw − Th)

, (8)

Nu =
αh
λf

. (9)

4.2 Interface topology
In this section, we discuss the topology of falling films
across the range of examined flow and heating conditions as
a function of the flow Re and fw, based on phase-locked av-
eraged film-height measurements in the vicinity of solitary
waves (see Fig.12). Starting with the isothermal, Re ≈ 59
flows, we observe that with increasing wave frequency, the
wave crest-height falls whereas the through height remains
almost unaltered. The solitary waves of the fw = 7 Hz
flow are preceded by a single, low-amplitude capillary wave,
while with increasing wave frequency, more capillary waves
of longer wavelength and higher amplitude emerge. As the
flow Re is reduced, first to Re ≈ 43 and then to Re ≈ 25, the
solitary-wave crest and trough heights of all examined films
fall. The number of capillary waves also falls, irrespective
of the imposed fw; however, the amplitude of the remaining
capillary ripples increases relative to the height of the main
wave-humps and substrate film, as do their wavelengths. For
the fw = 17 Hz case, the number of capillary waves falls
from two to one and then they disappear altogether as the
wave shape changes from the typical asymmetric hump with
the steep front and long, flat tail, to a “sawtooth-like” shape.
These observations are in good qualitative agreement with
our previous work on flows with β = 20 ° and Ka = 85−350
(see Refs. [8, 9]).
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(a) (b)

(c) (d)

(e) (f)

Figure 12: Phase-locked average film heights about the crests of solitary waves for flows with fw = 7, 12 and 17 Hz, and
(a) Re ≈ 59 and q̇ = 0 W cm−2, (b) Re ≈ 65 and q̇ = 2.5 W cm−2, (c) Re ≈ 43 and q̇ = 0 W cm−2, (d) Re ≈ 46 and
q̇ = 2.5 W cm−2, (e) Re ≈ 25 and q̇ = 0 W cm−2, and (f) Re ≈ 28 and q̇ = 2.5 W cm−2.

(a) (b) (c)

Figure 13: (a) Mean film-height, h, (b) wave crest and tough-height, hmax and hmin, and (c) normalised standard deviation
(coefficient of variation), σ/h, data for flows with Re ≈ 18 − 65, fw = 7, 12 and 17 Hz, and q̇ = 0 and 2.5 W cm−2.

When a heat flux q̇ = 2.5 W cm−2 is applied at the wall,
the interface topology of the examined films over roughly
the same Re range (Re ≈ 65 − 28) displays some notewor-
thy disparity compared to their isothermal counterparts (i.e.,
flows with the same Re and fw). The most discernible effect
is a thinning of the flow in response to the reduced viscos-
ity of the employed water-glycerol solution. Interestingly,
the shapes of the waves are largely reproduced, with the ex-

ception of the Re ≈ 28 and fw = 17 Hz flow that is now
populated by solitary, rather than sawtooth waves.

The mean film-heights, h , wave crest and trough heights,
hmax and hmin, and film-height coefficients of variation,
σh/hmax, of all examined films are presented in Fig. 13 as
a function of the flow Re. The mean film-heights we recover
(Fig. 13(a)) increase monotonically with the flow Re and ir-
respective of the applied heat flux. When q̇ = 2.5 W cm−2,
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these are, on average, ≈ 18% lower compared to the equiva-
lent isothermal cases, irrespective of the wave frequency and
despite the fact that the heated film-flow data are collected
at slightly higher Re. Interestingly, the disparity between the
h data from the heated and unheated cases, and roughly the
same flow Re, only varies between ≈ 16% and 20%. The
wave crest-heights lie ≈ 9% lower, on average, when fw =

7 Hz and fw = 12 Hz, and ≈ 15% lower when fw = 17 Hz,
while the wave trough-heights fall significantly more follow-
ing the application of heating, by ≈ 25% when fw = 7 Hz
and fw = 12 Hz, and by and 21% when fw = 17 Hz. Another
interesting observation relates to the wave amplitude, which
we define as (hmax−hmin)/h, and which is consistently higher
for the flows with q̇ = 2.5 W cm−2 (for the same fw and Re).
Specifically, the wave amplitudes increase by ≈ 23%, 31%
and 17%, on average, when fw = 7 Hz, 12 Hz and 17 Hz,
respectively. This result stems from the larger relative de-
crease of the mean and wave-trough heights compared to
the crest heights.

The film-height standard deviations, σh, increase with the
flow Re below Re ≈ 40 for all examined wave frequencies,
and then saturate at higher Re. The films with fw = 7 Hz dis-
play the highest σh values, peaking at σh = 0.46 mm at Re ≈
60, due to the larger-amplitude waves that are encountered in
these flows. These trends are in qualitative agreement with
our earlier results on isothermal falling films [7–9], as well
as the results by other researchers [50, 67, 68]. Following
the application of heating, the recovered σh nearly match the
isothermal cases, with the mean deviation between heated
and unheated flows (of roughly the same flow Re) amount-
ing to ≈ 10%. Consequently, the film-height coefficients of
variation are consistently higher for the heated films, peak-
ing at σh/h = 0.37 for the Re = 35 and fw = 7 Hz flow.
In comparison, when fw = 12 Hz, σh/h peaks at 0.27, at
Re = 34, while when fw = 17 Hz, σh/h peaks at 0.22, at
Re = 47. It should finally be noted that the observed trends
(i.e., the sharp increase of σh/h with increasing flow Re until
a plateau is reached, as well as the higher σh/h at lower fw)
are shared amongst the isothermal and heated data.

4.3 Flow-field characterization
In our previous publications on the hydrodynamics of falling
films (see Refs. [7–9]), we demonstrated the generation of
axial velocity profiles at different locations along the waves,
compared those to theoretical Nusselt-flow predictions, and
commented on the topology-dependant under- and overesti-
mation of the local axial velocities, bulk velocities and flow
rates by the latter. Specifically, we noted that behind the
wave crests, the measured profiles were always parabolic;
however, the Nusselt predictions overestimated the mea-
sured velocities significantly (often by ≥ 100%). In con-
trast, between the crests and troughs and along the capil-
lary waves, non-parabolic profiles were encountered, while
ahead of the capillary waves, our bulk-velocities were higher
(by ≈ 10 − 30%) than those suggested by the Nusselt the-
ory. These observations, which are in excellent agreement
with the work of other researchers (see, for example, Refs.
[4, 33, 50]), also relate to the isothermal and heated falling-
films we examine in this study.

In Fig. 14, we compare axial-velocity, Ux, profiles ex-
tracted in ≈ 1.55 mm intervals along the wave topology of
films with Re = 44, fw = 12 Hz and q̇ = 0 W cm−2 (shown in
red), and Re = 45, fw = 12 Hz and q̇ = 2.5 W cm−2 (shown
in blue), with Nusselt profiles that were derived based on the
local film-height of the isothermal flow (shown in black).
The Nusselt predictions underestimate the experimentally-
derived velocities between locations 1 and 3, agree well with
the experimental data between locations 4 and 5, and then
begin to increasingly overestimate the experiment (by up to
60% at the gas-liquid interface) between locations 6 and 11.
Between the crest and trough of the wave, the measured Ux
increase above the analytical values, while the observed pro-
files deviate from the typical parabolic-shape. Past the wave
crest and along the capillary waves and the substrate film,
the Nusselt velocities are once again lower than the mea-
sured values, by up to 30% at the free surface.

Regarding the heated-flow, the measured profiles appear
consistently “fuller”, but are still mostly parabolic excluding
any regions where the interface slope is high, in agreement
with the isothermal case. The observation of significant sim-
ilarities between two flow fields is surprising, also consider-
ing that the flow-velocities near the wall were expected to be
significantly higher for the heated cases. However, as the liq-
uid temperature falls rapidly with increasing distance from
the wall, and therefore the pronounced variation of the liquid
viscosity is confined near the wall where our PTV measure-
ments are subject to larger errors, a more thorough inves-
tigation of the relation between the local and instantaneous
viscosity and flow rate is deemed necessary. This will be
pursued by direct numerical simulations (DNSs) based on
the methodologies of Denner et al. [69–71], from which the
temperature and viscosity distributions across the waves will
be extracted and linked to the local flow-fields, thus allow-
ing greater insight into this complex flow behaviour. We
would finally like to comment on the absence of regions
along the investigated wave topology where the measured
profiles match the Nusselt profiles. This is due to the lack
of a true residual layer (substrate film) when fw = 12 Hz,
as the region bounded by locations 15 − 20, for example, is
populated by capillary waves and its right-most part already
constitutes the tail of the preceding wave. In contrast, at
lower fw, for example when fw = 7 Hz, a substrate-film re-
gion (where any film-height fluctuations are absent) can be
observed, and the axial velocity profiles coincide with the
Nusselt profiles. An example of this can also be found in
our previous publication (see, Ref. [7].)

The variation of the mean bulk-velocity, Ub, with the flow
Re, the wave frequency and the heat flux are examined in
Fig. 15(a). Both isothermal and heated flow datasets dis-
play the same trend; a near-linear increase with the flow Re.
The bulk velocities that we recover in the heated flows are,
however, 18% higher on average compared to the equivalent
isothermal flows. When q̇ = 2.5 W cm−2, the fw = 17 Hz
flows display slightly, yet consistently, higher Ub, followed
by the fw = 12 Hz flows and finally the fw = 7 Hz flows. In
contrast, any deviations between the measured Ub (for the
same flow Re) in the isothermal flows are smaller. Another
noteworthy observation relates to rate of increase of the
mean bulk-velocity with the flow Re, which is significantly
higher than the rate of increase of the mean film-height with
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Figure 14: Phase-locked average wave-profiles for film flows with Re = 44, fw = 12 Hz and q̇ = 0 W cm−2 (red trace), and
Re = 45, fw = 12 Hz and q̇ = 2.5 W cm−2 (blue trace), presented alongside axial-velocity profiles that were extracted in
≈ 1.55 mm intervals along the wave topology. Analytically derived (Nusselt) profiles are also plotted (black, dotted lines)
based on the local film-height for the isothermal flow.

(a) (b) (c)

Figure 15: (a) Mean bulk-velocity, Ub, (b) wave speed, c and (c) normalised wave speed (by the peak interface velocity,
Uh) data for flows with Re ≈ 18 − 65, fw = 7, 12 and 17 Hz, and q̇ = 0 and 2.5 W cm−2.
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the flow Re. For example, over the range Re ≈ 20 − 60 and
for fw = 17 Hz and q̇ = 0 W cm−2, h increases by ≈ 47%
whereas Ub increases by ≈ 130%. This result stems directly
from the observation of parabolic velocity-profiles, almost
throughout the entirety of the examined film topologies.

(a)

(b)

(c)

Figure 16: Phase-locked average flow-rates along the waves
of flows with fw = 12 Hz, q̇ = 0 W cm−2 and q̇ =

2.5 W cm−2, and: (a) Re ≈ 59 − 65, (b) Re ≈ 43 − 46,
and (c) Re ≈ 25 − 28.

Based on our previous discussion of the under- and over-
estimation of the local bulk velocities by employment of
the Nusselt description of these flows, it is evident that Ub
(i.e., the instantaneous bulk-velocity) does not scale with
∼ h2. Also, in Ref. [8], we showed that at least for isother-
mal falling-films, the instantaneous bulk-velocity is fixed by
the magnitude of interface-height fluctuations and the mean
flow. Before revisiting this result, this time in relation to
the heated flows we investigate here (which is all the more
interesting considering the strong variation of the liquid vis-
cosity both along the test section, as well as across the thick-
ness of the film), we plot phase/wave-locked average flow-
rate distributions along the waves of flows with different Re,
fw = 12 Hz and q̇ = 0 and 2.5 W cm−2, in Fig. 16. Close
inspection of the Re ≈ 43 − 46 and Re ≈ 59 − 65 data, and
the respective film-height data shown in Fig.13, reveals that
the former match near-perfectly from behind the wave crests
and up to the wave troughs, irrespective of the value of q̇. In
contrast, along the capillary-wave region where the topol-
ogy of the isothermal and heated film-flows is different, the
flow-rate data do not match. The same remark can be used
to describe to the flow-rates along the waves of flows with
Re ≈ 25− 28, fw = 12 Hz and q̇ = 0 and 2.5 W cm−2, which

display slightly dissimilar shapes.
In Fig. 15(b) we plot the wave speed, c, as a function

of the flow Re over the examined flow and heating condi-
tions. This data was recovered by first generating phase-
locked averaged film-height measurements for the frames
preceding and following those that were employed in our
previous analysis (i.e., frames with the wave fronts located
roughly at their centres). The displacements of the wave
fronts were then calculated by cross-correlating the wave-
regions between the wave crests and troughs, and the ob-
tained results were divided by the dt between the frames,
and averaged. Referring to the heated film-flows, it should
be noted that the waves never develop fully over the length
of our test section, as the liquid properties vary continuously
in space.

(a)

(b)

(c)

Figure 17: Phase-locked average interface temperature, Th,
along the waves of flows with q̇ = 2.5 W cm−2, fw = 7, 12
and 17 Hz, and: (a) Re = 66, (b) Re = 46 and (c) Re = 28.
The black dots in (b) and (c) mark the locations of local
overshoots in Th, in the regions bounded by the wave crests
and troughs.

Resuming the discussion of our wave-speed results, we
note that with increasing flow Re the wave speeds increase
for all fw and irrespective of the applied heat flux. In refer-
ence to the isothermal films, the cases with fw = 7 Hz dis-
play the highest wave-speeds (peaking at above > 0.75 m s−1

at Re ≈ 60), followed by the fw = 12 Hz flows and then the
fw = 17 Hz flows. This trend is attributed to the higher
wave amplitudes that are observed at lower wave frequen-
cies (see also Refs. [8, 10]). When q̇ = 2.5 W cm−2 we ob-
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serve the same trend, as well as very similar wave-speeds
to the isothermal cases. When normalised by the maxi-
mum interface velocities (corresponding to the velocities
at the wave crests), however, some noteworthy differences
arise. This comparison is presented in Fig. 15(c). Above
Re ≈ 40, the normalised wave speeds from the isothermal
and heated cases all increase as the Re falls, while below
that Re they display opposite trends. We speculate that the
decrease in c/Uh is linked to the reduction in the liquid vis-
cosity, and thus the faster flow velocities that ensue com-
pared to the isothermal flows. Furthermore, in Fig. 12 we
show that any topological changes (following the imposi-
tion of q̇ = 2.5 W cm−2 at the wall) are more pronounced
for flows with fw = 12 and 17 Hz, and that these include
an increase of the observed wavelengths (Fig. 12(e) and (f)).
The latter should bring about a reduction in c, provided that
fw remains constant.

4.4 Interface-temperature measurements
We now proceed to examine the variation of the gas-liquid
interface temperature along the PLIF/PTV imaging region
(Fig. 17). Specifically, we discuss the variation of Th along
the wave topology of flows with fw = 7, 12 and 17 Hz,
Re = 28, 46 and 66 and q̇ = 2.5 W cm−2. The lowest tem-
peratures are observed consistently at the wave crests, nearly
matching the liquid inlet-temperature, Ti ≈ 22 − 23 ◦C. The
interface temperature upstream of the wave crests is little
varied, increasing gradually as the film heights decrease. For
the highest Re, the measured Th display very little change
downstream of the crests as well, as the heating applied at
the wall does not penetrate through the thickness of the film.
However, owing to the excellent sensitivity of the IR camera,
a slight increase in Th is observed in that region, tracking the
shape of the interface.

The coupling between Th and h is stronger when Re = 46,
and the three temperature profiles display distinct shapes
(Fig. 17(b)). Yet, Th increases by only 1 − 3 ◦C between
the wave crests and troughs, peaking along the capillary
waves. When fw = 7 Hz, the interface temperature ex-
hibits a maximum at the solitary-wave trough, and plateaus
along the substrate film. This region of the film also exhibits
a near-constant thickness, which lies well below the mean
film-thickness. When fw = 12 Hz, a similar behaviour is
observed, though the increase in Th at the wave trough is
slightly smaller. The flow with fw = 17 Hz displays the
highest interface temperature, Th ≈ 26 ◦C, and a “step-like”
increase in Th in the sloping region between the solitary-
wave crest and trough which is reproduced, and in fact is
even more pronounced, when Re = 28 (Fig. 17(c)). Inter-
estingly, for the same Re, this feature is also observed in the
fw = 12 Hz flow. The locations of these local overshoots in
Th, in the regions bounded by the wave crests and troughs,
are marked in Figs. 17(b)-(c) and 18 with black dots. Fi-
nally, it is worth noting that despite the reduction in the flow
Re from Re = 46 to Re = 28, the peak Th is slightly lower
for the fw = 17 Hz flow. Instead, the highest Th value is
observed along the capillary-wave region of the fw = 7 Hz
flow.

The step-like increase in Th when fw = 12 Hz and fw =

]]m/s

Wave trough

Wave crest

(a)
]]m/s

Wave Trough
Wave Crest

(b)

Figure 18: Phase-locked averaged cross-stream velocity, Uy,
along the waves of flows with Re = 28, q̇ = 2.5 W cm−2

and: (a) fw = 12 Hz and (b) 17 Hz, , presented alongside
their interface temperature, Th, data from Fig. 17. The black
dots in the plots of Th against x mark the locations of local
overshoots in Th, in the regions bounded by the wave crests
and troughs.

17 Hz, in the region bounded by the solitary-wave crest and
trough, is speculatively linked to the magnitude of the lo-
cal cross-stream velocity components, and consequently, the
amplitude of the local film-height fluctuations; specifically,
the amplitude of the solitary waves which falls with increas-
ing fw, and the amplitude of the capillary waves preceding
them, which increases instead. In Fig. 18, we present 2-
D phase-locked averaged measurements of the cross-stream
velocity component, Uy, from flows with fw = 12 and 17
Hz, Re = 28 and q̇ = 2.5 W cm−2, alongside their respec-
tive Th data from Fig. 17. Based on this plot, we hypothe-
size that the positive (away from the wall) Uy underneath the
solitary-wave crests are responsible for pushing hotter fluid
from near the wall, towards the gas-liquid interface. This ef-
fect could underlie a significant heat transfer enhancement-
mechanism by promoting mixing locally. Denner et al. [10]
have shown, by conducting DNSs in isothermal falling-films
in the drag-inertia regime, that the film-height fluctuations
along the solitary waves induce large cross-stream velocity
components locally. Furthermore, the variation of the cross-
stream motion with the flow Re was shown to contribute to
the saturation of the wave-crest height, following the onset
of flow recirculation in a reference frame moving with the
wave speed. The latter was accompanied by negative (down-
ward) Uy under the wave crests and positive Uy behind the
crests. Our 2-D Uy maps are in excellent qualitative agree-
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ment with the data presented by Denner et al. [10] in the
absence of flow recalculation; moreover c > Uh for these
cases, including the fw = 7 Hz flow (Fig. 15(c)). Hence, the
observed heat transfer enhancement does not rely on flow
recirculation in that region.

4.5 Heat transfer measurements
In Refs. [12, 13], we presented space- and time-resolved
film height and heat transfer data from water-ethanol film
flows (Pr = 5.4) falling over a resistively heated, thin metal-
foil, and commented on the physical mechanisms underly-
ing the observed heat transfer gains compared to a steady
film flow. In greater detail, we reported that the tempera-
ture distribution at the film free-surface was dominated by
thermal rivulets which were attributed to Marangoni flows
(i.e., flows driven by surface tension gradients which, in
this case are induced by temperature gradients), and spec-
ulated that the source of the initial perturbation comprised
localised temperature inhomogeneities at the interface. The
ensuing surface tension gradients then drove a flow in the
spanwise direction, which advected hot liquid from near the
heated substrate and towards the gas-liquid interface. Fur-
ther downstream, the long and thin thermal rivulets (“fin-
gers”) expanded spontaneously in the spanwise direction of
the flow, and developed into regular rivulets that exhibited
a quasi-sinusoidal modulation of the film-height. In addi-
tion to the rivulets, the coupling between the local and in-
stantaneous film height and gas-liquid interface temperature
featured prominently in these publications, and was shown
to result in a strong coupling between the local and instan-
taneous film height and HTC at low and intermediate Re
(≈ 70 − 700). At higher Re, the coupling between the two
quantities was weaker potentially due to flow recirculation
(in a reference frame moving with the wave speed) under-
neath the main wave humps. Still, the enhancement of the
HTC at lower Re, which was primarily driven by the rivulets,
was significant, exceeding the value that was predicted by
the Nusselt description of the flow by up to a factor of 2.

The Nusselt description of the flow has been used in
isothermal, as well as in heated film-flow investigations, in
order to “benchmark” the results obtained in both experi-
ments and simulations. Earlier, when assessing the validity
of our combined optical technique, we showed how the film
thickness and bulk and interface velocity of a Nusselt flow
can be obtained by solving the Navier-Stokes equation after
applying a number of simplifications (i.e., neglecting terms
based on the assumptions of a gravity-driven, steady, fully-
developed, 1-D flow). Similarly, the energy equation can be
simplified in order to yield estimates of the gas-liquid inter-
face and bulk-liquid temperatures, Th and Tb, respectively:

Th = Tw −
2
5

q̇h
λf

(10)

and
Tb = Tw −

5
8

q̇h
λf
. (11)

Aside from our earlier work, numerous researchers also
reported on heat transfer enhancements in low-Pr falling-
films (compared to flat films), which they attributed to the

(a)

(b)

(c)

Figure 19: Local and instantaneous HTCs, plotted against
their respective film heights, for a flow with q̇ = 2.5 W cm−2,
fw = 7 Hz and Re = 28. Data were extracted and aver-
aged from a flow region that extends over: (a) ≈ 1.4 mm,
(b) ≈ 15 mm, and (c) ≈ 29 mm along the imaging do-
main. The colour scale represents the probability density
calculated based on the bivariate distribution of the local and
instantaneous HTC and film-height, while the solid black
lines represent a phase-locked average measurement along
the wave topology.

thinning of those films due to the waviness of the free-
surface, and the formation and impact of thermal rivulets
(see, for example, Refs. [13, 42, 45]). Instead, in high-Pr
films, any gains are mainly convective in nature, and have
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been traced back to flow recirculation underneath the wave
crests (see, for example, Refs. [72, 73]).

The suppression of the development of thermal rivulets in
the high-Pr, and relatively high-Re (given the liquid proper-
ties), films we investigate here presents us with a multitude
of interesting avenues to explore. For example, we can de-
couple the effects of flow parameters such as the excitation
frequency and flow Re, and heat transfer parameters such as
the applied heat flux, from the heat transfer gains obtained
due to thermal rivulets, and in that way establish a “baseline”
for the heat transfer performance of unsteady film-flows.
Furthermore, the impact of the time- and space-varying vis-
cosity and its coupling to the flow field can be examined
in detail, and largely in isolation from any Marangoni con-
vection. The inception of thermal rivulets can also be ex-
amined by employment of the presented data, by system-
atically studying the observation of highly localized “hot-
spots” on the film free-surface, which constitute the initial
development stage of rivulet formation. These interfacial
features can be observed in the IR images (see, for example,
Fig. 5), arising spontaneously, mainly along the thinner and
flatter regions of the film (more frequently so at low Re and
fw). As they are convected by the mean flow, their temper-
ature increases until they are either consumed by the faster
moving waves that catch up with them, or form elongated
streaks. Lel et al. [45, 46] have, instead, observed quasi-
regular, metastable thermal rivulets in high-Pr silicon-oil
flows (Pr = 57− 177); however, the liquid Ka (= 24− 124),
inclination angle β (= 90 °) and flow Re (typically < 20) that
were selected in these experiments are significantly different
from our experiments, which could account for the different
thermal features that we report here. It is also worth noting
that in our experiments, depending on the flow Re, applied
q̇ and imposed fw, the peak temperature of these spots can
exceed that of the surrounding fluid by ≈ 5−20 ◦C, resulting
in significant heat transfer enhancements locally (in excess
of 50%). The investigation of the formation and impact of
these thermal features on the local and instantaneous HTC is
beyond the scope of this study; however, a more systematic
assessment will be presented in the future.

The upcoming analysis of the heat transfer performance
of the examined Pr = 77 films, therefore, stretches past the
investigation of such highly localized phenomena, and in-
stead focuses on the link between large-amplitude fluctua-
tions of the HTC and the interface height. We initiate this
analysis by plotting local and instantaneous HTCs against
their respective film heights for a flow with q̇ = 2.5 W cm−2,
fw = 7 Hz, Re = 28, and a varying spatial extent of the
film region we use in order to extract the relevant data, in
Fig. 19. The colour scale represents the probability den-
sity calculated based on the bivariate distribution of the lo-
cal and instantaneous HTC and film-height. Regarding the
data presented in Fig. 19(a), we observe that h varies in the
range ≈ 0.6 − 1.85 mm, while a fluctuates in the range
≈ 625 − 720 W m−2 K−1. The coupling between the two
quantities is strong, mainly along the thinner film regions
(i.e., along the substrate film and capillary waves) where the
heat extracted from the wall penetrates all the way to the
free-surface. To the right of the main body of the displayed
data (for h > 1 mm), there are two “zones” where the ma-

jority of the remaining data congregate. The lower-HTC
data points emanate from the tails of the large-amplitude
solitary waves, and the scarcer, higher-HTC data from the
steep fronts of the solitary waves (i.e., between the crests
and troughs).

Overlapping the data that were extracted from time-series
of h and a are solid black lines that correspond to phase-
locked average measurements of h and a along the waves
(i.e., from behind the wave crest to the substrate film pre-
ceding the capillary ripples). This data, along with the data
shown in Fig. 19(b) and (c), allow us to scrutinise the ef-
fect of the spatial extent of the film region that we use in
order to extract local and instantaneous HTC and h val-
ues, on the observed coupling between the two quantities
of interest. Specifically, the phase-locked average data carry
over the spatial resolution of the PLIF/PTV measurements,
while the spatial extent of the averaging region used to gen-
erate the time-series of h and a increases from ≈ 1.4 mm
(Fig. 19(a)) to ≈ 15 mm (Fig. 19(b)) and then to ≈ 29 mm
(see, Fig. 19(c)).

Referring to Fig. 19(a), we observe that whereas any
phase-locked average data that emanate from behind the
wave crest match the data from the time-series, any data
that are extracted from film regions with large interface gra-
dients (i.e., between the crest and trough) or small length
scales (i.e., the capillary waves), do not fully overlap the
time-series data points. Yet, the overall trend between a and
h is largely conserved, as is the range that the film-height
and HTC data span. Increasing the size of the averaging
region to ≈ 15 mm results in is slightly narrower h and a
ranges (h ≈ 0.7 − 1.7 mm and a ≈ 625 − 700 W m−2 K−1).
The same overall trend between the two quantities is still ob-
served; however, the data points from the heavily-sloped re-
gions between the solitary-wave crests and troughs are now
encountered with higher probability. Finally, increasing the
size of the averaging region to ≈ 29 mm results in a further
reduction of the observed data ranges, and a more symmetric
shape for the distribution of the data, with the axis of sym-
metry extending between the film-height and HTC extrema.
It should be noted that the remarks we make here are some-
what dependent on the film topology, and thus the pulsation
frequency, flow Re and liquid Ka. Increasing the wave fre-
quency from fw = 7 Hz to fw = 17 Hz, for example, results
in shorter wavelengths, the elimination of the substrate film,
larger and longer capillary waves, and a weaker coupling
between the HTC and h (Fig. 20).

In Fig. 20, we plot local and instantaneous HTCs (left
column) and Nu (right column) against their respective film
heights for flows with q̇ = 2.5 W cm−2, Re ≈ 28 and fw = 7,
12 and 17 Hz. The black dotted lines represent the HTC/Nu
that were calculated for flat-films over the same range of h.
As the fw is increased, the range of observed HTCs falls; a
remark that can be linked to the reduction of the range of
observed film-heights at higher fw, as the amplitude of the
solitary waves decreases and the spatial extent of the sub-
strate film-region shrinks. For the same reason, the strong
coupling between h and the HTC that we reported earlier for
the fw = 7 Hz flow becomes less pronounced; in fact, when
fw = 17 Hz, the measured HTCs congregate about the ana-
lytical solution and no distinct trend can be discerned. Inter-
estingly, the data pairs that are encountered with the highest
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Figure 20: Local and instantaneous HTCs (left column) and Nu (right column), plotted against their respective film heights,
for flows with q̇ = 2.5 W cm−2, Re ≈ 28 and: (a)-(b) fw = 7 Hz, (c)-(d) fw = 12 Hz, and (e)-(f) fw = 17 Hz. The colour scale
represents the probability density calculated based on the bivariate distribution of the local and instantaneous HTC/Nu and
film-height, while the dotted black lines represent the HTCs/Nu that were calculated for steady-film flows over the range
of h that were observed in the experiments.

probability now lie to the right of the steady-flow curve. The
observation of lower HTCs with higher probability as fw is
increased is most probably attributed to the differing evolu-
tion of the film topology along the streamwise direction of
the flow, depending on the imposed fw. In greater detail,
we hypothesize that as the film heats up and its viscosity
decreases, it accelerates and, given that the wave frequency
is conserved, this leads to an increases in wavelength. The
original topology (the one pertaining to an isothermal flow

of the same mean-flow rate and inlet temperature), which in
the case of fw = 17 Hz comprises a single trough with no
capillary ripples, cannot be sustained, and a capillary wave
emerges ahead of the solitary-wave front (Fig. 12). This re-
distribution of liquid also accounts for the non-monotonic
increase of Th with x along the IR imaging domain as well
(see, Fig. 10 when fw = 17 Hz, in contrast to the fw = 7 Hz
case), which provides evidence in support of our hypothesis.

Regarding the variation of the local and instantaneous
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Nu = ah/λf with h (Fig. 20(b), (d) and (f)), we recover a
trend that closely resembles a narrow ellipse. The coupling
between the two quantities is very strong owing to the sig-
nificantly larger variation of h compared to a; for example,
for the fw = 7 Hz case, a increases by ≈ 16% between the
crest and trough, while h falls by nearly 300%. As antic-
ipated, the range of observed Nu increases as the fw is re-
duced, peaking at Nu ≈ 3.3 for the fw = 7 Hz flow, and
at Nu ≈ 2.7 and Nu ≈ 2.4 when fw = 12 and 17 Hz, re-
spectively. Also plotted is the (constant) Nu = 8/5 that is
obtained from the steady-flow analysis, based on the tem-
perature difference across the liquid domain, ∆T = Tw − Th.

Compared to the low-Pr (= 5.4), Re = 300 data in
Ref. [12], the trend that we observe here is notably different.
In the case of the former, the Nu showed only small varia-
tions around Nu = 4 and over the range h = 0.6 − 1.5 mm;
however, distinct peaks were identified near the wave crests
and troughs. The peak corresponding to the crests may stem
from the reduced coupling between a and h in the thicker
film regions, while the peak at the troughs/substrate film
may be attributed to gains induced by the thermal rivulets
that were shown to spread over the film surface from very
low values of q̇ already, and with little dependence on the
flow Re (see, Ref. [13]). Hence, those joint probability dis-
tributions may ensue from the overlap of two distinct effects;
the one we report here when the film is at its thickest and
any heating applied at the wall penetrates through the film
only modestly, and a second in which the rise of hot fluid
from near the wall to the film surface due to buoyancy and
Marangoni convection when the film is thinner.

We now proceed to examine the coupling between the
HTC and h as a function of the flow Re in Fig. 21, for flows
fw = 7 Hz (i.e., the frequency that displays the strongest
coupling). For the highest Re flow (= 66), h varies in the
range ≈ 0.8 − 2.4 mm and the HTC is near constant and
equal to 685 W m−2 K−1; it only deviates slightly from this
value along the capillary waves and the wave fronts, which
(like we showed earlier) display slightly higher HTCs than
film regions with the same h from behind the wave crests.
At the substrate film, which is encountered with the highest
probability, the obtained HTCs match the theoretical predic-
tion. Reducing the flow rate to Re = 55 results in a reduction
in the range of observed film-heights, as the wave crest and
trough heights fall. The heating at the wall now penetrates
through the film and all the way to the free surface even at
high values of h, and thus, the dependence of the HTC on the
local and instantaneous film height becomes stronger. The
variation of the HTC is still modest; however, the thicker
film regions (solitary waves) display lower HTCs than be-
fore, while along the thinner film regions, such as the wave
troughs, the peak HTC is still ≈ 685 W m−2 K−1. Reduc-
ing the flow Re further (to Re = 45) accentuates the afore-
mentioned effects, while when Re = 35, a strong coupling
between the HTC and h can be clearly observed, particu-
larly along the substrate film and capillary waves. In fact,
the HTC displays almost the same sensitivity on h as sug-
gested by theory along those regions of the flow. Another
interesting observation relates to magnitude of the HTC in
those regions, which is lower than analytical calculations
suggest, and in contrast with the thicker film regions, where

the measured values exceed the analytical ones. Finally, for
the Re = 25 film, the entire range of measured film heights
(h ≈ 0.6 − 1.85 mm) is coupled to the ∆T across the film.

The investigation of lower Re flows in our experiments
was impeded by safety concerns, and specifically a poten-
tially catastrophic failure of the glass substrate in the case of
dewetting. Based on the collected data, however, we spec-
ulate that for lower Re, the film waviness would be further
suppressed and the analytical approximation of the relation-
ship between the local and instantaneous HTC and h would
be observed within the ensuing narrow range of h. The emer-
gence of hot-spots and thermal rivulets is, however, expected
to boost convective heat transfer, resulting in higher HTCs
and effectively translating the majority of the data upwards.

5 Conclusions
An optical technique that combines simultaneous planar
laser-induced fluorescence (PLIF), particle tracking ve-
locimetry (PTV) and infrared (IR) thermography was de-
veloped and applied towards the space- and time-resolved
measurement of the film-height, 2-D velocity and 2-D free-
surface temperature in liquid films flowing over an inclined
(β = 20 °), resistively heated glass-substrate. Using this data
and knowledge of the wall temperature along the fluid do-
main where optical measurements were conducted, local and
instantaneous heat-transfer coefficients (HTCs) and Nusselt
numbers, Nu, were also recovered. High-fidelity flow and
heat transfer data were generated along the waves of film
flows with Re = 18 − 66, fw = 7, 12 and 17 Hz, and
q̇ = 2.5 W cm−2, while complementary data were collected
from equivalent isothermal flows (i.e., flows with the same
Re and fw, and q̇ = 0 W cm−2) to help us benchmark the
impact of heating on the hydrodynamics of the examined
flows. To the best of our knowledge, this is the first instance
whereby spatiotemporally resolved heat-transfer measure-
ments are recovered simultaneously with spatiotemporally
resolved flow measurements in falling liquid-films.

The employed water-glycerol solution comprises 55%
glycerol by volume and is highly viscous (νf = 9.2×10−6 m2

s−1 at 22 °C) and modestly (thermally) conductive (λf =

0.37 Wm−1K−1), resulting in Pr = 77 and Ka = 180. These
attributes suppress the development of thermal rivulets on
the free-surface of the examined films, thus allowing us to
decouple the effects of flow parameters such as the excitation
frequency and flow Re from the heat transfer behaviour that
would ensue otherwise. Another noteworthy attribute of the
selected fluid is that its viscosity varies significantly along
the streamwise direction of the flow.As the film extracts heat
from the substrate it becomes progressively thinner and ac-
celerates so that the mean flow rate is conserved.

Additional experiments were conducted to estimate the
measurement uncertainty of the combined optical technique.
In more detail, Ka = 17 − 25 flows were established in or-
der to suppress the growth of large-amplitude waves, and
film thickness data were extracted using PLIF and com-
pared to analytical calculations based on the Nusselt solu-
tion to the Navier-Stokes equation. Based on this exercise, a
measurement-uncertainty of 2% is quoted for any averaged
(time- or phase-locked averaged) film height measurements.
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Figure 21: Local and instantaneous HTCs plotted against their respective film heights, for flows with q̇ = 2.5 W cm−2,
fw = 7 Hz and: (a) Re = 65, (b) Re = 55, (c) Re = 45, (d) Re = 35 and (e) Re = 28. The colour scale represents the
probability density calculated based on the bivariate distribution of the local and instantaneous HTC and film-height, while
the dotted black lines represent the HTCs that were calculated for steady-film flows over the range of h that were observed
in the experiments.

Instantaneous and local film-height measurements, however,
bear additional random errors and are thus assigned a mean
relative uncertainty of 4 − 5%. The uncertainties associated
with the measurement of the mean bulk and interface veloci-
ties from PTV were also estimated by pursuing comparisons
to analytical calculations, and correspond to 3%. Finally, IR-
based interface-temperature measurements were compared
to thermocouple measurements in the range 20 − 40 ◦C.

Based on the results of this study, the uncertainty of the
interface-temperature measurement is < 1 ◦C.

Using the information we obtain by cross-correlating in-
stantaneous film-height measurements about the waves, we
generate phase-locked average film height, velocity field
and interface-temperature measurements. The application
of q̇ = 2.5 W cm−2 at the solid wall results in a pronounced
reduction of the mean film-heights (by 18%, on average)
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compared to equivalent isothermal flows. Overall, the film
waviness is higher for the heated films. The axial velocity
profiles that were extracted along the waves are consistently
“fuller” for the heated cases; yet, they are still parabolic
excluding any wave-regions where the interface slopes are
high, also in agreement with the isothermal cases. The bulk
velocities are ≈ 18% higher, on average, for the heated
films, thus compensating for the reduction in the mean-
film heights. Our phase-locked averaged gas-liquid interface
temperature measurements reveal that when fw = 12 or 17
Hz, the temperature distributions along the waves vary non-
monotonically with increasing distance from the flow inlet,
possibly in response to variations in the interface topology
which changes as the film heats up and the liquid viscosity
decreases. At the PLIF/PTV imaging region, a “step-like”
increase in Th between the solitary-wave crests and troughs
is observed at low Re (= 28). We speculate that this feature
is linked to the locally strong cross-stream velocity compo-
nents away from the wall, and could underlie a heat transfer
enhancement-mechanism by promoting mixing locally.

The heat transfer characteristics of the examined films
are scrutinised based on plots of the local and instantaneous
HTC/Nu against the local and instantaneous film height. For
the highest Re flows (= 66), the HTC is near constant; reduc-
ing the Re triggers an overall reduction in the range of ob-
served film-heights, allowing the heating at the wall to pen-
etrate to the free surface. Below Re = 35, a strong coupling
between the HTC and h is reported, especially along the sub-
strate film and capillary waves. In fact, the HTC displays
almost the same sensitivity on h as suggested by the Nus-
selt description of the flow. With increasing fw, the range
of observed HTCs falls due to the reduction in the range of
observed film-heights. For the same reason, the coupling
between h and the HTC becomes less pronounced, and the
film height/HTC pairs that are encountered with the high-
est probability migrate the right of the steady-flow curve.
We speculate that the observation of lower-HTC data points
with higher probability at higher fw is linked to the evolution
of the film topology along the streamwise direction of the
flow. Regarding the variation of the local and instantaneous
Nu, we recover a trend that closely resembles a narrow el-
lipse. A pronounced coupling between the two quantities is
reported, and is attributed to the significantly larger varia-
tion of h compared to the HTC. The range of observed Nu
increases as the fw is reduced.

In the future, we aim to complement our experiments with
results from direct numerical simulations (DNSs) based on
the methodologies presented in Denner et al. [69–71], from
which the film height as well as the full temperature, viscos-
ity and velocity fields in the liquid domain upstream of the
PLIF/PTV measurement location will be computed, thus al-
lowing greater insight into the complex flow behaviour un-
derlying the examined flows. Of particular interest is the
study of the highly localized “hot-spots” that we observe
systematically on the film free-surface, and the understand-
ing of the impact of these events on the variation of the local
and instantaneous HTC and Nu and their time averages.
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