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Abstract

Downstream bioprocessing and especially chromatographic steps, com-

monly used for the purification of multicomponent systems, are signif-

icant cost drivers in the production of therapeutic proteins. Lately,

there has been an increased interest in the development of systematic

methods where operating conditions are defined and chromatographic

trains are selected.

Several models have been developed previously, where chromatographic

trains were selected under the assumption of 100 % recovery of the

desired product. Removing this assumption gives the opportunity not

only to select chromatographic trains but also determine the timeline

in which the product is selected.

Initially, a mixed integer non-linear (MINLP) programming mathemat-

ical model was developed to tackle that problem and was tested using

three illustrative examples. Later on, this model was linearised by ap-

plying piecewise linear approximation techniques and computational ef-

ficiency was improved. Next, an alternative MILP model was developed

by discretising the recovery levels of the product and computational ef-

ficiency improved even by 100-fold. Finally, the equilibrium dispersive

model was used in a simple 4-protein mixture and the MINLP model

was validated.

This research represents a significant step towards efficient downstream

process operation and synthesis.
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Chapter 1

Introduction and theoretical

background

1.1 Scope

In the last decade, there has been an increasing pressure in the biophar-

maceutical sector for the design of flexible and cost-effective processes.

In an attempt to overcome the purification bottleneck, the present work

applied optimisation-based techniques on the purification stage of a typ-

ical biopharmaceutical process.

Chromatography has been “the work horse” of the purification stage,

but still remains the major cost source, hence its optimisation holds

a key role in reducing manufacturing cost. Chromatographic purifica-

tion processes are complex processes and must be well understood for

their effective design and optimisation. In this context, a rational ap-

proach on modelling and optimisation, as a driving force for enhanced

purification processes, was the prime focus of this work.

18
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1.2 Biopharmaceutical industry

Biopharmaceutical industry represents a vibrant industry with the in-

troduction of 13 new products in 2010. In 2009, recombinant therapeu-

tic proteins along with monoclonal antibodies (mAb) based products

resulted in a global market value of $99 billion [5], while the global

pharmaceutical market is expected to grow 5-7%, in 2011, according to

IMS Health [6].

Worldwide pharmaceutical sales increased by more than double between

2000 and 2009, as illustrated in Figure 1.1. Pharmaceutical includes

small molecules along with antibodies, peptides, vaccines and thera-

peutic proteins. The USA alone accounts for 37%, of the market and is

still the world’s biggest single market with the European Union follow-

ing in its footsteps. Europe’s major five, UK, Germany, France, Spain

and Italy, accounted for over 60%, of all European pharmaceutical sales

in 2009 [1, 7].

In general, biopharmaceuticals have a few advantages over pharma-

ceuticals (small molecules). During the last years and given the devel-

opment in fermentation and methods for discovering new products, bio-

pharmaceuticals have proven to be more profitable than small molecules.

More importantly, biopharmaceuticals can achieve a degree of speci-

ficity that is impossible for small molecules [8].

Recombinant proteins, which include antibodies, vaccines and thera-

peutic proteins have a wide range of both diagnostic and therapeutic

applications. They have been introduced in a variety of disease ther-

apies including various types of cancer, and chronic diseases such as

diabetes. A summary of such products that are isolated by chromato-

graphic techniques is presented in Table 1.1 [4].

The increasing trends of the market, coupled with the fact that chro-

matography still remains the major bottleneck of the downstream stage
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Figure 1.1: Global pharmaceutical market statistics as adapted
by [1]

Table 1.1: Chromatographically purified therapeutics [4]

Product Use

Albumin plasma substitution
Epidermal growth factor (EGF) wound healing
Erythropoetin anemia in dialysis patients
Factor VIII hemophilia
Human growth hormone growth disorders
Insulin diabetes
Interferons, Interleukin-2 cancer treatment
Monoclonal antibodies (mAb) cancer treatment and diagnosis
Superoxide dismutase (SOD) myocardial infarction therapy
Tissue plasminogen activator (tPA) dissolution of blood clots
Tumor necrosis factor (TNF) cancer treatment and diagnosis
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of biopharmaceutical process indicate the need for a better process de-

sign and optimisation of the key manufacturing steps.

1.3 Typical flowsheet

As discussed earlier the driving force of this project is enhanced chro-

matographic purification processes. But where does chromatography

stand in the overall process?

A typical biopharmaceutical process would be divided into an upstream

and a downstream stage as shown in Figure 1.2. The upstream stage

includes bacterial or mammalian cell lines growing in bioreactors, af-

ter which the downstream stage follows. This is then divided in two

substages; the recovery and the purification. During the recovery step,

the initial separation takes place, where the solid impurities are re-

moved through appropriate processes such as centrifugation, filtration

etc. Next, the purification stage which consists of several chromato-

graphic steps in series, serves as the target product isolation step.

The final step is formulation, where the product gets its final “form”,

through processes such ultrafiltration or diafiltration.

Chromatography holds a key role in the overall production of biophar-

maceuticals. While it has been established as an analytical technique

since the 1950s, it is relatively new for large-scale processes. Moreover,

the purification of a desired protein is the most complex and costly

stage of the overall process, responsible for as much as 60%, of the to-

tal manufacturing cost [9]. It is clear that the understanding of the

process followed by its efficient design and optimisation is the way to

tackle the challenge of downstream process operation and synthesis.
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Bioreaction

Centrifugation / Filtration

Capture chromatography

Intermediate chromatography

Polishing chromatography

Ultrafiltration / Diafiltration
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Purification
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<<

<<

Figure 1.2: Flowsheet of a typical biochemical process

1.4 Chromatography

Ettre [10] defines chromatography as “a physical method of separation

in which the components to be separated are distributed between two

phases, one of which is stationary (stationary phase) while the other

(mobile phase) moves in a definite direction” .

1.4.1 History of chromatography

The first scientific evidence demonstrating chromatographic phenomena

was reported at the end of the 19th century. It was not until 1906, how-

ever, that marked the beginning of the era of column chromatography.

At that time, Mikhail Tswett, a Russian botanist, published his work

on the separation of chloroplast pigments in leaf extracts [11]. Through
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his experiments, Tswett identified that adsorption was the mechanism

responsible for separation. It was then that the potential of chromatog-

raphy, as a means of identifying compounds by properties other than

their colour was realised. Tswett is considered to be “the father of

chromatography”, firstly because he coined the term chromatography,

coming from the combination of two Greek words “χρώµα”, meaning

colour, and “γράφειν”, meaning to write, and secondly because he was

the first one who scientifically described the process [12].

In the 1940s, Martins and Synge proposed liquid-liquid partition chro-

matography using as a chromatographic stationary phase silica gel

loaded with water. Martin suggested the potential use of a gaseous

mobile phase [13] but only published this work a decade later [14]. In

1949, Maclean and Hall introduced the first effective form of thin-layer

chromatography (TLC) that was later on extensively developed and

became an extremely effective separation technique with a wide field of

applications [15].

After James and Martin introduced the idea of a gaseous mobile phase,

gas-liquid chromatography (GLC) was rapidly developed as it was a

simple and inexpensive process. Despite its wide range of application,

GLC had several problems, therefore attention was turned to the de-

velopment of liquid chromatography (LC) [15].

Modern liquid chromatography was introduced in the late 1960s-1970s.

Nowadays, liquid chromatography incorporates special column packings

and fully automated equipment. High performance liquid chromatog-

raphy (HPLC) can now achieve faster and sharper separations [16].

1.4.2 How does chromatography work?

As a process of separation, it aims at converting a mixture into its

different components, usually by passing it through an adsorbent sur-

face [17]. In Figure 1.3, a schematic of the chromatographic process is
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demonstrated. A sample feed is introduced in the inlet and each com-

ponent in the mixture migrates at a different rate along the column.

The components with the lower affinity to the stationary phase will

travel faster, therefore elute first from the column. As shown in Figure

1.3, component 2 has a higher affinity for the stationary phase and is

adsorbed, while the less adsorbed part of the mixture (component 1)

is carried along by the mobile phase, until its elution. Emergence of

the outlet is monitored by a detector and the components are collected

in sequence producing an output signal; a chromatogram. Eventually,

each component leaves the column and passes through the detector.

The time between injection and elution, in which each component is

retained in the column, is the retention time, a characteristic for each

component.

Figure 1.3: Chromatographic separation of a two component mix-
ture



Introduction and theoretical background 25

1.5 Types of chromatographic separation

There are many different types of chromatography, classified according

to the nature of the mobile and stationary phases, the scale of opera-

tions and operation modes.

1.5.1 Nature of mobile and stationary phase

There are two main classes of chromatography depending on the na-

ture of the mobile and stationary phases: gas chromatography (GC)

and liquid chromatography (LC). In gas chromatography, the mobile

phase is commonly a gas. The stationary phase can be a solid or liquid

adsorbent distributed over the column’s surface. In liquid chromatog-

raphy, the mobile phase is a liquid and the stationary phase consists

of small particles that are usually porous [18]. In this thesis, the focus

is on liquid column chromatography, mainly used in biopharmaceutical

processes.

1.5.2 Scale of operation

Depending on the scale of operation, liquid chromatography can be di-

vided into ultra scale down, analytical, laboratory scale and process

chromatography as summarised in Table 1.2. In ultra scale down the

volumes are in the µg-range and can be used early in the process devel-

opment. In the analytical scale, the volumes are in the µg-range and

the aim is to identify the components of the sample. The laboratory

scale or preparative chromatography is in the g-scale, used for both

analytical and production purposes depending on the process. Finally,

in the production or process chromatography, the volumes are in the

kg-range and the objective is to purify the target component in order

to manufacture a drug.
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Table 1.2: Definitions of the scale of chromatographic separations

Scale Purpose Product Column dimensions
quantity (l x d), mm

Ultra Scale Down Information for µg 12 x 4
process synthesis

Analytical Information for µg 250 x 4.6
mixture’s composition

Laboratory Substance isolation g 250-300 x 10-100

Process Preparation of kg 300 x 1000
purified material

1.5.3 Modes of operation

There are three modes in which column chromatography can be op-

erated: elution, displacement and frontal, as defined by Tiselius [19].

There are also some intermediate modes of operation such gradient elu-

tion, recycling, simulated moving bed etc. In the following section the

three main modes will be discussed along with some intermediate modes

that are used in process chromatography.

Elution Chromatography

In elution chromatography the sample is introduced into the column,

followed by the mobile phase (see Figure 1.4). The sample components

migrate at different rates, hence elute in a series of peaks. As each

component in the mixture migrates at a different rate along the column,

the mixture separates. The rate of migration of each component of the

mixture depends on interactions between the component and both the

mobile and stationary phases.

Elution chromatography can be carried out under three different con-

ditions depending on the mobile phase composition as shown in Figure

1.5:
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Protein A 

Protein B

Elution

Figure 1.4: Elution chromatography

• Isocratic elution: In isocratic elution the mobile composition of

the mobile phase is kept constant throughout the elution process

1.5(a).

• Gradient elution: In gradient elution the composition of the mo-

bile phase is increased gradually during the elution process 1.5(b).

• Step elution: The composition of the mobile phase changes peri-

odically 1.5(c).

The most common mode of operation in process chromatography is the

gradient elution (linearly increased) [18].
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(a) Isocratic elution (b) Gradient elution

(c) Step elution

Figure 1.5: Types of elution chromatography

Displacement Chromatography

In displacement chromatography, the sample mixture is fed into the

column and all the compounds in the mixture must compete for the

immediately available adsorption sites. The displacer (a substance with

high affinity to the stationary phase) first displaces the compound with

the strongest adsorption site (protein A in Figure 1.6). Subsequently,

this component will now become the displacer for the next one. Each

component is displaced progressively by the previous one until they

all pass through the column. This mode of operation is not used in

analytical and preparative scale chromatography. In process scale, it

is rarely used mainly because of the lack of suitable protein displacers

[20].
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Protein A & B

Protein A

Protein B

Displacer

Displacement

Figure 1.6: Displacement chromatography

Frontal Chromatography

In this type of chromatography, the sample is fed continuously into the

column. First the mobile phase is collected at the end of the column

and subsequently the components are held with a rate of increasing

affinity to the stationary phase. As shown in Figure 1.7, protein A is

held least strongly in the stationary phase, hence elutes first from the

column, followed by protein B. Frontal analysis is not used for analytical

applications.

1.6 Principles of separation

In this section, the different principles of separation encountered in

chromatographic operations are discussed. Six main categories of such

chromatography are described: ion exchange chromatography (IEX),

hydrophobic interaction chromatography (HIC), reversed phase chro-

matography (RPC), affinity chromatography (AC), size exclusion chro-

matography (SEC) and mixed mode chromatography (MMC). A sum-

mary of the different separation principles is presented in Table 1.3.
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Protein A 

Protein B

Frontal

Figure 1.7: Frontal chromatography
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Ion Exchange Chromatography (IEC): A reversible adsorption

process takes place, in which exchange of ions occurs between the aque-

ous mobile phase and the charged surface of the stationary phase, as

shown in Figure 1.8.
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Figure 1.8: Mechanism of ion exchange chromatography
(a) Anion exchange (b) Cation exchange

The stationary phase is usually an insoluble polymeric matrix that is

permeable to ionic solutes. The mechanism responsible for separation is

ion-exchange of solute ions X and mobile phase ions Y with the charged

groups R of the stationary phase [18].

X− +R+Y − = Y − +R+X− (anion exchange) (1.1)

X+ +R−Y + = Y + +R−X+ (cation exchange) (1.2)

The stronger the component ion X interacts with the exchanger ion, the

stronger it is retained in the column. For cation exchange chromatog-

raphy positively charged ions are separated, while for anion exchange

chromatography negatively charged ions are separated. As ion exchange
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chromatography can be carried out with a mobile phase close to phys-

iological conditions, it is a very important technique used for protein

separation.

Hydrophobic Interaction Chromatography (HIC): The interac-

tion between the hydrophobic regions of the solutes’ surface and the

non-polar ligands of the stationary phase is the driving force in this

type of chromatography. As shown in Figure 1.9, the compound with

prominent hydrophobic site binds stronger while the one of low hy-

drophobicity does not bind.

Hydrophobic groups attached to the matrix

High hydrophobicity compound

Medium hydrophobicity compound

Low hydrophobicity compound

Figure 1.9: Mechanism of hydrophobic interaction and reversed-
phase chromatography

The basic principle of HIC is similar to that of the reverse phase chro-

matography (RPC), only the conditions are milder, hence it is a tech-

nique appropriate for protein purification. Hydrophobic interaction

chromatography can be very selective. This technique can be used for

the separation of components with similar size and charge, since small

differences in surface hydrophobicities between the solutes can be used

as an efficient means of separation.
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Reverse-phase Chromatography (RPC): Reverse-phase chromatog-

raphy involves a hydrophobic stationary phase and the separation prin-

ciple is similar to the one of HIC as shown in Figure 1.9. The difference

between HIC and RPC is that in RPC, the medium is highly substi-

tuted with hydrocarbon chains. This makes the RPC very hydrophobic,

hence the proteins can adsorb even when diluted in water, while in HIC

the need of salt is necessary in order to achieve adsorption. The adsorp-

tion in RPC is so strong that requires eluents to achieve desorption [21].

These eluents can affect the protein stability, hence this technique is not

preferred for protein purification where biological activity is important.

Size exclusion chromatography (SEC):

In size exclusion chromatography or gel filtration, the bed is packed

with a porous gel which separates the compounds of a mixture depend-

ing on their difference in molecular mass and shape. The larger com-

pounds elute first since they can not enter the pores. Smaller molecules

permeate the pores and move through the column slowly.

High molecular mass compound

Low molecular mass compound

Figure 1.10: Mechanism of size exclusion chromatography
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Affinity Chromatography (AC):

In affinity chromatography, the matrix is coupled with a ligand which

has the ability to bind the target molecule as shown in Figure 1.11.

The adsorption mechanism is the result of molecular recognition. For

example, an enzyme might preferentially bind to ligand sites on the

matrix that mimic the natural substrate of the enzyme. Solutes that

do not have substrate-binding sites that are structurally related to the

matrix ligand sites will be poorly bound, if at all, on to the matrix. The

unbound molecules flow through the column while the components that

bind are subsequently eluted.

Binding site

Molecules with complementary binding sites 

Molecules without complementary binding sites 

Figure 1.11: Mechanism of affinity chromatography

Mixed Mode Chromatography (MMC):

In this type of chromatography, different separation principles are ap-

plied in order to resolve a mixture to its components. Some exam-

ples of mixed mode chromatography are hydrophobic charge interaction

chromatography (HCIC) and hydroxyapatite chromatography (HC).

In HCIC, adsorption is based on mild hydrophobic interaction and is
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achieved without addition of salts but by reduction of pH. In HC, neg-

atively charged carboxyl groups and positively charged amino groups

of the mobile phase interact with the stationary phase involving posi-

tively charged calcium ions and negatively charged phosphate ions re-

spectively, hence HC can be considered as mixed-mode ion exchange

chromatography. HCIC is usually applied to mixtures where the com-

ponents have very similar isoelectric points and HC is commonly used

for viral removal [22].

1.7 Aims and objectives

Albeit chromatography has been used for the last five decades, more

efficient operation and design remain within the current scope of im-

provement. Chromatography has always been of significant interest for

industry because of its complexity and high capital and operating costs

involved [23]. It still accounts for up to 60 % of the total manufacturing

cost of the final product [24]. Further development of chromatographic

operations represents one of the most significant challenges for the bio-

pharmaceutical industry.

Motivated by the necessity of enhanced chromatographic processes, the

aim of this work was to develop models based on mathematical program-

ming techniques in order to enhance downstream processing.

1.8 Outline of the thesis

The rest of the thesis is divided in five chapters. Chapter 2 discusses the

literature in downstream process operation and synthesis. An overview

of the different methods, models and techniques are analysed.
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Chapter 3 addresses the problem of synthesis of downstream protein

processing that incorporates product losses. The problem is formu-

lated as a mixed integer non-linear programming (MINLP) framework

and integrates the selection of optimum number of chromatographic

techniques along with the timeline when the product is collected.

Chapter 4 describes the development of a mixed integer linear program-

ming (MILP) model for tackling the same problem as that described

in Chapter 3, by modifying the MINLP model through piecewise linear

approximations of the non-linear functions, in order to improve com-

putational efficiency.

An alternative MILP model using discrete recovery levels is introduced

in Chapter 5. The methodology for all the developed models is illus-

trated through their application on three examples containing up to 21

candidate alternative steps and 13 proteins.

In Chapter 6, a model based on first principles was developed in order

to validate the optimisation models described in the previous chapters.

The example used was a four-protein mixture in a purification flowsheet

containing two chromatographic columns.

Finally, Chapter 7 summarises the main contributions of the thesis and

provides suggestions for future work.



Chapter 2

Literature Review

2.1 Drivers for change

Process chromatography has been a prime tool of industry for the last

decades. Its development within the last 20 years resulted into a large

rise of revenues for the major healthcare companies [25]. Although

alternative bioseperation technologies are making their way into the

market, process chromatography will remain a high resolution process

for industry in the years to come [26].

Advances in cell cultures that have resulted in increased titers along

with the strict requirements for purification of today’s therapeutics have

shifted most of the burden to downstream processing [27–29]. As a

result, manufacturers are exploring multiple ways for achieving more

systematic purification processes [30, 31].

This emphasises the need for new tools and strategies that can pro-

vide solutions for the challenges faced in downstream processing design

[32]. This is also encouraged by the Food and Drug Administration

(FDA) [33]. To overcome the bottleneck of downstream processes in a

multiproduct biopharmaceutical facility, different decisions need to be

taken at different levels. The first level of decision is related to design

38
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and operation, where process alternatives are evaluated and operating

conditions are determined. The second level is related to scheduling

where sequence and timing of the selected unit operations are decided.

Simultaneously describing process conditions, process alternatives and

plant scheduling would be the ideal strategy. Although there have been

efforts for the simultaneous process synthesis, operation and schedul-

ing of a biopharmaceutical process, as it will be described in section

2.4, to date, there are no adequate methodologies for efficient protein

purification process design and synthesis.

This work focuses on the first level of decisions and more specifically

on process synthesis and operating conditions. Below, a brief litera-

ture review on recent work determining both operating conditions and

chromatographic trains will be discussed.

2.2 Operation of chromatographic processes

In traditional methods for operating chromatographic techniques, the

focus has been to deal with each step individually. Investigating the

performance and robustness of a chromatographic column has been a

significant part of research. As discussed in Chapter 1, many different

modes of operation and principles of separation exist, therefore there

was a large spectrum of possibilities to investigate. An overview of

alternative approaches is presented below.

Depending on the chromatographic technique applied, different param-

eters affect its performance. The size of the column (diameter and

length) as well as the packing parameters (particle size and porosity)

can produce significant changes in the separation achieved. In terms of

the mobile phase, the pH of the buffer (ionic strength) along with the

flowrate and the collecting timeline are quite crucial. A summary of the

key variables defining the performance of chromatography is illustrated

in Figure 2.1.
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Performance

Resin properties Column geometry

Mobile phase 

properties

Particle 

size

Matrix 

porosity

Column 

length
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Collecting 

timeline

Figure 2.1: Key performance parameters

Apart from the parameters mentioned above, depending on the princi-

ple of separation applied, there are some specific key parameters affect-

ing the column performance. For example, in ion exchange chromatog-

raphy some of the key design variables are: the pH and the charge

strength [34]. For hydrophobic interaction chromatography, the polar

solvent and the type of hydrophobic ligand can have a significant im-

pact in the column performance [35]. Since, ion exchange chromatog-

raphy and hydrophobic interaction are two of the most widely used

chromatographic techniques for protein purification in the biopharma-

ceutical industry [36, 37], a great part of the research has focused in

these two techniques.

Different approaches have been used, in order to evaluate the perfor-

mance and robustness of a chromatographic process within a single
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column. These approaches can be divided into the following cate-

gories: protein structure approaches, mechanistic approaches, graphical

approaches and black box approaches.

2.2.1 Protein structure approaches

In these approaches, the 3-D structure of the protein is taken into ac-

count as well as its orientation when in contact with a a binding sur-

face. Hubbuch and coworkers [38] initially focused on understanding

the binding mechanism between protein and resin and then studied the

effect of ionic strength and mobile phase pH on the binding orientation

of lysozyme in different IEX resins [39].

Later, they used experimental data on adsorption of lysozyme in dif-

ferent ion exchange resins and developed a more detailed model that

proved how significant is the effect of the ligand density in the adso-

prtion behavior of lysozyme [40].

2.2.2 Mechanistic approaches

In mechanistic approaches, the phenomena that take place in the col-

umn are taken into account. Mass transfer through diffusion and con-

vection have been mathematically described by many researchers. Mod-

elling chromatographic processes has been a complex task, largely due

to the complexity of the process itself and the interactions between the

compounds to be separated. Significant research work focused on tack-

ling this challenge. Initially, modelling chromatography has resulted in

improved understanding of the physical phenomena that take place in

the column. Enhanced understanding resulted in the prediction of the

system behaviour and the better design configuration and operation of

the process.

The selection of the appropriate model is an important issue and many

research groups have worked in developing new models and evaluating
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existing ones. There are several mathematical models based on first

principles that have widely been studied in the literature. The most

common ones are: plate model and rate models (ideal model, equilib-

rium dispersive model, general rate model). These models are discussed

and analysed in detail in Chapter 6.

Many research groups have evaluated different modelling approaches,

applying them to both ion exchange and hydrophobic interaction chro-

matography [41–44]. Although plate model has worked fine in some

cases [45] and has even been used for an industrial practical application

[46], it is still not the preferred one mainly because of the lack of flexi-

bility for complex mixtures where protein interactions have a significant

role.

On the contrary, the rate model takes into account adsorption kinetics

therefore is capable of describing these interactions but is computa-

tionally demanding. Rate models have been extensively used in the

literature [44, 47, 48], with the equilibrium dispersive model being the

common choice, mainly because it provides a good enough description

of the phenomena taking place in the column without a priori require-

ments of many parameters and is relatively easier to implement and

solve computationally than the general rate model.

In most cases, the developed models were used in order to predict the

best operating conditions of a single chromatographic column. This was

achieved by changing some of the crucial parameters such as flowrate

or ionic strength gradient for IEX, followed by some sort of qualitative

or quantitative evaluation of the separation achieved.

Karlsson et al [41], used the general rate model to simulate a three

protein mixture in an ion-exchange chromatography step and investi-

gate the impact of loading time and gradient in the elution. Orellana

et al [48] also used the general rate model to simulate a three protein

mixture in IEX. They were interested in the effect of flowrate and the

initial protein concentration on the retention time.
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Degerman and coworkers [49], used the general rate model and evalu-

ated the critical process parameters by using the worst case scenario

method where purity was lowest possible for the purification of im-

munoglobulinG through ion exchange chromatography. The worst case

approach was also used by Jakobsson et al [50], where they tried to

evaluate the robustness of an ion exchange chromatography step for a

two-protein mixture.

2.2.3 Graphical approaches

The output of a chromatographic process is a chromatogram. How-

ever, it is not easy to extract the sensitivity of a chromatogram under

different operating conditions [51]. For this reason, several graphical

approaches have been developed by various research groups in order

to describe the reaction of a chromatographic stage when changing the

operating conditions.

Ngiam et al [51] calculated chromatographic performance by using frac-

tionation diagrams to represent recovery trade-offs for a three-component

mixture in size exclusion chromatography.

Multivariate statistical analysis is another graphical approach used by

Tichener-Hooker and co-workers, where a small set of experimental sep-

arations can be enough to investigate a wide range of separation char-

acteristics and variables affecting chromatographic performance [52].

The necessity to look at chromatographic techniques as a whole and pro-

duce an optimal set of operating conditions led Tichener-Hooker and

coworkers [23] to apply some graphical approaches for a three-protein

mixture by three consecutive chromatographic techniques. Later, from

the same group the tie-line method was used to decrease the window

of operation for a three protein mixture through two consecutive chro-

matographic techniques, in order to quantify the trade-offs between

purity and recovery [53].
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2.2.4 Black-box approaches

In this type of approaches, there is no need to take into account the

physical phenomena that take place in the column. Such typical meth-

ods include partial least squares (PLS), artificial neural networks (ANN)

and support vector regression (SVR). Cramer and his group have done

a lot of research in this field on both IEX and HIC where they used

structural descriptors along with statistical evaluation of experiments

to predict protein retention behaviour [54–56] and HIC [57–59].

A disadvantage of all the methods described above is that the system

configuration is known a priori, hence only the operating conditions are

being evaluated, although the determination of the number of steps is

a major challenge for the biopharmaceutical industry.

2.3 Synthesis of chromatographic processes

A typical biochemical process usually involves several chromatographic

steps so as to achieve a final product according to confined specifica-

tions. However, biopharmaceutical companies usually operate in sub-

optimal conditions and for this reason, many efforts have focused on

developing systematic methods, for the efficient design of process chro-

matography.

Some of the strategies are based on high throughput experimentation,

knowledge-based approaches and algorithmic or optimisation-based tech-

niques as discussed below.

2.3.1 High-throughput experimentation

In this strategy, conventional or high-throughput screening is conducted,

where some of the key design variables are investigated in order to get
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the optimal values [60, 61]. This requires a large number of measure-

ments, nevertheless there is no guarantee that the final solution will be

the best one. Trial and error methods were quite common even in the

industrial scale [43]. In order to create some rational tools for process

design, researchers started looking for more systematic methodologies

[62].

2.3.2 Heuristics or knowledge-based approaches

First efforts started in the late 80s and employed heuristics (rules of

thumb) in designing purification processes [36, 63–70]. These methods

were based on insights and available knowledge [71]. The aim has always

been to produce a product with the highest possible purity and yield

using the minimal resources (cost). In order to rationalise the method-

ology researchers employed sets of rational rules that would ensure the

required specifications. An example of these rules was presented by

Asenjo and coworkers [69], reproduced below.

• Rule 1: Decide on separation process based on different physico-

chemical properties.

• Rule 2: First remove the impurities in abundance.

• Rule 3: Choose those processes that will exploit the differences

in the physicochemical properties of the product and impurities

in the most efficient manner.

• Rule 4: Use a high-resolution step as early as possible.

• Rule 5: Do the most arduous step last.

Further efforts employed expert knowledge and systematic approaches

to select unit operations in order to synthesise economically favourable

processes, based on the ability of chromatographic techniques to exploit

differences in physicochemical properties of the compounds within the
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mixture [71–75]. These methods inherently hold the drawback of being

qualitative and cannot guarantee that the proposed solution is the best

due to the size of the design space. Nonetheless they hold the advantage

of reducing the search space to a level where quantitative analysis can

be employed.

2.3.3 Optimisation-based approaches

In recent years, advances in mathematical programming techniques,

solvers and computer power laid the foundation for the use of algorith-

mic and optimisation based techniques.

Early efforts were based on physicochemical properties to screen pu-

rification unit operations together with a mixed-integer non-linear pro-

gramming (MINLP) problem for the final process synthesis [76, 77].

Later on, several authors reported mathematical models based on mixed-

integer linear programming (MILP). In [2, 78], two MILP models were

developed, utilising physicochemical properties of all the components in

the mixture, in order to synthesise the optimal flowsheet for a specified

purity and recovery.

In addition, these have been combined with the physicochemical prop-

erties of amino acids to predict the behaviour and design of peptide-

fusion tags that alter the purification of proteins [79–82]. Such optimi-

sation methods can be very powerful when combined with systematic

approaches to obtain the necessary input parameters, as they signifi-

cantly reduce the design search space [32, 83].

Under the assumption of complete product recovery, several optimisa-

tion models have been developed [78, 80]. However, the flexibility of also

selecting the times of product collection (peak cut-points) provides the

opportunity to capture the trade-offs between product quality (purity)

and quantity. Previous work partially tackled this challenge allowing

discrete percentage levels of product collection [84, 85].
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2.4 Simultaneous process operation and

synthesis

One important challenge in chromatography is to simultaneously de-

scribe process conditions, process alternatives and plant scheduling.

Samsatli et al [86–88] proposed a two-stage approach, where the first

stage was related to the conditions of the unit operations of a multi-

product plant and the second to the scheduling of the process. The

only structural decisions made in the first stage are related to the num-

ber of fermentors working in parallel while the purification process was

predetermined.

Later, Asenjo and coworkers [89–91] tried tackling the same problem

for a plant aiming to produce four recombinant proteins including hu-

man insulin, hepatitis B vaccine, chymosin and cryophilic protease. In

this approach, time and size factors were used to evaluate the different

design configurations. Decisions involved the number of fermentors and

chromatographic columns working in parallel as well as storage tanks.

More recently, Asenjo and coworkers [92] proposed a methodology where

a two stage approach was used; in the first stage the sequence of chro-

matographic steps is determined and then the operating conditions

(flowrate, ionic strength gradient) are optimised.

2.5 Summary

As seen in the pages above, chromatography has been and still remains a

focus of many researchers around the world. Running chromatographic

steps in the best possible way in order to achieve optimal separation

is a challenge to be tackled. Different approaches were used in order

to achieve the same target; optimal separation. For defining the oper-

ating conditions, the approaches vary from detailed and analytical to

black-box methods. For chromatographic process synthesis, methods
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were proposed starting from experience and rules of thumb to algorith-

mic and optimisation-based approaches. In this work, we will focus on

optimisation-based methods in order to tackle the challenge of chro-

matographic synthesis and operation.

This work extends a work done by Pinto and coworkers [78], where chro-

matographic trains were synthesised with the assumption of complete

recovery of the product. This work removes the assumption of com-

plete recovery and apart from process synthesis, it also encompasses on

selecting the timeline at which the product is collected, hence this work

essentially incorporates simultaneous process operation and synthesis.



Chapter 3

An MINLP formulation for

purification process synthesis

In this chapter, a novel approach based on mathematical programming

is proposed and a mathematical model for the design of protein pu-

rification processes is presented, along with the fundamental basics of

our model and the solution approach utilised for the specific chromato-

graphic separation problem.

3.1 Introduction

As mentioned in Chapter 1 enhanced downstream process synthesis

holds a key in reducing the manufacturing cost. To achieve that there

are a few suggested strategies such as decreasing the number of steps,

avoiding complex steps and reducing raw material costs. As shown in

[93], many companies adopt molecule specific approaches based on a

particular impurity challenge and can select from a set of candidate

chromatographic steps. Many criteria have to be met for cost effective-

ness, while always meeting stringent purity specifications. Particularly

challenging in this context is the optimum selection of a process se-

quence from the available chromatographic steps.

49
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3.2 Problem statement

The overall problem for the synthesis of the purification processing can

be stated as follows.

Given:

• a mixture of proteins (p: 1,...,P) with known physicochemical

properties (charge and hydrophobicity);

• a set of available chromatographic techniques (i: 1,...,I), each

performing a separation by exploiting a specific physicochemical

property;

• specifications for the desired protein (dp) in terms of minimum

purity and recovery levels.

Determine:

• the flowsheet of the purification process

• operating starting and finishing cut-points (xsi,dp, xfi,dp)

So as to optimise the overall number of chromatographic steps taking

into account product losses.

The model is based solely on the approximation of the chromatographic

peaks by isosceles triangles and uses as inputs the physicochemical prop-

erties of the proteins in the complex mixture as shown in [2], [78].

The main features and basis of the chromatographic operations are ex-

plained in the following section.
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3.3 Basis for the chromatographic separa-

tion model

Each chromatographic peak is approximated by an isosceles triangle.

The physicochemical property data of all proteins in the mixture are

also required [2]. The chromatographic behaviour of each protein is

determined by the retention time. Each chromatographic technique

performs separation by exploiting a different physicochemical property

of the protein such as charge, hydrophobicity, molecular weight, etc.

The dimensionless retention time, KDip, is a function of a characteristic

physicochemical property, Pip, and is defined by:

KDip = f(Pip) =
tr − t0
tf − t0

∀i, p (3.1)

where tr corresponds to the retention time, t0 to the time in which the

salt gradient is initiated and tf to the time in which the salt gradient

is terminated.

The methodology presented in [72] is used to estimate the dimension-

less retention time for both ion exchange and hydrophobic interaction

chromatography. It was observed that the dimensionless retention time

for ion exchange chromatography could be successfully described as a

function of the charge densities [2] as shown below.

• Anion Exchange Chromatography

KDip =
8826 · |Qip/MWp|

1 + 18875 · |Qip/MWp|
if Qip < 0 ∀i ∈ AE, p ∈ P

(3.2)

KDip = 0 if Qip ≥ 0 ∀i ∈ AE, p ∈ P (3.3)

• Cation Exchange Chromatography

KDip = 0 if Qip ≤ 0 ∀i ∈ CE, p ∈ P (3.4)
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KDip =
7424 · |Qip/MWp|

1 + 20231 · |Qip/MWp|
if Qip > 0 ∀i ∈ CE, p ∈ P

(3.5)

For hydrophobic interaction chromatography, the dimensionless reten-

tion time was given through a quadratic function of hydrophobicity

[94]:

KDip = −12.14 ·H2
p + 12.07 ·Hp − 1.74 ∀i ∈ HI, p ∈ P (3.6)

Concentration factors, CFip, indicate the efficiency of each chromato-

graphic technique and is a function of the deviation factor, DFip, the

peak width, σi, which will be explained below. CFip for the various

chromatographic steps are calculated based on the distance between the

chromatographic peaks of the desired product and that of the contam-

inant [2]. Deviation factors, DFip, are defined as the distance between

two peaks (see Figure 3.1), one of them being that of the target protein.

 

dp 

σι 

DFιp 

p2 

 

Figure 3.1: Graphical representation of deviation factor DFip

DFip = KDip −KDi,dp ∀i, p (3.7)
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As mentioned before, product losses along the purification process are

possible, thus the assumption of 100 % recovery of the product is re-

moved. In order to achieve that, starting xsi,dp and finishing xfi,dp

cut-points are applied. A graphical explanation of how the cut-points

behave depending on the recovery is presented in Figure 3.2.

time

p4 dp p2 p1p3

(a) 100%, recovery of the target protein

time

p4 dp p2 p1p3

(b) <100%, recovery of the target protein

Figure 3.2: Graphical explanation of cut-points
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In Figure 3.2(a), the cut points are located at the borders of the peak

width, while in Figure 3.2(b), the cut-points can be located across the

peak width line depending on the required recovery.

A brief breakdown of the different cases that may arise depending on

the position of these cut-points is described below. In Figure 3.3, the

triangles refer to the target protein and the shaded areas represent the

remaining amount of the target protein within the mixture after the

chromatographic technique has been applied.

 
 (c) (b) (a) 

xfi,dp 

xsi,dp 
σι 

xfi,dp 

xsi,dp 
σι 

xfi,dp 

xsi,dp 
σι 

Figure 3.3: Representation of chromatographic peaks for the tar-
get protein

The mathematical expressions presented below represent the three cases

presented in Figure 3.3. The chromatograms are approximated by

isosceles triangles assuming constant shapes. Furthermore, the peak

width has been averaged for each chromatographic technique. The peak

width parameter σi only depends on the type of chromatographic op-

eration and was calculated by averaging over several proteins. For ion

exchange, the value for the peak width is σi=0.15 and for hydrophobic

interaction σi=0.22 [2]. Note that both KDip and σi are both dimen-

sionless or have units of time.
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• xsi,dp, xfi,dp < σi

2

CFi,dp =
2 ·
(
xf 2

i,dp − xs2
i,dp

)
σ2
i

(3.8)

• xsi,dp < σi

2
, xfi,dp >

σi

2

CFi,dp = 1− 2 · [(xsi,dp)2 + (σi − xfi,dp)2]

σ2
i

(3.9)

• xsi,dp, xfi,dp > σi

2

CFi,dp =
2 · [(σi − xsi,dp)2 − (σi − xfi,dp)2]

σ2
i

(3.10)

It is important to note that three different cases may arise depending on

the relative positions of the cut-points. In the first case, Figure (3.3a)

both cut-points are applied before the chromatogram has reached its

peak and the other extreme case Figure (3.3c) is valid when both cut-

points are applied after the chromatogram has reached its peak. Finally,

the remaining case shown in Figure (3.3b) is when the starting point

is applied before the chromatogram reaches its peak and the finishing

point is applied after the chromatogram reaches its peak.

For the contaminants, the concentration factor is calculated similarly,

but in this case the concentration factor is also a function of the devi-

ation factor. Many different cases may arise depending on the relative

positions of the triangles and the cut-points as well.

Below, we can see a graphical representation of how the different chro-

matograms can be allocated depending on their peak distance. Re-

tention time data available in [2] were used to create the actual chro-

matograms. In Figure 3.4, we can see a visual representation of how

the different proteins elute in different times and how this results in a

typical separation problem. In all figures, the solid line triangle refers

to the target protein and the rest are considered as contaminants. As
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shown, in some cases, peaks of target protein and contaminants can al-

most completely overlap (difficult to separate) Figures (3.4(a), 3.4(f))

or in other cases the two peaks are far from each other (easy to separate)

Figures (3.4(c), 3.4(d)).

3.4 Mathematical model

The mathematical model for the optimisation of the selection of the

chromatographic steps for the purification of proteins is described next.

Objective Function

An objective function that selects the minimum number of chromato-

graphic steps is defined as follows:

Minimise S =
∑
i

Ei (3.11)

where Ei is a binary variable, activated when a chromatographic tech-

nique i is selected.

Target Protein Constraints

This set of constraints determines the concentration factors for the tar-

get protein. Binary variables, zsip and zfip, are introduced for starting

and finishing cut-points, respectively. In Figure 3.5, a graphical repre-

sentation of how these variables are activated is presented. Each binary

variable indicates whether the relevant cut-point is located before or af-

ter the chromatogram peak.
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Figure 3.4: Typical protein elution problem using data from [2]
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Figure 3.5: Representation of binary variables for the target pro-
tein indicated by Equation 3.12

Depending on the values of these binary variables, Equation 3.12 can

cover all possible cases that were demonstrated in Figure 3.3.

CFip = 2 · (xfip)
2

σ2
i

· (1− zfip) +

[
1− 2 · (σi − xfip)2

σ2
i

]
· zfip

−2 · (xsip)
2

σ2
i

·(1−zsip)−
[
1− 2 · (σi − xsip)2

σ2
i

]
·zsip ∀i, p = dp

(3.12)

Equations 3.13 and 3.14 determine the position within the target pro-

tein’s range for both xsip and xfip. If the cut-point is after the chro-

matogram’s peak (> σi/2), the corresponding binary variable is equal

to one otherwise (< σi/2) is forced to zero.

σi
2
· zsip ≤ xsip ≤

σi
2

+M · zsip ∀i, p = dp (3.13)

σi
2
· zfip ≤ xfip ≤

σi
2

+M · zfip ∀i, p = dp (3.14)

Finally, Constraint 3.15 is a logical constraint that indicates that the

starting cut-point, xsip, should always be before the finishing cut-point,

xfip.

xsip ≤ xfip ∀i, p = dp (3.15)
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Contaminant Protein Constraints

Similarly to the target protein, a set of constraints also applies for

determining concentration factors, CFip, for all contaminants in the

mixture.

All possible cases that may arise depending on the relative position of

the triangles can be calculated by using shifted starting and finishing

cut-points as shown in Equations 3.16 and 3.17. For the shifted cut-

points, the concentration factors of the contaminants CFip also depend

on the deviation factors DFip.

x̄sip = xsi,dp −DFip ∀i, p 6= dp (3.16)

x̄fip = xfi,dp −DFip ∀i, p 6= dp (3.17)

If the shifted cut-point is after the chromatogram’s peak (> σi/2), the

corresponding binary variable zsip or zfip is equal to one otherwise

(< σi/2) is forced to zero by constraints 3.18 and 3.19.

σi
2
−M · (1− zsip) ≤ x̄sip ≤

σi
2

+M · zsip ∀i, p 6= dp (3.18)

σi
2
−M · (1− zfip) ≤ x̄fip ≤

σi
2

+M · zfip ∀i, p 6= dp (3.19)

Correction variables ∆̂sip, ∆̂fip, ∆sip, ∆fip defined in Equations 3.20

- 3.23, along with additional binary variables ysip, yfip, wsip, wfip are

introduced for the shifted starting and finishing cut-points, x̄sip and

x̄fip, respectively. These variables are introduced as in many cases the

shifted cut-points are outside the contaminant’s peak width.

∆̂sip ≡ max (x̄sip, 0) ∀i, p 6= dp (3.20)

∆̂fip ≡ max (x̄fip, 0) ∀i, p 6= dp (3.21)

∆sip ≡ min (x̄sip, σi) ∀i, p 6= dp (3.22)
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∆fip ≡ min (x̄fip, σi) ∀i, p 6= dp (3.23)

If the shifted cut-point is before the contaminant’s chromatogram (<0),

then constraints 3.24, 3.25 are activated and binary variable ysip or yfip

is equal to one otherwise is forced to zero.

−M · ysip ≤ x̄sip ≤M · (1− ysip) ∀i, p 6= dp (3.24)

−M · yfip ≤ x̄fip ≤M · (1− yfip) ∀i, p 6= dp (3.25)

When ysip or yfip is equal to one then from constraints 3.26 or 3.27,

∆̂sip or ∆̂fip is forced to zero otherwise the original values of x̄sip or

x̄fip, are kept.

ˆ∆sip = x̄sip · (1− ysip) ∀i, p 6= dp (3.26)

ˆ∆fip = x̄fip · (1− yfip) ∀i, p 6= dp (3.27)

If the shifted cut-point is after the contaminant’s chromatogram (> σi),

constraints 3.28, 3.29 are activated and binary variable wsip or wfip is

equal to one otherwise is forced to zero.

σi −M · (1− wsip) ≤ x̄sip ≤ σi +M · wsip ∀i, p 6= dp (3.28)

σi −M · (1− wfip) ≤ x̄fip ≤ σi +M · wfip ∀i, p 6= dp (3.29)

When wsip or wfip is equal to one then from Equations 3.30 or 3.31,

∆sip or ∆fip is forced to σi, otherwise the original values (x̄sip or x̄fip)

are kept.

∆sip = x̄sip + (σi − x̄sip) · wsip ∀i, p 6= dp (3.30)

∆fip = x̄fip + (σi − x̄fip) · wfip ∀i, p 6= dp (3.31)
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In Equation 3.32, the concentration factor for each contaminant is cal-

culated by:

CFip = 2 · (∆̂fip)
2

σ2
i

· (1− zfip) +

[
1− 2 · (σi −∆fip)

2

σ2
i

]
· zfip

−2· (∆̂sip)
2

σ2
i

·(1−zsip)−
[
1− 2 · (σi −∆sip)

2

σ2
i

]
·zsip ∀i, p 6= dp

(3.32)

A graphical representation of how the new binary variables are activated

is shown in Figure 3.6.

Figure 3.6: Representation of binary variables for the contami-
nants

Process Synthesis Constraints

The following set of constraints enforces the mass of each protein, mip,

in the mixture t be reduced when the chromatographic technique i has

been selected [2]. Constraint 3.33 indicates the mass of each protein

after the first chromatographic step has been applied, where mop is the

initial mass of each protein. If chromatographic step i is selected (Ei=1

)then the mass of all the proteins in the mixture is forced to be reduced,

otherwise it remains the same. Constraints 3.34 - 3.37 are active for all
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chromatographic steps except the first one and when Constraint 3.36 is

active, Constraint 3.37 holds.

mip = CFip ·mop · Ei +mop · (1− Ei) ∀i = 1, p (3.33)

mip = CFip ·m1
i−1,p +m2

i−1,p ∀i ≥ 2, p (3.34)

mi−1,p = m1
i−1,p +m2

i−1,p ∀i ≥ 2, p (3.35)

m1
i−1,p ≤ mop · Ei ∀i ≥ 2, p (3.36)

m2
i−1,p ≤ mop · (1− Ei) ∀i ≥ 2, p (3.37)

Specification Constraints

This set of constraints enforces purity, SP, and recovery, fr, specifica-

tions.

mi,dp ≥ SP ·
∑
p′

mip′ ∀i = I (3.38)

mi,dp ≥ fr ·modp ∀i = I (3.39)

Model Summary

Below, a summary of the proposed model is provided. The objective is

to minimise the overall number of chromatographic steps.

Minimise S =
∑
i

Ei

subject to:

target protein Constraints 3.12 - 3.15;

contaminant Constraints 3.32 - 3.19, 3.24 - 3.31;

process synthesis Constraints 3.33 - 3.37;

specification Constraints 3.38, 3.39;
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domain Constraints: Ei, zsip, zfip, wsip, wfip, ysip, yfip ∈ {0, 1}
mip, m

1
ip, m

2
ip ≥ 0 ∀i, p

3.5 Solution approach

The overall problem is formulated as mixed integer non-linear program-

ming (MINLP) model. The resulting optimisation model is non-convex

and the nonlinearities arise in:

• Equations 3.12 and 3.32, for the calculation of the concentration

factors for both the target protein and the contaminants,

• Equations 3.26 - 3.27 and 3.30 - 3.31 for the estimation of the

correction variables,

• Equations 3.33 - 3.34 for the calculation of the mass of all the

proteins in in the mixture.

Trying to solve the monolithic MINLP resulted in many of the cases in

no solution or into very large CPU times, therefore a two-stage solution

is proposed to identify the optimal flowsheet of the purification process.

Stage 1: Solve screening MILP [78] that does not take into account

product losses, to determine candidate chromatographic steps.

Stage 2: Solve proposed MINLP with losses over the reduced set of

alternatives determined by stage 1.

Note that the screening MILP model is used over the full set of candi-

date chromatographic steps. Its result is a reduced set of candidates,

but not the minimum number of chromatographic steps to achieve prod-

uct specifications. The minimum number of chromatographic steps is

only determined after stage 2 of the solution procedure, where product

losses are taken into account.
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3.6 Results and discussion

The methodology was tested with three examples modelled in GAMS

22.8 [95]. Solutions were obtained using different MINLP solvers on a

Dell Desktop Core Duo 3.25 GB RAM 3.16z,GHz machine.

3.6.1 Example 1

This first example is based on experimental data taken from [2] in-

volving serum from bovine albumin which is the desired product (dp),

ovalbumin (p2), soybean trypsin inhibitor (p3) and thaumatin (p4). The

physicochemical properties as well as the initial protein concentration

of the mixture are given in Table 3.1. In summary, there are 11 candi-

date chromatographic steps: anion exchange chromatography (AE) at

pH4, AE at pH5, AE at pH6, AE at pH7, AE at pH8, cation exchange

chromatography (CE) at pH4, CE at pH5, CE at pH6, CE at pH7,

CE at pH8 and hydrophobic interaction (HI). In Tables A.1 and A.2 in

Appendix A, the calculated dimensionless retention times, KDip and

deviation factors, DFip are presented.

Table 3.1: Physicochemical properties of protein mixture in ex-
ample 1

Qip (C/molecule) ×10−17

Protein mop MW p Hp pH4 pH5 pH6 pH7 pH8
(mg/ml) (Da)

dp 2 67000 0.86 1.03 -0.14 -1.16 -1.68 -2.05
p1 2 43800 0.54 1.40 -0.76 -1.65 -2.20 -2.36
p2 2 24500 0.90 1.22 -0.76 -1.54 -2.17 -2.13
p3 2 22200 0.89 1.94 1.90 1.98 -1.87 0.91

Initially, the screening MILP was solved for 98 % purity and no losses,

resulting in a reduced set of 3 candidates (AE7, AE8, HI). Then, the

MINLP model was solved for both purity and recovery set to 98 %. The

optimal solution, shown in Figure 3.7, achieves a purity of 98.1 % and
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Figure 3.7: Optimal flowsheet for purification of protein mixture
in example 1

98 % recovery, involving two chromatographic steps: AE at pH7 and

HI. In all flowsheets, the number above the arrow refers to purity and

the one below to recovery.

3.6.2 Example 2

This example utilises data available in [2]. The mixture includes target

protein β − 1, 3 glucanase from Bacillus Subtilis and 8 contaminants.

Physicochemical properties along with initial concentrations of the pro-

tein mixture are available in Table 3.2. Overall, we have 21 candidate

chromatographic steps. Besides the ones presented in example 1, we

have additional steps: anion exchange chromatography (AE) at pH4.5,

AE at pH5.5, AE at pH6.5, AE at pH7.5, AE at pH8.5, cation exchange

chromatography (CE) at pH4, CE at pH5, CE at pH6.5, CE at pH7.5,

CE at pH8.5. In Tables A.3 and A.4 in Appendix A, the calculated

dimensionless retention times, KDip, and deviation factors, DFip, are

given.
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Figure 3.8: Optimal flowsheet for purification of protein mixture
in example 2

After the solution of the screening MILP for 94 % purity and no losses,

the set of candidates was reduced from 21 candidate steps to 6 (AE6,

AE6.5, AE7, AE7.5, AE8.5, HI). Next, the MINLP model was solved

for both purity and recovery set to 94 %. Figure 3.8 shows the opti-

mal flowsheet. For this mixture, the model identified a solution that

achieves a purity of 94.4 % and 95.6 % recovery, for which three chro-

matographic steps are necessary: AE at pH6.5, AE at pH8.5 and HI.

3.6.3 Example 3

For our final example, we used experimental data taken from [79]. This

specific example is the largest one of the three and the most complex

in terms of separation potential, mainly because of the overlapping of

elution profiles between the target protein and the contaminants. It

involves 13 proteins and all the necessary information are presented in

Table 3.3. There are 11 candidate chromatographic steps as presented

in the first example. In Tables A.5 and A.6, the calculated dimension-

less retention times, KDip, and deviation factors, DFip, are presented.
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Table 3.3: Physicochemical properties of protein mixture in ex-
ample 3

Qip (C/molecule) ×10−17

Protein mop MW p Hp pH4 pH5 pH6 pH7 pH8
(mg/ml) (Da)

dp 2 77000 0.28 2.04 1.06 -0.37 -0.81 -1.13
p1 2 22000 0.27 1.60 1.57 1.56 1.55 0.75
p2 2 23600 0.31 2.15 1.46 1.17 0.78 0.38
p3 2 13500 0.23 1.83 0.65 0.26 -0.20 -0.33
p4 2 43800 0.28 1.16 -0.63 -1.36 -1.82 -1.95
p5 2 15900 0.27 2.89 2.81 2.8 2.64 2.07
p6 2 14400 0.32 -0.46 -0.47 -0.63 -1.21 -1.25
p7 2 17500 0.21 0.45 -0.62 -0.79 -1.26 -1.7
p8 2 50000 0.27 -0.12 -0.32 -0.76 -0.91 -1.04
p9 2 12100 0.18 1.46 0.62 -1.02 -1.33 -1.52
p10 2 25500 0.30 1.01 -0.63 -1.27 -1.59 -1.76
p11 2 26000 0.28 2.96 1.26 0.92 0.54 0.01
p12 2 19900 0.25 0.93 0.33 -0.12 -0.34 -0.5

The screening MILP was solved for 93 % purity and no losses, resulting

to a reduced set of 5 candidates (AE6, AE7, CE4, CE5, HI). Then the

MINLP model was solved for a purity of 93 % and a recovery of 90 %.

The optimal solution is presented in Figure 3.9. Three chromatographic

steps are required: AE at pH7, CE at pH4 and HI to achieve a purity

of 93 % and 90 % recovery.

Table 3.4 presents computational statistics for the three examples stud-

ied using the proposed MINLP model and applying the two-stage solu-

tion approach described earlier.

Table 3.4: Summary of Computational Statistics

Example Constraints Discrete/Continuous CPU time
Variables (s)

1 237 63/101 3.1
2 1188 306/499 277
3 1454 375/605 505
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Figure 3.9: Optimal flowsheet for purification of protein mixture
in example 3

3.6.4 Comparative results

Several MINLP solvers were tested for all three examples. Default

settings were used for all solvers tested. As presented in Table 3.5,

BARON appeared to be the most appropriate solver for the proposed

MINLP model. Although LindoGlobal obtained a solution for all three

examples, the CPU time was significantly higher while worse solution

was provided for example 2. BARON took only 505 seconds to solve

example 3, while LindoGlobal was able to find the same solution in

2595 sec. Moreover, SBB was not able to provide any solution for

examples 2 and 3. Finally, CoinBonmin produced no result for the last

two example and took more than 500 seconds to solve the second one,

while DICOPT could not obtain a solution for any of them.
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3.7 Conclusions

In this Chapter, an optimisation framework was presented for the syn-

thesis of chromatographic steps for the purification of protein mixtures.

The effect of product losses was explicitly accounted for, which consists

a novel feature of the work. The overall problem was formulated as an

MINLP model and a two-stage solution approach was proposed. Three

examples of protein mixtures were tested to demonstrate the efficiency

of the proposed methodology.

Solution robustness and computational requirements are still issues that

require further attention. Along these line, the next two Chapters at-

tempt to address these issues by investigating alternative frameworks

base on MILP models.



Chapter 4

An MILP formulation for the

synthesis of protein

purification processes

In this chapter, the mathematical model described in Chapter 3 is

linearised in an effort to improve computational efficiency. First, we

present the model for chromatographic separation, followed by the op-

timisation model where all the constraints are explained in detail. Fi-

nally, the model is tested by using the same examples presented in

Chapter 3 and the results are compared with the ones of the MINLP

model

4.1 Introduction

In the previous Chapters, the importance of synthesising and operating

chromatographic processes in the best possible way was highlighted .

In an effort to tackle that challenge, we developed a model based on

mathematical programming. Trying to solve the monolithic MINLP

model resulted in no solution and this is why a two-stage solution was

developed.

72
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After that the model was solved over a reduced set of candidate steps

but still resulted in large CPU times, especially for the larger examples.

For this reason, a new model is proposed in this Chapter. Using piece-

wise linear approximations, the non-linear functions that are present in

the model described in Chapter 3 were approximated as necessary with-

out compromising the quality of the solution. In the following section,

we present the mathematical model developed.

4.2 Mathematical model

In this section, an MILP model is proposed that is based on the MINLP

model introduced in Chapter 3. The model comprises two parts. Ini-

tially, the chromatographic separation model is presented along with

the methodology and the actual equations that are the background for

the optimisation model. Finally, the material balances for the selection

of the optimum flowsheet are defined.

The objective function is to minimise the overall number of steps from

a set of alternatives.

Objective Function:

Min S =
∑
i

Ei (4.1)

Binary variable Ei is activated when the chromatographic step i is

selected.

4.2.1 Chromatographic separation model

As shown in the previous Chapter, the chromatographic peaks are usu-

ally approximated by the use of isosceles triangles[2, 74]. The first pa-

rameter defined is the dimensionless retention time, KDip, which was
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experimentally determined to be a function of a characteristic physic-

ochemical property, Pip. The dimensionless retention time is charac-

teristic for each protein p and each chromatographic technique i. The

methodology presented in [72] was used to estimate the dimensionless

retention time for both ion exchange (IEX) and hydrophobic interaction

chromatography (HIC). It was observed that the dimensionless reten-

tion time for IEX could successfully be described as a function of the

charge densities (Qip/MWp) for the operating conditions considered, as

presented in Equations 3.2 - 3.5.

For HIC, the dimensionless retention time can be described through a

quadratic function of hydrophobicity based on the methodology pro-

posed by [94] as shown in equation 3.6.

Although each protein p needs a different amount of time to elute from

a different column/technique i, this information alone is not enough to

quantify the efficiency of each chromatographic step. To do that the

distance between peaks has to be considered. Deviation factors, DFip,

are defined as the distance between two peaks as shown in figure 3.1,

one of them being the target protein’s peak as shown in [2].

As mentioned earlier the chromatograms are approximated by isosceles

triangles. The peak width parameter, σi, is assumed to be dependant on

the type of chromatographic operation and was calculated by averaging

over several proteins [2], [73]. For ion exchange, the value for the peak

width is σi=0.15 and for hydrophobic interaction σi=0.22 [2].

Finally, the efficiency of each chromatographic technique can be quan-

tified by the concentration factor, CFip. The concentration factor is

practically the ratio of the mass before and after each chromatographic

technique i. As described in [78] the concentration factor, CFip, is usu-

ally a function of DFip and σi. For this model though, some percentage

of product losses is allowed. For this to be quantified, two extra vari-

ables are introduced. Starting cut-point, xsi,dp, is the starting time for

collecting the product and finishing cut-point, xfi,dp, is the ending time
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for collecting our product (target protein). In order to calculate CFip,

both xsi,dp and xfi,dp have to be determined first.

The mathematical expressions presented below represent the CFi,dp cal-

culations for the target protein. A graphical representation is illus-

trated in Figure 3.3 where the triangles refer to the target protein and

the shaded areas represent the remaining amount of the target protein

within the mixture after chromatographic technique i has been applied.

It is important to note that three different cases may arise depending

on the relative positions of the cut-points.

For the contaminants, depending on xsi,dp, xfi,dp and DFip, new vari-

ables called shifted cut-points are introduced and defined below. The

concentration factor is calculated based on the methodology shown in

Equations 3.8 - 3.10, but in this case CFip is also a function of DFip

because of the shifted cut-points defined in Equations 4.2, 4.3.

x̄sip = xsi,dp −DFip ∀i, p 6= dp (4.2)

x̄f ip = xfi,dp −DFip ∀i, p 6= dp (4.3)

Next, the material balances for each protein in the mixture are nec-

essary. mip is the mass of each protein p after each chromatographic

technique i and is calculated in the following set of constraints where

moip is the initial mass of each protein p in the mixture and m1
ip, m

2
ip

denote the masses after selection and no-selection of technique i [79],

[3].

mip = CFip ·mop · Ei +mop · (1− Ei) ∀i = 1, p

mip = CFip ·m1
i−1,p +m2

i−1,p ∀i ≥ 2, p

mi−1,p = m1
i−1,p +m2

i−1,p ∀i ≥ 2, p

m1
i−1,p ≤ mop · Ei ∀i ≥ 2, p

m2
i−1,p ≤ mop · (1− Ei) ∀i ≥ 2, p (4.4)
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Finally, the purity and recovery specifications are enforced by Con-

straints 4.5 and 4.6.

mi,dp ≥ sp ·
∑
p′

mip′ ∀i = I (4.5)

mi,dp ≥ fr ·modp ∀i = I (4.6)

4.2.2 Material balance transformation

The material balances shown in equation 4.4 use nonlinear terms given

that the concentration factors are variables and depend on the selection

of cut-points, xsi,dp, xfi,dp. In order to linearise this set of constraints,

a strategy similar to that proposed by [81] is followed. The final con-

centration for each protein in the mixture is given by the following

relationship.

mIp = mop ·
∏
i

CFip ∀p (4.7)

where CFip is a new auxiliary variable defined by:

CFip = CFip if Ei = 1 ∀i, p

CFip = 1 if Ei = 0 ∀i, p (4.8)

Thus, variable CFip can be expressed as an exponential form:

CFip = e(lnCFip)·Ei ∀i, p (4.9)

Therefore, by combining Equations 4.7 and 4.9, the mass of each protein

p at the last chromatographic step I can be calculated as shown in
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equation 4.10.

mIp = mop · e

∑
i

lnCFip · Ei
∀p (4.10)

Adopting that,

lnCFip ≡ lnCFip · Ei ∀i, p (4.11)

the final mass balance is given by equation 4.12.

mIp = mop · ξp, where ξp = e

∑
i

lnCFip
∀p (4.12)

This is still a nonlinear equation, but now all the nonlinear terms are

present in a single term, hence can be linearly approximated. In the

next section, various piecewise linear approximations are described in

order to remove all nonlinear terms in the model, to represent CFip,

lnCFip and ξp.

4.2.2.1 Piecewise linear approximations

There are three non-linear parts in the model as it is now. The first

one is relating the cut-points xsi,dp, xfi,dp with the areas that lie below

them, hence concentration factors calculations. The second one relates

CFip with lnCFip and the last one lnCFip with ξp. In total, three

piecewise linear approximations are required.

For all required linearisations, the approach presented in [96] was em-

ployed in order to obtain the optimal points that approximate the rel-

evant non-linear functions. A summary of the procedure is provided

in Appendix B, where a set of points within the non-linear function is

given, so that the resulting piecewise linear function is composed of all

linear segments between the selected points.
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Moving on to the first linearisation, cut-points xsi,dp, xfi,dp are related

with the areas that lie below them and represent the mass of the protein

collected at that specific cut-point. The relevant constraints are shown

below.

xsip =
∑
j

xlij · λsipj ∀i, p (4.13)

Asip =
∑
j

Alij · λsipj ∀i, p (4.14)

∑
j

λsipj = 1 ∀i, p (4.15)

xfip =
∑
j

xlij · λfipj ∀i, p (4.16)

Afip =
∑
j

Alij · λfipj ∀i, p (4.17)

∑
j

λfipj = 1 ∀i, p (4.18)

In Equations 4.13 - 4.15 and 4.16 - 4.18, the starting and finishing

cut-points are calculated along with the areas that lie below them.

Parameters xlij and Alij define the piecewise linear points used, with

xlij being the abscissa and Alij the ordinate. Variables λsip, λfip are

of SOS2 type, so that at most two adjacent of them can be non-zero at

the same time.

A representation of that function for IEX is shown in Figure 4.1. For

HIC the only difference is due to the fact that σi is equal to 0.22.

The actual non-linear function is shown with the solid line, while the

piecewise linear approximation is denoted by dotted line connecting

diamond points.

Having calculated the cut-points and the areas that lie below them,

the concentration factor has to also be calculated as well. But as de-

scribed above for the mass balances, we need lnCFip. The function
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Figure 4.1: Linearisation 1: Areas Asip, Afip vs. Cutting points
xsi,dp, xfi,dp for IEX

relating CFip and lnCFip is graphically shown in Figure 4.2 and the

mathematical expression is described by Equations 4.19 - 4.23.

lnCFip =
∑
k

βik · µipk + slip ∀i, p (4.19)

∑
j

Alij · λfipj −
∑
j

Alij · λsipj =
∑
k

αik · µipk ∀i, p (4.20)

∑
k

µipk = 1 ∀i, p (4.21)

slip ≤ −ln(D) · (1− Ei) ∀i, p (4.22)

− ln(D) · Ei ≥ lnCFip ≥ ln(D) · Ei ∀i, p (4.23)

where D is a small number.

Parameters βik and αik define the piecewise linear approximations used,

with αik being the abscissa and βik the ordinate. Variables µipk are of a

SOS2 type. In Equation 4.20, the first term refers to the area that lies
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below the finishing cut-point, the second term to the area that lies below

the starting cut-point and the difference is concentration factor, CFip.

Finally, slack variables, slip, are imposed so that lnCFip is equal to zero

when no separation takes place (i.e. Ei = 0) through Constraints 4.22

and 4.23.

From equation 4.12, the final concentrations of all proteins in the mix-

ture are calculated. This nonlinear equation can be linearised in a

similar way as described above. Parameters γl and δl are the values of

the ordinate and abscissa, respectively, and along with SOS2 variables,

νpl, define the exponential piecewise linear approximation (see figure

4.3) described by:

∑
i

lnCFip =
∑
l

γl · νpl ∀p (4.24)

ξp =
∑
l

δl · νpl ∀p (4.25)
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4.3 System definition

Below, a summary of the mathematical proposed model is presented.

The objective is to minimise the overall number of chromatographic

steps.

Min S =
∑
i

Ei

subject to:

• Equations 4.2 - 4.3 for the calculation of the shifted cut-points

• Equations 4.13 - 4.18, where cut-points xsi,dp, xfi,dp along with

the areas Asip, Afip are calculated.
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• Equations 4.19 - 4.23, where CFip against lnCFip is approximated.

• Equations 4.24 - 4.26, where ξp is calculated.

• Equation 4.12, where the mass balance is described.

• Equations 4.5 and 4.6, where the purity and recovery specifica-

tions are enforced.

The overall problem is formulated as a mixed integer linear program-

ming (MILP) model. Trying to solve the full examples resulted in no

solutions for the two large examples and an optimal solution in a rel-

atively small CPU time (35s) for the first example. Although we were

able to obtain a solution for the first example, we still need to apply the

two-stage solution approach as presented in the Chapter 3, where first

a screening MILP [78] is solved, in order to determine candidate chro-

matographic steps, followed by the proposed MILP over the reduced

set of alternatives (determined by the first stage).

4.4 Results and discussion

In this section, the solutions of the proposed model are analysed. The

methodology was tested with three examples modelled in the GAMS

22.8 [95]. Solutions for the MILP and MINLP models were obtained

using the CPLEX (optcr 1 %) and BARON solvers respectively, on a

Dell Desktop Core Duo 3.25GB RAM 3.16GHz machine.

4.4.1 Example 1

This first example is based on experimental as shown in Section 3.6.1.

The resulting mathematical model involves 661 constraints, 521 contin-

uous variables, and 427 binary variables and was solved in 0.3 s. The

optimal solution is presented in Figure 4.4, where the value above the
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Figure 4.4: Optimal flowsheet for purification of protein mixture
(example 1)

arrow denotes the purity, and below refers to the recovery achieved. The

model was able to identify a solution that achieves purity sp = 0.983

and recovery fr = 0.98 for the target protein, for which two steps are

required: AE7, HI. The cut-points for AE7 were: xsAE7,dp = 0.004 and

xfAE7,dp = 0.143 and for HI: xsHI,dp = 0.002 and xfHI,dp = 0.220. In

Figure 4.5, the actual cut-points selected from the model are presented

on the chromatograms.

4.4.2 Example 2

This example utilises data available on [2] as shown in Section 3.6.2.

This example involves 2835 constraints, 2224 continuous variables, and

1824 binary variables and was solved in 4.2 s. The optimal solution is

presented in Figure 4.6, where a purity of sp = 0.951 and a recovery

of fr = 0.94 is achieved after three steps: AE6.5, AE8.5, HI. The cut-

points for AE6.5 were: xsAE6.5,dp = 0.012 and xfAE6.5,dp = 0.147 , for

AE8.5 were: xsAE8.5,dp = 0.013 and xfAE8.5,dp = 0.150 and for HI:

xsHI,dp = 0 and xfHI,dp = 0.198.
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Figure 4.5: Solution of example 1

4.4.3 Example 3

For our final example, data taken from [79] was used as presented in

Section 3.6.3. This example is the largest one of the three and the more

complex in terms of separation potential. It involves 13 proteins and

all the necessary information are presented in Table 3.3. There are 11

candidate chromatographic steps as presented in example 1.
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Figure 4.6: Optimal flowsheet for purification of protein mixture
(example 2)

It takes 7.3 s to obtain the optimal solution and includes 3451 con-

straints, 2215 continuous variables, and 2705 binary variables. The

optimal solution achieved, is presented in Figure 4.7. Two steps are

required: AE7, CE4, HI in order to achieve a purity of sp = 0.937

and a recovery of fr = 0.903 for the target protein. The cut-points

for AE7 were: xsAE7,dp = 0.013 and xfAE7,dp = 0.134 , for CE4 were:

xsCE4,dp = 0.007 and xfCE4,dp = 0.133 and for HI: xsHI,dp = 0.013 and

xfHI,dp = 0.212.

4.4.4 Comparative results

In an effort to demonstrate the benefits of the proposed model, a com-

parison with the MINLP approach introduced in Chapter 3 is under-

taken. The MILP model was solved for five, ten and fifteen internal

knots for the piecewise linear approximation. All computational results

are summarised in Table 4.1, For all examples, ten internal knots were

sufficient to obtain the optimal solutions which was the same as the

ones determined by the MINLP described in Chapter 3. Using five
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Figure 4.7: Optimal flowsheet for purification of protein mixture
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knots was not adequate for the first two examples, since it resulted in

sub-optimal solutions.

Moreover, in terms of CPU savings the MILP model was able to solve

all examples in less than 10 seconds as shown in Figure 4.8. It is quite

interesting, that although the MINLP model has fewer constraints and

has even six times fewer binary variables, it is even seventy times less

efficient than the proposed MILP.

4.5 Conclusions

In this Chapter, a novel MILP model formulation has been presented

for tackling the problem of downstream protein processing synthesis.

This model simultaneously optimises the process flowsheet composed of

distinct chromatographic steps and determines the specific cut-points

for product collection by allowing product losses. Further comparisons

with previously published models underlined the efficiency of the pro-

posed formulation, which was able to obtain the optimal solutions with

significantly less computational time required.
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Table 4.1: Computational statistics

example model NoCa NoCV/NoBV b CPU obj.
(s) value

1

MINLPc 237 101/63 2.7 2
MILPd 461 321/227 0.1 3
MILPe 661 521/427 0.3 2
MILPf 861 721/627 0.5 2
MINLPc 1188 499/306 249 3
MILPd 1980 1369/969 0.9 5

2 MILPe 2835 2224/1824 4.2 3
MILPf 3690 3079/2679 5.2 3
MINLPc 1454 605/375 501 3
MILPd 2411 1665/1175 2.7 4

3 MILPe 3451 2705/2215 7.3 3
MILPf 4491 3745/3255 117 3

a No of Constraints
b No of Continuous Variables/ No of Binary Variables
c Chapter 3
d/e/f 5 knots/10 knots/15 knots

Example 1
Example 2

Example 3

MILP

MINLP
0

100

200

300

400

500

501

249

2.7

0.3
4.2

7.3

C
P

U
 (

se
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Figure 4.8: Comparison between MINLP presented in Chapter 3
and proposed MILP
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Even though there has been a significant improvement in computational

efficiency, still the model can not cope with the large examples that

include up to 13 protein and 21 candidate steps. In the next Chapter

an alternative approach is used in order to improve solution robustness

and avoid the two-stage solution approcah that was used here.



Chapter 5

An alternative MILP

formulation for the synthesis

of protein purification

processes

In this Chapter, we present an alternative MILP model for downstream

process synthesis. Instead of using piecewise linear approximation as

in the previous Chapter, we now use discrete recovery levels for the

product.

5.1 Introduction

In the previous Chapter we approximated the non-linearities that were

present in the model and although the efficiency of the model improved

significantly, the two-stage solution was not avoided for the larger ex-

amples. The objective was to be able to apply the developed models in

large mixtures that contain up to 20 contaminants.

89
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The use of discrete recovery levels gives us the opportunity to take

advantage of the simplicity of the resulting linear models presented

below and obtain the optimal flowsheet in very small CPU times.

The basic assumption of the model is that each chromatographic peak

can be represented by an isosceles triangle. Again, the only necessary

input for this model are the mathematical correlations that relate the

retention time with the relevant physicochemical properties, respon-

sible for separation. The core for the modelling of chromatographic

separations remains the same as described in detail in Chapter 3.

5.2 Mathematical Models

In this section two alternative models will be described for solving the

problem of downstream protein processing.

5.2.1 Model 1

The objective function is to minimise the total number of steps from a

set of alternatives. Binary variable, Ei, is activated when a chromato-

graphic step i is selected.

Objective Function:

Min S =
∑
i

Ei (5.1)

The mass of each protein that remains after the first step is indicated by

equation 5.2. If the first technique is selected at starting recovery level,

ls, and finishing recovery level, lf, then the mass of protein p is reduced,

otherwise it is equal to the initial mass. Calculation of concentration

factors, CFip, is shown in Appendix C.
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m1p =
∑
ls

∑
lf

CF1,p,ls,lf ·λ1,ls,lf ·mop + (1−
∑
ls

∑
lf

λ1,ls,lf ) ·mop ∀p

(5.2)

Similarly, in the following constraints, the mass of each protein for

i ≥ 2 is calculated. If step i is selected at starting recovery level ls

and finishing recovery level lf, the mass of protein p is calculated by

equation 5.3.

mip =
∑
ls

∑
lf

CFi,p,ls,lf ·m1
i−1,p,ls,lf +m2

i−1,p ∀p, i ≥ 2 (5.3)

If step i is selected, m1
i−1,p,ls,lf is activated, otherwise m2

i−1,p is valid.

mi−1,p =
∑
ls

∑
lf

m1
i−1,p,ls,lf +m2

i−1,p ∀p, i ≥ 2 (5.4)

m1
i−1,p,ls,lf ≤ mop · λi,ls,lf ∀p, i ≥ 2 (5.5)

m2
i−1,p ≤ mop · (1−

∑
ls

∑
lf

λi,ls,lf ) ∀p, i ≥ 2 (5.6)

The following constraint ensures that for each i only one starting re-

covery level ls and one finishing recovery level lf are activated, if step

i is selected. ∑
ls

∑
lf

λi,ls,lf ≤ Ei ∀i (5.7)

In the two final constraints, purity, sp, and recovery, fr, specifications

are enforced.

mi,dp ≥ sp ·
∑
p′

mip′ ∀i = I (5.8)

mi,dp ≥ fr ·modp ∀i = I (5.9)
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5.2.2 Model 2

The objective function is to minimise the overall number of steps from

a set of alternatives. Binary variable Ei is activated when a chromato-

graphic step i is selected.

Objective Function:

Min S =
∑
i

Ei (5.10)

The mass of each protein that remains after the first step is indicated

by equation 5.11. If the first technique is selected at starting recovery

level ls and finishing recovery level lf, then the mass of protein p is

reduced, otherwise it is equal to initial mass. As1,p,ls is the area that

lies below the starting cut point and Af1,p,lf is the area that lies below

the finishing cut point.

An example case on how the areas are related with the concentration

factors is shown in Figure 5.1. The first triangle considers the case

where only starting cut-point is considered and the shaded are repre-

sents the amount of contaminant remaining after the chromatographic

technique has been applied (Asi,p,ls). The second triangle represents the

case that only finishing cut-point is considered (Afi,p,lf ) and the final

case is where their difference is taken into account (Afi,p,lf−Asi,p,ls).
Calculation of Asi,p,ls, Afi,p,lf along with concentration factors CFip is

shown in Appendix C.

m1p =

[∑
lf

Af1,p,lf · µ1,lf −
∑
ls

As1,p,ls · λ1,ls

]
·mop+(1−Ei)·mop ∀p

(5.11)

In the following constraint, the mass of each protein for i ≥ 2 is cal-

culated. If step i is selected at starting recovery level ls and finishing
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Figure 5.1: Representation of areas

recovery level lf, the mass of protein p is calculated by Equation 5.12

where the first and second term of Equation 5.12 are active. These two

terms are similar to first term of Equation 5.3. The third term repre-

sents the case in which chromatographic step i has not been chosen,

hence protein is not reduced.

mip =
∑
lf

Afi,p,lf ·mf 1
i−1,p,lf−

∑
ls

Asi,p,ls ·ms1
i−1,p,ls+m

2
i−1,p ∀p, i ≥ 2

(5.12)

Similarly, in Equation 5.13 the mass of each protein p is calculated at

step i-1.

mi−1,p =
∑
lf

mf 1
i−1,p,lf−

∑
ls

ms1
i−1,p,ls+m

2
i−1,p ∀p, i ≥ 2 (5.13)

In equations 5.14 - 5.16, we have the calculation of terms mf 1
i−1,p,lf ,

ms1
i−1,p,ls, m

2
i−1,p,lf which are activated depending on the selection of

chromatographic step i.
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mf 1
i−1,p,lf ≤ mop · µi,lf ∀p, i ≥ 2 (5.14)

ms1
i−1,p,ls ≤ mop · λi,ls ∀p, i ≥ 2 (5.15)

m2
i−1,p ≤ mop · (1− Ei) ∀p, i ≥ 2 (5.16)

The following two constraints ensure that binary variables µi,lf and λi,ls

are active only when a chromatographic step i is selected (Ei = 1).

∑
lf

µi,lf ≤ Ei ∀i (5.17)

∑
ls

λi,ls ≤ Ei ∀i (5.18)

In the two final constraints, purity, sp, and recovery, fr, specifications

are enforced.

mi,dp ≥ fp ·
∑
p′

mip′ ∀i = I (5.19)

mi,dp ≥ fr ·mop ∀i = I (5.20)

5.2.3 Discretisation method

As mentioned above the important item for these models is the discrete

recovery levels. In Figure 5.2, a chromatogram is represented by an

isosceles triangle and the peak width is discretised in a number of levels.

Given the recovery level selected the relevant concentration factor will

be calculated as presented in Appendix C.

In an effort to decide how many discrete levels should be provided in

advance, for both cut points xsi,dp, xfi,dp 5 and 10 recovery levels were

considered. (xsi,dp can vary from 0 to σi/10 and (xfi,dp can vary from

σi/2 to σi. The values used for the discretisation of both starting and

finishing cut-points are presented in Appendix C.
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σ
i

Figure 5.2: Representation of a chromatogram with discrete re-
covery levels

5.3 Results and discussion

In this section, we analyse the solutions of the proposed models. The

problem is solved for two scenarios; one having xsi,dp = 0 and the other

one having xsi,dp = free. For scenario 1, only xfi,dp is considered and

for scenario 2 both xsi,dp and xfi,dp will be optimised.

Later, the solutions of the two models are compared with the solutions

from the MINLP model proposed by our group [3]. The methodology is

tested with three examples modeled in GAMS 22.8 [95]. Solutions are

obtained using CPLEX solver for the MILP model and Baron Solver

[97] for the MINLP model, on a Dell Desktop Core Duo 3.25GB RAM

3.16GHz machine.

5.3.1 Examples

For all the examples, the physicochemical properties as well as the

initial protein concentration of the mixture are given in Appendix A.
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All examples are based on literature data and they are the same ones

presented in the previous two chapters.

5.3.2 Scenario 1: xsi,dp = 0

In Table 5.1 the solutions from all examples and for xsip=0 are pre-

sented. First, the MINLP model described in Chapter 3 is presented

followed by the two MILP models proposed here. Both MILP models

were solved using 5 and 10 discrete points.

For example 1 and 2, solution obtained from the MINLP model agreed

with the ones from the MILP models. An interesting observation from

Table 5.1 is that for some cases, models 1 and 2 do not select the same

steps and this can happen because there is more than one solution that

can achieve the purity and recovery levels required (degeneracy).

For example 3, the MINLP selects 3 steps to achieve the requirements

while none of the MILP models can do that. To further investigate

this, example 3 was solved using 15, 20 and 25 discrete points for both

xsi,dp and xfi,dp. For 25 discrete points, 3 steps (AE8, CE4, HI) were

necessary to achieve a purity of fr = 0.931 and a recovery of fr = 0.90.

5.3.3 Scenario 1: xsi,dp = free

For this scenario, starting cut-point xsip is not fixed, but is a decision

variable. As expected, the purification flowsheet is improved with fewer

steps required as clearly presented in Table 5.2.

The most significant result was reported in example 2, where the num-

ber of steps is reduced from five to two. For this case, just 5 discrete

points were enough to achieve the same solutions as these obtained from

the MINLP.
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5.3.4 Comparative results and computational statis-

tics

In this section, the proposed models are compared with the MINLP

model presented in Chapter 3 in terms of size and CPU time. In Table

5.3, CPU times are presented for all examples using the two proposed

MILPs for the scenarios described above and the MINLP.

In Figure 5.3, the CPU times along with computational statistics are

presented. For the MILP models the full size example is solved, while for

the MINLP the reduced problem is solved and yet the MINLP requires

the most of CPU time to obtain the solution. Moreover, the MINLP has

less binary and continuous variables but still takes more CPU time to

determine the optimal solution. Comparing the first MILP with second,

it is obvious that the second one is more efficient in computational time.

Binary and continuous variables along with the number of constraints

decrease significantly in the second MILP model proposed, hence CPU

time decreases as well.
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Table 5.3: Comparative results for all models for both xsi,dp = 0
and xsi,dp = free

xsi,dp = 0 xsi,dp = free

Example Model S CPU S CPU NoBV/NoCV/NoCa

(s) (s)

1
MINLP 3 9 2 3.1 63/101/237
MILP1b 3 0.2 2 0.5 286/1074/1138
MILP1c 3 1.7 2 1.2 1111/4074/4138
MILP2b 3 0.2 2 0.1 121/485/600
MILP2c 3 1.1 2 0.7 231/885/989

2
MINLP 5 233 3 277 306/499/1188
MILP1b 5 2.3 3 16 536/4859/5073
MILP1c 5 10.3 3 661 2111/18370/18573
MILP2b 5 3.9 3 14.2 231/2170/2574
MILP2c 5 15.2 3 2.2 441/3970/4374

3
MINLP 3 285 3 505 375/605/1454
MILP1b 4 0.5 3 5.4 1437/4286/3513
MILP1c 4 7.4 3 201 1111/13263/3667
MILP2b 4 0.5 3 1.6 121/1574/1858
MILP2c 4 1.7 3 3.7 231/2874/3169

a Number of binary variables/ continuous variables/ constraints
b 5 discrete points
c 10 discrete points

5.4 Conclusions

In this Chapter, two novel novel MILP model formulations have been

presented for tackling the problem of downstream protein processing

synthesis. This model simultaneously optimises the process flowsheet

composed of distinct chromatographic steps and determines the specific

cut-points for product collection by allowing product losses. Further

comparisons with previously published models underlined the efficiency

of the proposed formulation, which was able to obtain the optimal so-

lutions with significantly less computational time required.
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Figure 5.3: Comparison between MINLP [3] and proposed MILPs



Chapter 6

Computational

experimentation using

gPROMS

In this Chapter, the main mechanistic methodologies for chromato-

graphic processes will be discussed, followed by the specific model im-

plemented in gPROMS, along with the results obtained in an effort to

validate findings obtained in previous Chapters.

6.1 Introduction

As already mentioned, chromatography is a powerful separation method

that has been used for decades, initially as an analytical method and

later on as a purification method for complex mixtures. It is evidents

from Chapter 2 that a significant amount of research has been done in

an effort to synthesise and operate chromatographic steps in the best

possible way.

To do that, many researchers focused on mechanistic methods, where

the phenomena that take place into the column are considered. This

102
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has not been a simple task since the process itself is quite complex,

but mainly because of the interactions between proteins within the

mixture. Several mathematical models are available in the literature

and are generally classified into two categories: plate models and rate

models. These models can be very powerful given that the necessary

parameters are known. In the next section, the main types of plate and

rate models are reviewed.

6.1.1 Plate model

This is the simplest model for chromatography and is based in the

assumption that the column is divided into a number of separate layers,

called theoretical plates. The concept of theoretical plates was first used

in distillation processes but was soon adapted by Martin and Synge [13].

Later on, other researchers [62, 98] used this type of model to optimise

ion exchange chromatography. The limitations of the plate model are

that it does not take into account adsorption kinetics, therefore can

not describe a multicomponent mixture where protein interactions are

significant.

6.1.2 Rate models

Rate models consider non-equilibrium conditions in the column and

take into account the contributions of mass transfer mechanisms. There

are many variations of the rate model such as the ideal model, the equi-

librium dispersive model, the transport dispersive model, the lumped

kinetic and the general rate model [99]. In the next section, some of

these models are discussed in detail.
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6.1.2.1 Ideal model

The ideal model is the simplest model, where the chromatographic col-

umn is considered as one dimensional, hence the bed is considered ra-

dially homogeneous. Moreover, the mobile and stationary phase are

always in equilibrium [100]. The mass balance for each component p in

each bed i is described in Equation 6.1.

∂Cip
∂t

+ F · ∂Csip
∂t

+ u · ∂Cip
∂x

= 0 ∀i, p (6.1)

where the first term is the rate of accumulation of component p in

step i within the particle, the second term is the rate of accumulation

of component p in step i in the mobile phase, the third is the rate

transport through convection, F is the phase ratio, u is the intersitial

velocity, calculated by the following equation.

u =
4 · Fc
εB ·D2

(6.2)

where Fc is the eluent flowrate, εB is the bed voidage and D is the

column diameter.

This model is still used but mainly for single columns or binary mix-

tures, mainly because it can accommodate protein interactions in com-

plex mixtures [42, 101].

6.1.2.2 Equilibrium-dispersive model

In this case, the mass transfer is fast but not infinitely fast, therefore

contributions due to non-linear equilibrium can be described by an ap-

parent axial dispersion coefficient term Daxip [100]. The mass balance

for each component p in each bed i is described in Equation 6.3.
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Moreover the equilibrium dispersive model is based on the following

assumptions:

• Packed bed is assumed to be isothermal and uniformly packed.

• Radial velocity is negligible.

• Concentration profiles are assumed to be one-dimensional.

• Diffusion coefficients of solutes in both mobile and stationary

phase are considered.

• Adsorption equilibrium is supposed to be instantaneous and can

be described by the axial dispersion term [100].

∂Cip
∂t

+ F · ∂Csip
∂t

+ u · ∂Cip
∂x

= Daxip ·
∂2Cip
∂x2

∀i, p (6.3)

where last term is the rate of transport by axial dispersion and Daxip

is the axial dispersion coefficient.

The equilibrium dispersive model is widely used in literature [47, 102,

103]. Teoh et al. [47], applied this model for a high performance liquid

chromatography of an aromatic mixture of four components. Vaquez-

Alvarez et al. [102], employed the same model for an ion exchange

chromatography of a four protein mixture and Marcus et al. [103] for

the separation of protein monomers from dimers.

Adsorption equilibria

The adsorption mechanism that describes the phenomena present in-

side the chromatographic column is mathematically expressed by an

isotherm relationship. In the following paragraphs, some examples of

isotherms are discussed.



Computational experimentation using gPROMS 106

Linear adsorption isotherm

This is the simplest theoretical isotherm used in the modelling of liq-

uid chromatography. In this type of isotherm, the components in the

mixture behave independently of each other. The solute concentration

in the stationary phase, Csip, is related to the one of the mobile phase,

Cip, with a constant, αip. The mathematical form for this isotherm is

presented in Equation 6.4.

Csip = aip · Cip ∀i, p (6.4)

Langmuir isotherm

This is the most widely used theoretical isotherm employed for mod-

elling of chromatographic processes. The components are assumed to

be adsorbed on fixed number of sites and each site may accept only one

compound. There is no interaction between adsorbed compounds and

a local equilibrium is assumed between the stationary and the mobile

phase [100, 104].

The mathematical form for this isotherm is presented in Equation 6.5.

Csip =
aip · Cip

1 + bip · Cip
∀i, p (6.5)

where aip and bip are coefficient for each component p and each bed i.

Competitive Langmuir isotherm

When there is a multicomponent mixture, the amount of each com-

ponent adsorbed at equilibrium is smaller than if that component was

alone. The mathematical form for this isotherm is presented in Equa-

tion 6.6.

Csip =
aip · Cip

1 +
∑
p′
bip′ · Cip′

∀i, p (6.6)
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6.1.2.3 General rate model

The general rate model is the most complex one because it takes into

account all the phenomena that may influence the column such axial

dispersion, external mass transfer, intraparticle diffusion and the ad-

sorption kinetics. It is the most comprehensive model in literature,

however it requires the determination of many parameters a priori. It

consists of two partial differential equations. The first one is Equa-

tion 6.3 and the second one is the following equations where the mass

balance for each component p in the pore phase is given.

εp ·
∂Cpip
∂t

+ (1− εp) ·
∂Csip
∂t

= εp ·Daxip ·
[

1

r2

∂

∂r

(
r2 · ∂Cpip

∂r

)]
∀i, p

(6.7)

where the first term is the rate of accumulation in the pore liquid, the

second the rate of accumulation on the solid surface and the right hand

side is related to the rate of radial diffusion. εp is the particle porosity.

For the second term of Equation 6.7 we need to calculate the rate of

adsorption and this is why we need the following equation.

∂Cpsip
∂t

= kap · (Λp −
∑
p

Cpsip) · Cpip − kdp · Cpsip ∀i, p (6.8)

where kap and kdp are the adsorption and desorption rate constants for

each component p, Λp −
∑

pCpsip are the available free sites, where Λp

is the adsorption saturation capacity for each component p.

6.1.3 Comparing chromatographic models

Plate and rate models were described in detail in the sections above.

The plate model is able to predict elution profiles and was popular
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when computational efficiency was limited. However, even at that time

it was clear that the plate model had limited capabilities because of

its simplicity. On the contrary rate models are very comprehensive

models that can thoroughly describe the phenomena taking place in

the column. In the two extremes, we have the ideal model and general

rate model with the first one being simplistic and the last one being to

detailed and difficult to accommodate because of the requirements in

input parameters. The equilibrium dispersive model will be employed

because it provides a sufficient understanding of the process and does

not require so many parameters.

6.2 Model selection

After reviewing the several available mathematical models the decision

was to use the equilibrium dispersive model. It has been proven to

be efficient and less demanding in terms of necessary input parameters

[44]. This type of model has been widely used in literature [47], [102]

and was first described by Bellot and Condoret in 1991 [105].

The first equation is the material balance (Equation 6.3) as described

earlier, along with the Langmuir isotherm as described in Equation 6.5.

The initial and boundary conditions are given from Equations 6.9 -

6.11.

Initial Condition

Cip|t0,x = 0 ∀i, p, x ∈ (0, L) (6.9)

Boundary Conditions

∂Cip
∂x

∣∣∣
x=L

= 0 ∀i, p (6.10)
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Cip|x=0 = Cin
ip ∀i (6.11)

where for the first chromatographic step i=1 Cin
ip = Cfeed and Cin

i =

Cout(i− 1) ∀ i > 1.

Since the system we are considering is a multicolumn one, the output of

each chromatographic step becomes the input of the next. A graphical

explanation of that is presented in Figure 6.1.

STEP i-1
Cfeed

STEP i STEP i+1
Cout = CfeedCout = Cfeed

Figure 6.1: Mass flow in the multicolumn system

A shown in Figure 6.1 a new variable is introduced, Cout
ip , which is the

amount of protein that is collected at the specific integral and is defined

by Equation 6.12.

Cout
ip =

∫ tfinish

tstart

Cip|x=Ldt (6.12)

In Figure 6.2, the necessary intervals are presented. T1 is the interval

where the column is fed with the mixture, followed by T2 in which no

action takes place, but at its end the starting cut-point presented in

Chapter 3 occurs and finally T3 which is the collection interval and at

its end is where finishing cut-point occurs.

Finally, the purity and recovery are calculated by Equations 6.13 and

6.14.

Calculation of purity

Rip =
Cout
ip

Cin
ip

∀i, p = dp (6.13)
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tfeed tstart tfinish

T
1

T
2 T

3

Figure 6.2: Graphical representation of a chromatogram and time
integrals

Calculation of recovery

Pip =
Cout
i,p∑

p′ Cout
ip′
∀i (6.14)

6.3 Case study and numerical simulation

The case study considered is four-protein mixture and four candidate

chromatographic steps. The data used for this model are shown in

Tables 6.1 and 6.2. In the first table the data related to the column are

presented. The values are the same as the ones from Teoh’s paper [47].In

Table 6.2 the Langmuir parameters, αip, βip, and the axial dispersion

coefficients, Daxip are presented.

The system of equations described above was implemented using gPROMS

[106]. The axial domain was discretized using 3rd order orthogonal col-

location with 200 uniform elements (OCFEM). After running the sim-

ulation for each chromatographic step individually, the retention times
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Table 6.1: Column parameters used for the simulation

Column Length 0.25 m
Phase ratio 0.38
Inertial velocity 0.027 m/s

Table 6.2: Langmuir parameters used for the simulation

αip βip Daxip αip βip Daxip
Bed 1 Bed 2

target protein 1100 0.09 5.1E-5 700 0.08 5.2E-5
contaminant 1 700 0.1 5.0E-5 1000 0.07 4.8E-5
contaminant 2 1300 0.08 5.2E-5 1350 0.09 4.9E-5
contaminant 3 1400 0.07 5.3E-5 1400 0.1 5.0E-5

Bed 3 Bed 4
target protein 850 0.07 9.0E-5 950 0.09 9.0E-5
contaminant 1 750 0.1 8.0E-5 1050 0.08 8.0E-5
contaminant 2 950 0.08 6.0E-5 850 0.1 6.0E-5
contaminant 3 1050 0.1 5.0E-5 1150 0.08 5.0E-5

for each component p as well as the relative peak width, σi, were cal-

culated and the values are given in Table 6.3. Moreover, the output of

gPROMS simulation for the individual columns are presented in Ap-

pendix D. In all four Figures, the chromatogram in red is the target

protein and the ones in black, green and blue are considered to be the

contaminants.

Table 6.3: Parameters used in GAMS

trip σip trip σip

Bed 1 Bed 2
target protein 3760 2910 2390 1970
contaminant 1 2390 1930 3420 2620
contaminant 2 4440 3420 4620 3440
contaminant 3 4780 3670 4780 3590

Bed 3 Bed 4
target protein 2840 2970 3170 3270
contaminant 1 2514 2530 3530 3620
contaminant 2 3230 2750 2890 2500
contaminant 3 3590 2780 3930 3010



Computational experimentation using gPROMS 112

Using the data presented above, we were able to run the MINLP and

MILP models presented in Chapter 3, 4 and 5. Purity and recovery

requirements are set to 99 % and 97 % respectively.

6.4 Results and Discussion

6.4.1 GAMS

The MINLP model described in Chapter 3 along with the MILP models

described in Chapters 4 and 5 were implemented in GAMS and solved,

for a purity of sp = 0.99 and a recovery of fr = 0.97. For all models the

chromatographic steps selected were: Bed1 and Bed2. The cut-points

for all the models are presented in table 6.4.

Table 6.4: Cut-points resulting from GAMS models

Bed 1 Bed 2

xsBed1,dp xfBed1,dp xsBed2,dp xfBed2,dp
MINLP Section 3.4 230 2855 0 1788
MILP1 Section 4.2 291 2910 0 1879
MILP2 Section 5.2.2 290 2910 0 1880

These cut-points were used as part of schedule in gPROMS simulation

for validation.

6.4.2 gPROMS

After implementing these scheduling times in gPROMS, the purity and

the recovery achieved are presented in table 6.5.

The output of gPROMS is presented in Figure 6.3 but only for the

MINLP model, where the first graph shows the first bed. As expected,

there are all four proteins in the mixture and after the cut-points are

applied then in the second bed, only the target protein and one of
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Table 6.5: Purities and recoveries achieved by gPROMS

Purity Recovery

MINLP Section 3.4 99.5 % 96 %
MILP1 Section 4.2 99 % 97 %
MILP2 Section 5.2.2 99 % 97 %

the contaminants are left, because the other two contaminants were

discarded during the first step.

Below, the final two figures present how does purity and recovery change

during time. In Figure 6.4, the black line represents the first bed and the

red line the second bed. Initially the purity is very high and gradually

decreases until it reaches 33 %. This happens because at the beginning

as it is shown in Figure 6.3, only the target protein is collected, therefore

the purity is high, but then the contaminants start occuring and the

purity drops. In the second bed, the purity again starts from a high

values because the target protein is the first protein to elute from the

column and remains high because the contaminant still in the mixture

is never collected. Similarly, in Figure 6.5, we have a gradual increase

of the recovery of the target protein until it reaches the final 96 %.
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(a) Bed 1

(b) Bed 2

Figure 6.3: gPROMS output for two-step simulation
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6.5 Conclusions

In this Chapter, the main mechanistic models available in literature

were reviewed and the equilibrium dispersive model was selected for the

validation process of the models described in Chapter 3, 4, 5. After, the

selected model was used to implement a case study in gPROMS and

the results were used as the input in all developed models described in

Chapter 3, 4, 5. After the selected steps and the respective cut-points

were determined from GAMS, the models were simulated in gPROMS

and the purity and recovery were calculated and validated. Values of

both purity and recovery have a maximum error of 1 %.



Chapter 7

Conclusions and future

directions

The aim of this thesis was to investigate different methodologies in

order to enhance operation and synthesis of chromatographic purifica-

tion processes. Towards that goal, a number of mathematical models

were developed and their results were presented in the previous chap-

ters. In the following section, the main contributions of the thesis are

summarised followed by new directions for future work.

7.1 Contributions of the thesis

This thesis focused on the optimisation of downstream processes in

biopharmaceutical plants. In Chapter 1, some basic background infor-

mation were presented for the biopharmaceutical industry in today’s

market, followed by the description of a typical flowsheet. Chromatog-

raphy was targeted as the bottleneck of downstream processing and

the main source of cost and was the focus of this work. Next, a brief

history of how chromatography has evolved in the last decades from an

analytical process to a full scale industrial process, followed.

118
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In Chapter 2, current approaches in the area of of downstream process

synthesis and operation were highlighted. Based on some previsously

developed work [78, 79] for the synthesis of purification processes, we

then presented an MINLP approach that can take into account prod-

uct losses and minimises the number of chromatographic steps in the

purification process. This framework not only optimises the flowsheet

but also selects the timeline in which the product is selected, there-

fore operating conditions can also be manipulated for the benefit of the

process. This MINLP model was solved using a two-stage process and

tested through three illustrative examples.

Next, in Chapter 4, and by applying piecewise linear approximation,

the MINLP model was linearised in order to improve computational

efficiency. With this new model, we were able to avoid the two-stage

procedure for the first example, but not for the two larger examples.

Nevertheless, quality of the solution was indicative of a successful ap-

proximation.

Later on, in Chapter 5, two models were developed using discrete re-

covery levels for the target protein. These models were also tested with

the same three examples and they were able to cope with the full prob-

lem size up to 21 candidate steps and 13-protein mixtures. Finally,

in Chapter 6, models based on first principles were reviewed and the

equilibrium dispersive model was implemented in the simulation plat-

form gPROMS [106]. Purities and recoveries were compared with the

ones from the mathematical models from GAMS and the error did not

exceed 1%.

7.2 Recommendations for future work

There are a number of possible future directions related to the synthesis

and operation of chromatographic processes:
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7.2.1 Additional chromatographic processes

One obvious direction would be the addition of more chromatographic

steps. In Chapter 1, we spoke about the different principles of separa-

tion. Apart from ion-exchange chromatography (IEX) and hydropho-

bic interaction (HIC) which are used in this thesis, size exclusion (SE),

affinity chromatography (AC) and mixed mode (MMC)could be con-

sidered. The only constraint for this suggestion is the lack of experi-

mental data and the relevant mathematical correlations. For IEX, we

have the mathematical correlation relating retention time with charge

and molecular weight. For AC and MMC, these correlations are quite

a challenge mainly because in the first case the adsorption mechanism

is the result of molecular recognition which is not easy to be quantified

and for the second case because one of the two separation principles will

be more significant than the other and again this needs to be somehow

quantified.

7.2.2 Model enhancement

Another direction would be to extend the model itself. As mentioned

in Chapter 2, the overall aim is to model the whole biopharmaceutical

process in order to predict operating conditions, different configurations

and scheduling. Taking small steps, we could try and incorporate some

operating parameters that affect chromatographic performance, such

as flowrate or ionic strength. Again the constraint is that there are no

direct correlations that relate retention time with flowrate.

Since the focus of this project was downstream processes, an idea would

be to include processes such as of filtration, centrifugation as part of the

flowsheet and try to optimise the flowsheet by minimising the number

of units.
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7.2.3 Economic evaluation

This can be incorporated either in the objective function by just adding

an approximate cost of each purification step, but it can be also done

in great detail using cost of goods (COG) strategies, where resin cost,

buffer cost, column cost and resin lifetime are taken into account. This

can have a significant improvement in the optimisation by improving

the accuracy of the results.

7.2.4 Experimental validation

In this thesis, we used computational experimentation in order to vali-

date the mathematical models developed. The ideal methodology would

be to actually run the experiments for the examples we are using, by

running them though the specific chromatographic columns that have

been selected and compare the purities and recoveries achieved. These

are straightforward experiments using a liquid chromatography method

that is available.

7.2.5 Mathematical correlation predictions

The input of the developed model is the mathematical correlations that

have been experimentally derived, by running liquid chromatography

to determine the retention time and by relating that to charge, molec-

ular weight and hydrophobicity. These correlations have been derived

mainly by the use of partial least square methods. Given that new ex-

perimental data can become available more sophisticated methods such

as support vector regression or neural networks can be applied to cre-

ate a database of mathematical correlations that can predict retention

times given the parameters responsible for separation and possibly the

column specifics.
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7.3 Summary and main contributions

This thesis has developed and presented a number of optimisation-based

models for the synthesis and operation of chromatographic processes.

Three illustrative examples have been used to verify the models. The

main contributions from this thesis are:

• a mixed integer non-linear programming mathematical model for

minimising the number of chromatographic steps and determining

the timeline at which the product is collected;

• three mixed integer linear programming mathematical models

solving the same problem; and

• validation of the models through computational experimentation

using gPROMS.



Appendix A

Calculated KDip and DFip for

MINLP model

Below, six tables follow, containing all the calculations for dimensionless

retention times KDip and deviation factors DFip, for all three examples.

KDip and DFip were calculated based on equations 3.2-3.6 and 3.7

respectively, as presented in section 3.3.

Table A.1: Dimensionless retention times in example 1

KDip dp p1 p2 p3

AE4 0 0 0 0
AE5 0.015 0.1 0.154 0
AE6 0.1 0.174 0.233 0
AE7 0.132 0.206 0.272 0
AE8 0.152 0.215 0.270 0
CE4 0.073 0.124 0.161 0.209
CE5 0 0 0 0.208
CE6 0 0 0 0.211
CE7 0 0 0 0.206
CE8 0 0 0 0.144
HI 0.427 0.64 0.4 0.407
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Table A.2: Deviation factors in example 1

DFip dp p1 p2 p3

AE4 0 0.085 0.139 0
AE5 0 0.074 0.133 -0.015
AE6 0 0.074 0.140 -0.100
AE7 0 0.063 0.118 -0.132
AE8 0 0.051 0.088 -0.152
CE4 0 0 0.161 0.136
CE5 0 0 0 0.208
CE6 0 0 0 0.211
CE7 0 0 0 0.206
CE8 0 0 0 0.144
HI 0 0.213 -0.027 -0.020
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Appendix B

Piecewise linear

approximation

Below there is a description of the optimal approximations of single-

dimensional nonlinear functions by piecewise linear functions as de-

scribed by [96]. The approach uses a discrete representation of the

non-linear function described by pairs (xi, fi), i ∈ Q = 1, 2, ...nQ, where

Q is the predefined sampling set. Binary variable Wij is equal to 1 if

i ∈ Q and j ∈ Q are two consecutive points, otherwise is 0. N is the

number of knots given a priori.

At most one one polynomial piece of the approximating function may

begin and one piece may end in each of the points in Q.

∑
j∈Q
j>i

Wij ≤ 1 ∀i ∈ Q|i > 1 (B.1)

∑
i∈Q
j>i

Wij ≤ 1 ∀j ∈ Q|j > nQ (B.2)

The first and last points of Q are necessarily part of the knots.
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∑
j∈Q
j>i

Wij = 1 ∀i = 1 (B.3)

∑
i∈Q
j>i

Wij = 1 ∀j = nQ (B.4)

Any knot has to be both the start and the end of a polynomial piece of

the approximating function and the end of another (except of the first

and last ones).

∑
i∈Q
k>i

Wik =
∑
i∈Q
j>k

Wkj ∀k > 2...nQ − 1 (B.5)

The approximating function is predefined to have N internal knots.

∑
i∈Q

∑
j∈Q
j>i

Wij = N − 1 (B.6)

The values of the approximating function are defined by the following

set of constraints.

fPk =
∑
i∈Q
i<k

∑
j∈Q
j>k

[(xk − xi) · fj + (xj − xk) · fi]
(xj − xi)

·Wij ∀k ∈ Q

(B.7)

To measure the quality of the approximation, the 1-norm of distance

between the vectors describing the original function and the piecewise

linear approximation. The objective function is to minimise this norm

and is given by the following constraints.
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Z =
∑
i∈Q

zi (B.8)

zi ≥ (fi − fPi )∀i ∈ Q (B.9)

zi ≥ −(fi − fPi )∀i ∈ Q (B.10)



Appendix C

Calculation of concentration

factors

STEP 1: Generation of cut-points, xsi,dp, xfi,dp

STEP 2: Calculation of shifted cut-points x̄sip.

x̄sip = xsi,dp −DFip ∀i, p 6= dp (C.1)

x̄f ip = xfi,dp −DFip ∀i, p 6= dp (C.2)

STEP 3: Correction of shifted cut points x̄sip.

• If x̄sip < 0 → ∆sip = 0 & x̄fip < 0 → ∆fip = 0

• If x̄sip > σi → ∆sip = σi & x̄fip > σi → ∆fip = σi

• If 0 ≤ x̄sip ≤ σi & 0 ≤ x̄fip ≤ σi → ∆fip = x̄fip
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STEP 4: Calculation of concentration factors CFip.

Model 1

∆sip,∆fip <
σi
2

CFip =
2 ·
(
∆f 2

ip −∆s2
ip

)
σ2
i

(C.3)

∆sip <
σi
2
, Deltafip >

σi
2

CFip = 1−2 · [(∆sip)2 + (σi −∆fip)
2]

σ2
i

(C.4)

∆sip,∆fip >
σi
2

CFip =
2 · [(σi −∆sip)

2 + (σi −∆fip)
2]

σ2
i

(C.5)

Model 2

CFip = Afip − Asip (C.6)

∆sip,∆fip <
σi
2

Afip = 2 ·
∆f 2

ip

σ2
i

& Asip = 2 ·
∆s2

ip

σ2
i

(C.7)

∆sip,∆fip >
σi
2

Afip = 1−(σi −∆fip)
2

σ2
i

& Asip = 1−(σi −∆sip)
2

σ2
i

(C.8)
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C.1 Discretisation of peak width

In Figure C.1, C.2 the discretisation of peak width for bot starting

and finishing cut point is presented. Given the values above and the

procedure described in the previous page the concentration factors can

be calculated.

Table C.1: Discretisation of peak width using 5 integrals

IEX HIC
1 0 0
2 0.004 0.006
3 0.008 0.011
4 0.011 0.017
5 0.015 0.022

IEX HIC
1 0.075 0.110
2 0.094 0.138
3 0.112 0.165
4 0.131 0.193
5 0.150 0.220

Table C.2: Discretisation of peak width using 10 integrals

IEX HIC
1 0 0
2 0.002 0.002
3 0.003 0.005
4 0.005 0.007
5 0.007 0.010
6 0.008 0.012
7 0.010 0.015
8 0.012 0.017
9 0.013 0.020
10 0.015 0.022

IEX HIC
1 0.075 0.110
2 0.083 0.122
3 0.092 0.134
4 0.100 0.147
5 0.108 0.159
6 0.117 0.171
7 0.125 0.183
8 0.133 0.196
9 0.142 0.208
10 0.150 0.220



Appendix D

Simulation results from

gPROMS

The following figures, show the simulation results from gPROMS. In

all cases the curve with the red colour is the target protein and the rest

are the contaminants. The x axis is the time in seconds and the y axis

is the concentration of each component p in g/l.

To obtain these figures we used the parameters presented in Table 6.2.
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