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Combining concepts of semiconductor physics and corrosion science, we develop a novel approach that
allows us to perform ab initio calculations under controlled potentiostat conditions for electrochemical
systems. The proposed approach can be straightforwardly applied in standard density functional theory
codes. To demonstrate the performance and the opportunities opened by this approach, we study the
chemical reactions that take place during initial corrosion at the water-Mg interface under anodic
polarization. Based on this insight, we derive an atomistic model that explains the origin of the anodic
hydrogen evolution.
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Many of the technological challenges we presently face,
such as improving battery materials, electrocatalysis, fuel
cells, or corrosion protection, originate from reactions at
solid-liquid electrochemical interfaces. To address and
eventually overcome these challenges requires accurate
modeling techniques. First-principles calculations, which
are free from fitting parameters, would be the method of
choice. In recent years, several approaches have been
developed to address the issue of constant electrode
potential [1–8], a prerequisite to study electrochemical
reactions. These approaches are thermodynamically open
with respect to electrons, but canonical with respect to
protons, as pointed out by Rossmeisl and co-workers [9].
For example, enforcing a specific pH value would require
an exchange of protons with a chemical reservoir. Such a
grand-canonical exchange is not compatible with the
presently available ab initio molecular dynamics schemes.
A successful strategy to partly overcome this issue is to start
with a given atomic structure at the interface and compute
the resulting electrode potential and energy using standard
ab initio molecular dynamics approaches [10]. A large
number of electrochemical studies have been carried out
successfully using this approach [10–12]. A restriction of
this approach is that it is limited to equilibrium configu-
rations at the interface. Thus, a method for performing
ab initio molecular dynamics simulations that are grand
canonical in both electrons and atoms or protons is still
lacking.
The fundamental requirement for a grand-canonical

description and the difficulties with its realization within
a standard density functional theory (DFT) code with
periodic boundary conditions can be illustrated using the
example of two electrodes in an electrolytic cell (cf. Fig. 1).

To ensure a constant electrode potential U, electrons have
to be transferred from the anode (positively charged
electrode) to the cathode (negatively charged electrode).
The resulting electric field drives negatively charged ions
such as OH− to the positively charged anode and positively
charged cations such as Hþ (protons) to the negatively
charged cathode. A consistent description of this funda-
mental mechanism thus requires that each electrode is
thermodynamically open to both electrons and protons.
However, while a single electrode is intrinsically grand
canonical, the full electrolytic cell, which contains both the

FIG. 1. Schematic representation of the concept used to realize
an electrolytic cell. (a) Alignment between two metal electrodes
before (superscript “ini”) and after (superscript “fin”) charge
transfer. The charge transfer leads to equal Fermi energies EF and
zero bias and thus prevents the realization of an electric field. The
red line shows the electrostatic potential before the charge
transfer. (b) A doped semiconductor electrode allows us to
control the position of the Fermi level. The type (here, p type)
and concentration of dopants controls the polarity and magnitude
of the field. The red line shows the electrostatic potential realized
by the charge transfer. The slope of the potential is proportional to
the induced electric field.
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positively and negatively charged electrode, is canonical for
both electrons and protons.
If we were able to utilize this canonical setup, where the

number of electrons and protons remains constant through-
out the simulation, it would be possible to circumvent the
previously mentioned difficulty and describe electrochemi-
cal systems under realistic conditions. Unfortunately, trying
to realize such a cell in a conventional DFT code with
periodic boundary conditions will fail for the following
reason. In order to realize a potentiostat and thus an electric
field between the two electrodes, the Fermi level of the two
electrodes has to be different [see cathode and anode Fermi
level marked in Fig. 1(a)]. In standard DFT supercell
calculations, however, a mandatory condition is that the
Fermi level is constant throughout the cell, which kills any
field between the two electrodes [Fig. 1(a)]. A solution to
address this issue has been proposed by Otani and Sugino
[4], but requires major modifications to a standard DFT
code since it is based on a modified Poisson solver using
Green’s function techniques.
To overcome this fundamental limitation, we propose a

novel type of computational electrode. Rather than using
two metal electrodes, we replace one electrode by a doped
semiconductor [Fig. 1(b)]. To understand the mechanism,
let us first consider the case where the semiconductor is not
doped. For this case, and if the Fermi level of the metal
electrode falls within the band gap of the semiconductor
electrode, the two electrodes are decoupled and no charge
transfer from one to the other electrode occurs. To build up
a potential difference (potentiostat) between the two elec-
trodes, charge needs to be transferred from one electrode to
the other. We therefore dope the semiconductor electrode p
type (to charge it negatively and make it the cathode) or n
type (to charge it positively and make it the anode).
Figure 1(b) shows that, in the first case, electrons are
transferred from the Fermi level of the metal to the p-doped
electrode, leaving the metal electrode with a positive charge
q and the semiconducting electrode with a negative charge
−q. Because of Gauss law, this charge transfer induces a
potential bias U as well as an electric field. Controlling the
doping charge q enables us to control the bias and field. To
change the polarity of the field, the p-type electrode is
replaced by a n-type one.
Identifying a suitable semiconducting electrode material

that allows us to realize these concepts in a realistic
electrochemical setup turned out to be not straightforward.
Ideally, to allow maximum control, the band gap of the
electrode should be larger than that of water and it would be
aligned such that its conduction band (CB) minimum
(valence band maximum) is above (below) the one of
water [see Fig. 1(b)]. To construct such an electrode, we
experimented first with conventional wide band gap semi-
conductor materials. Our computational studies using
materials such as AlN (Egap ¼ 6.02 eV [13]) or MgO
(Egap ¼ 7.77 eV [14]) showed, however, two severe

shortcomings. First, the actual DFT–Perdew-Burke-
Ernzerhof (PBE) [15] band gap for these materials is about
∼4.20 eV (AlN) and ∼4.53 eV (MgO), implying a rather
limited variability of the potential and thus the electric field.
Second, the periodicity of the supercell requires that the
two electrodes are commensurable; i.e., their lateral lattice
constant cannot be chosen freely. Because of the large
deformation potentials of these materials, a significant
further reduction of the band gap occurred (it became
smaller than 2.5 eV).
These limitations of conventional semiconductors led us

to extend the search to unconventional insulators, identify-
ing Ne (Egap ¼ 21.6 eV) as the crystal with the largest
band gap known in nature [16]. Even though our computed
DFT-PBE band gap for Ne is significantly smaller
(Egap ¼ 11.48 eV), it nevertheless fulfills the requirement.
Ne turned out to be an excellent computational electrode
material also with respect to other properties: since the only
interaction between the Ne atoms is van der Walls bonding,
its deformation potential is almost negligible. In addition,
Ne is chemically inert so that chemisorption or alloy
formation on this electrode is suppressed. We also find
that even a single Ne layer prevents permeation of water
molecules or of its residues, such as Hþ or OH−.
To dope the Ne electrode, we do not use explicit dopants,

since this would only allow us to change the electrode
charge by integer numbers. Rather, we use the concept of
pseudoatoms with fractional proton numbers [17]. To
construct a Ne electrode consisting of nNe atoms with
charge q, we change the proton number of Ne from ZNe to
ZNe þ q=nNe. To ensure that the pseudoatom is charge
neutral, the number of valence electrons is also increased
by q=nNe. Since q=nNe is a small fraction of an electron, the
band structure (band gap) of the Ne electrode remains
almost unchanged except that it contains q excess electrons
in the conduction or (for negative q values) q holes in the
valence band. This construction gives us full control over
the electrode charge and thus provides a central element to
construct a static or dynamic potentiostat, i.e., with a
constant or variable applied bias.
With the concept of the doped Ne electrode, the setup of

an electrolytic electrochemical cell employing standard
DFT supercell calculations is straightforward. Here we
use the Vienna ab initio simulation package (VASP) [18,19]
with generalized gradient approximation–PBE [15] as
the exchange-correlation functional (see Supplemental
Material [20]). The space between the metal and the Ne
electrode is filled with an electrolyte (here 64 explicit H2O
molecules), while a vacuum region is added on the outside
of the electrodes. Since the potential between the two
electrodes is U, we include a dipole correction in the
middle of the vacuum region [27]. This allows the potential
drop across the cell while restoring the overall periodic
spatial variation of the potential [28].
The above approach enables us to obtain experimental

observables and to conveniently control the experimentally
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accessible parameters. For example, the voltage obtained
by the dipole correction [27] is a direct measure of the
electrode potential at the interface. The total dipole moment
μtot of the system, which is computed from the dipole
correction, varies with the amount of charge transfer
between the electrodes and reflects the extent to which
the aqueous (aq.) electrolyte screens the applied electric
field. Consequently, control of μtot during the course of the
simulation controls the electrode potential of the interface.
This allows us to adjust the charge supplied to the system to
maintain a constant potential dynamically, in analogy to an
experimental static potentiostat.
The control cycle works as follows. In a first step,

the applied potential bias separates cations and anions.
Positively (negatively) charged ions such as Hþ=OH−

migrate towards the negatively (positively) charged cathode
(anode) thus counteracting the applied field. Bringing these
charged particles to the electrode changes the electrode-
electrolyte interface dipoles and reduces the applied bias U
by ΔU. To keep the applied potential constant, additional
charge is added to the electrode, in analogy to what is done
in experiment. Note that by using charge neutral doped Ne
atoms to add the charge [29], the total system remains
charge neutral; i.e., it is free of an artificial compensating
background and thus does not need any corrections. By this
feedback loop, we have effectively created a static poten-
tiostat and are furthermore able to directly measure the
Faradaic current passing through the electrochemical
system.
To evaluate the applicability and performance of the

proposed approach, we consider Mg corrosion under
anodic conditions. The reason for this selection is that
Mg is a technologically highly attractive material for
achieving lightweight engineering solutions (e.g., to

increase fuel efficiency in aerospace or automobile appli-
cations), for biodegradable materials and for battery elec-
trodes [30–32]. It exhibits, however, also a number of
technological issues such as a high vulnerability to wet
corrosion. A particularly puzzling and technologically
highly detrimental phenomenon of Mg corrosion occurs
under anodic polarization, where extremely high corrosion
rates together with H2 evolution are observed [33,34].
According to the fundamental corrosion concepts, H2

evolution should only occur at the negatively charged
cathode, e.g., via the reaction 2Hþ þ 2e− → H2. This
counterintuitive behavior has been known for 150 years
[33] and is called anodic hydrogen evolution [31] or
negative difference effect. It has been intensively studied
both experimentally [35–40] and theoretically [41,42].
However, a consensus about the atomistic mechanism or
reactions has not been reached so far. The approach
developed and described here allows a fully ab initio
description of the chemical reactions that occur when
Mg is anodically polarized and brought into contact
with water.
We first consider the case without an electric field (open

circuit conditions). Figure 2(a) shows the trajectories along
the interface normal (z axis). To highlight the chemical
reactions, only the trajectories of the various ions are
shown, while the trajectories of the water molecules and
the Mg atoms are blended out. We find that water
molecules spontaneously dissociate at the Mg surface.
The OH groups occupy the hollow adsorption sites, in
agreement with results of previous ab initio molecular-
static simulations with implicit water [41], and reach a 1=3
monolayer coverage. In contrast to the OH groups that once
adsorbed remain on this site, the adsorbed H atoms are
highly mobile and easily penetrate the electrode: as can be

FIG. 2. Ab initio computed trajectories of the atomic and molecular species formed when Mg is exposed to water for (a) open circuit
conditions and (b) applying a linear increasing voltage (see text). Trajectories are shown in a projection along the normal to the Mg
surface. Blue, red, violet, green, and brown lines mark OH, H, H2, Hþ (aq.), and O, respectively. The onset of the H2 evolution reaction
is indicated in (b) by a black arrow. To focus on the relevant reaction products Mg-water trajectories are shown as yellow (blue) colored
background. The atomic geometry of the electrolytic cell is visualized in the figure between (a) and (b). Atoms are shown as colored
spheres: Mg (yellow), Ne (turquoise), oxygen (red), hydrogen (gray). (c) Snapshots of the HER extracted from the MD trajectory of the
system under applied bias potential.
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seen in Fig. 2, they jump between the Mg sublayers and the
surface on a timescale of a few picoseconds.
To study the initiation of Mg corrosion under anodic

polarization, we repeat the molecular dynamics (MD)
simulations with the electric field switched on. The
potential is controlled in the manner of a linear sweep
voltammetry experiment. We start at an initial applied
voltage of 0.86 Vand raise it every 5 ps by 0.17 V. Because
of the high chemical reactivity of the Mg electrode, even in
the short time of 50 ps, a surprisingly large number of
reactions takes place. One reaction observed once again is
the dissociation of water molecules at the initially pure Mg
surface into Hþ and OH− ions. However, in contrast to the
open circuit case, the OH coverage does not stop at 1=3
monolayer, but increases with time until a full monolayer is
reached. The resulting OH monolayer is stable at anodic
potentials, consistent with previous ab initio studies using
static calculations and an implicit solvent model for
water [41].
While the above reaction is canonical—the number of H

and O atoms at the anode remains constant—we also find
reactions where the species number changes. These are
related to a field induced dissociation of H2O, with Hþ (aq.)
migrating to the Ne cathode while OH− remains on the Mg
anode, as seen from the trajectories in Fig. 2(b). The field
driven transfer of the protons to the Ne electrode happens
through a Zundel-to-Zundel Grotthuss-type hopping
mechanism reported in previous Car-Parinello ab initio
simulations of bulk water [43,44] and experiments [45].
The proton transport can also be inferred from the steep
increase in charge during the same time range, as seen in
Fig. 3: the transport of the proton to the Ne electrode
screens the applied electric field, resulting in a drop in the
voltage and therefore more positive charge needs to be
pumped into the Mg electrode to maintain a constant
applied voltage.
As also revealed by Fig. 2(b), the hydrogen evolution

reactions (HERs) takes place under anodic conditions but
not under open circuit conditions [Fig. 2(a)]. As discussed
above, this “negative difference effect” at anodically

polarized Mg interfaces has been observed by many
experimental studies, but as mentioned before, its origin
is highly debated. The occurrence of the HER only at
higher OH coverages agrees with experimental observa-
tions and has been interpreted by suggesting that increasing
OH coverage catalyzes the HER [39,42].
Our ab initio setup allows us to inspect the reaction at the

atomic level and to identify its underlying atomistic
mechanism. Figure 2(c) shows snapshots of the reaction,
extracted from the ab initio molecular dynamics trajecto-
ries. As can be seen, a water molecule binds to a H atom
adsorbed on the Mg surface, dissociates and leaves a H2

molecule and an OH− ion. At a first glance, this looks like a
“conventional” Heyrovsky reaction in an alkaline medium:
Had þ H2Oþ e− → H2 þ OH−. However, since this reac-
tion requires excess electrons, it has been assumed that it
can occur only at the cathode. At an anode, where electrons
are deficient, such a reaction has never been considered.
To understand why this reaction occurs despite contra-

dicting present concepts in electrochemistry, we analyzed
the reaction in detail. Inspecting the local density of states
and differences in the charge density, we find that the
adsorbed H is not charge neutral, but a singly negative H−,
even under the condition of a positively charged Mg
surface. The reason is the high polarizability of the Mg
valence electrons, which gives rise to a large spill-out
region of its electrons, causing unusual adsorption phe-
nomena [46]. The reaction can thus be described as
H−

ad þ H2O → H2 þ OH−; i.e., the excess electron is pro-
vided by the adsorbed H itself rather than by the anode. In
the absence of a potential (open circuit conditions), the
reaction does not occur [see Fig. 2(a)], because the
attractive electrostatic interaction between the OH− ion
and the anode, which is critical to make this reaction
exothermic, is absent.
In conclusion, by making extensive use of semiconduc-

tor concepts and methodology, we designed an approach
that allows performing ab initio simulations under con-
trolled potentiostat conditions for electrochemical systems.
The proposed concept of a computational electrode com-
prising a variably doped Ne electrode can be straightfor-
wardly implemented in existing DFT codes and opens the
opportunity to study electrochemical reactions under con-
trolled conditions of applied voltage and electric current
that are directly related to experiment. Comparing the
potentials applied using the presented method to the
experimentally measured ones requires the capability to
align the calculated potentials on an absolute scale (i.e.,
with respect to the vacuum level or the standard hydrogen
electrode). This will allow us to directly discuss, for
example, overpotentials of reactions or (dynamic)
Pourbaix diagrams. Applying the concept to one of the
most controversially discussed corrosion topics of the
recent decades—the origin and role of hydrogen evolution
at anodically polarized Mg—showed the capability of the

FIG. 3. Evolution of the voltage and the charge (red) during the
MD run. The instantaneous voltage is shown in light blue, its
averaged value in blue and the targeted voltage in green.
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approach to study and discover mechanisms and reactions
that were hitherto inaccessible to first-principles simulation.
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