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Abstract 

Opening ceramics up to a wider range of applications, where their high hardness and high strength 

are required, necessitates our understanding and improving of their fracture properties. In the last 

three decades, such improvements have been sought through developing our understanding of 

toughening mechanisms, typically involving microstructure control that focuses on crack 

deflection and grain bridging at grain boundaries and interfaces. However, these are often difficult 

to engineer, as changing microstructural processing (e.g. through heat treatment, chemistry or 

powder processing) does not result in a one-to-one correlation with performance, since the 

influence of microstructure on crack path is varied and complex.  

Recent developments on characterisation at the micro-scale therefore present an opportunity to 

broaden our understanding of the role of individual factors on the bulk performance. 

To investigate the fracture properties of individual features (i.e. individual crystallographic planes, 

grain boundaries or interfaces), a testing method was developed. This approach is based on the 

double cantilever wedging to measure the fracture energy change during stable crack growth and 

was successfully applied at the micron scale inside a scanning electron microscope. Direct view of 

the crack growth in the sample and measurement of the energy absorbed during fracture, without 

use of load-displacement data, is afforded through the combination of a stable test geometry with 

an image based analysis strategy. 

In addition to these precise tests, characterisation of the role of microstructure on crack paths in 

polycrystalline metal-ceramic composites was carried out. The focus has been on using high 

angular resolution electron backscatter diffraction combined with microindentation, to correlate 

intragranular residual stress gradients, due to thermal expansion mismatches, to crack deflection. 
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Fracture energy of individual crystallographic planes and interfaces was measured in both brittle 

and brittle/ductile systems. In addition, local residual stresses and microstructure in diamond were 

related to fracture path. 
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Introduction 

Polycrystalline diamond composites (PCD) were first sintered in the 1970s following research 

efforts focused on producing new, more durable materials to use as cutting tools [1,2]. These 

composites are a perfect example of a complex microstructure composed of two phases with very 

different properties. The first, diamond, constituting between 80 and 95 vol% of the material, is 

extremely hard, stiff, with low thermal expansion coefficient and characterised by brittle fracture 

preferentially along weak cleavage planes. The other is a metal binder, often cobalt, and is softer, 

ductile and with a thermal expansion coefficient up to 10 times larger than diamond. The product 

is typically sintered at 5-10 GPa and 1400-1800 °C to form a dense material in which diamond 

grains are held together through a network by the metal phase or bonded directly to other diamond 

grains. 

These materials are required to have a very high hardness for wear resistance but also a good 

fracture toughness to avoid catastrophic failure. However, optimising both of these properties is 

challenging and still a major issue for the industry. It is not always possible to link one or more 

mechanical properties, such as hardness, strength, wear resistance and fracture toughness to 

changes in grain size, metal content, sintering conditions etc., when investigating the bulk material. 

This is due to the impossibility of changing only one parameter at a time and to isolate individual 

effects. For instance, it was found that a change in the starting powder size also yields a change in 

cobalt content in the final material [3,4]. In turn, a change in cobalt content was found to alter the 

residual stress state in the material [5,6]. While our current knowledge of the fracture of brittle 

materials comprehensively explains the link between grain size and fracture toughness, findings in 

these studies cannot conclusively define the role of cobalt and residual stresses on the 

performance.  
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Fracture in single crystal diamond tends to follow the easy cleavage {111} planes, but in PCDs 

transgranular fracture is most often observed with intergranular occurring in some particular 

conditions (e.g. high loading rate, high temperature or after exposure to high temperatures) [7–9]. 

However, even under macroscopic transgranular fracture, local crack deflections within the grains 

or along the boundaries have been observed, but their origin was not extensively justified [7]. The 

presence of residual stresses varying across the whole cutter but also at the lengthscale of the 

microstructure, attributed to the thermal expansion coefficient mismatch between the different 

components, was shown in several studies [5,6,10–19]. Therefore a hypothesis for this work was 

that stress variations within individual grains might be present in PCDs and have a role on the 

fracture path.  

The aim of this work was, therefore, to relate the fracture behaviour observed at the macroscale 

in the literature to the intrinsic properties of diamond and that of microstructural features of PCD. 

The focus was on developing a novel technique that enables the measurement of fracture energy 

evolution with (stable) crack growth along crystal planes/boundaries/interfaces. Specifically, 

double cantilever beams of micrometre size were fabricated using focused ion beam and tested in 

situ a SEM using a displacement-controlled nanoindenter. 

In addition, measurement of in-plane stress gradients within crystallographic grains was carried 

out in PCDs through analysis of electron backscatter diffraction patterns. After mapping the 

residual stress gradients in selected areas of a PCD sample, microindentation was used to generate 

cracking in a mapped area to investigate the effect of residual stress gradients and microtexture on 

fracture path. 

Structure of the thesis 

The problems of interest for this work are not exclusive of PCDs but common to many real 

advanced polycrystalline ceramics for which the knowledge of the role of grain boundaries, 
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interfaces and residual stresses on the fracture mechanics built upon the theory has been often 

difficult to test experimentally employing conventional methods. Therefore, a summary of the 

fundamental theory of fracture mechanics in brittle materials is presented in chapter 1 together 

with a discussion on the scope and limitations of conventional and novel testing techniques 

currently used to investigate it. In particular, here some of the limitations of these test approaches 

that inspired part of this thesis work to address them and develop an innovative solution are 

discussed. Following, a literature review of the properties of PCDs highlighting the issues most 

relevant to this work is provided in chapter 2. Details of the materials and methods used in this 

work can be found in chapter 3, including the production and preparation of the PCD samples 

investigated, the setup used for the in situ mechanical testing and background on the high angular 

resolution EBSD, i.e. the technique used to map the local stress variations within diamond grains. 

Chapter 4 provides the details on the fabrication and testing of double cantilever beams at the 

microscale, along with the results obtained on the single and bi-crystals tested, whilst chapter 5 

discusses the effect of processing parameters on the final microstructure in PCD components and 

how this affects the fracture behaviour. Finally overall key aspects of this work are provided in the 

conclusions and some ideas for further work discussed.  
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 Fracture in polycrystalline ceramics 

Mechanical tests conducted on different ceramics readily highlight one of their most common 

feature and major limitation: they are intrinsically brittle. As such their toughness is a major 

concern when designing the production process of structural components. However, the failure 

behaviour and so the toughness can greatly differ between single crystals and polycrystalline 

ceramics, suggesting that fracture toughness can be manipulated with microstructure. Therefore, 

our ability to improve ceramics performance relies on our understanding of the effect of 

microstructure on the fracture properties and our ability to measure it. 

An overview of the classic concepts of fracture mechanics of brittle materials is provided together 

with a discussion of the role of microstructure on the failure of polycrystalline ceramic materials. 

Most of the fundamental concepts presented in the paragraph 1.1 can be found in classic academic 

books as those from Lawn [20] and Anderson [21]. 

1.1 Fracture of brittle solids 

Mechanical behaviour of ceramics is generally characterised by elastic deformation and brittle 

failure in tension. Many ceramics exhibit a degree of nonlinearity in their stress-strain curve, 

however this is usually rather small at room temperature and overcome by cracking in macroscopic 

samples. Under these conditions the fracture of ceramics is described with linear elastic fracture 

mechanics. 

Three different basic modes are usually used to describe the crack displacement in fracture 

mechanics, but of these the opening of the crack under tensile stress applied on the crack walls, 

also known as mode I, is the most severe for the study of failure in brittle materials. 

The theory developed by Griffith [22] describes the effect of the presence of a crack in a plate 

under tensile stress on the load at fracture. Griffith theory builds upon the earlier considerations 
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drawn by Inglis on the effect of an elliptical hole on the stress distribution in a plate under uniform 

stress. Inglis [23] showed that the local stress in the proximity of the ellipses corner was several 

times higher than the remotely applied stress.  

 

Figure 1.1 — Plate under tensile stress σA containing an elliptical hole of semi-axes a,b.  

The presence of a hole 2a long and 2b wide, as drawn in Figure 1.1, in a plate with both height and 

width much bigger than the hole, loaded in tension perpendicularly to the major axis of the hole 

with a stress σA, according to Inglis modifies the stress at the tip of the major axis to: 

 𝜎𝑡𝑖𝑝 = 𝜎𝐴 (1 +
2𝑎

𝑏
) (1.1) 

This alone suggests that the presence and geometry of a crack, which can be seen as a very narrow 

ellipse (a≫b), acts as a stress concentrator and could dramatically impact on the fracture properties 

of a component. However, Inglis’ analysis shows no dependency on the crack size when in practice 

longer cracks appeared to propagate more easily than smaller ones. Later, Griffith conducted 

experiments to investigate the relationship between flaw size and stress applied in tensile tests on 

glass specimens, finding that the product of the stress at fracture and the square root of the flaw 

length resulted to be nearly constant. To describe such observations, Griffith analysed the problem 
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from a thermodynamic perspective by seeking the configuration that minimised the total free 

energy of the system. 

As described by Lawn [20], the total energy U in a system where a crack growth takes place can be 

separated into two terms:  

 𝑈 = 𝑈𝑀 + 𝑈𝑆 (1.2) 

where 𝑈𝑀 is the mechanical energy supplied by the internal strain energy and external forces, and 

𝑈𝑆 is the free energy required to create two new surfaces, under the assumption that for a linear 

elastic material the energy is not dissipated through plastic deformation or otherwise, therefore is 

a thermodynamic reversible process.  

The mechanical energy term can be itself divided in two terms, i.e. 𝑈𝑀 = 𝑈𝐸 + 𝑈𝐴 where 𝑈𝐸 is 

the strain potential energy elastically stored in the material and 𝑈𝐴 is the potential energy supplied 

by external loading. A conflict between this two terms arises as the crack extends since the first 

tends to decrease with crack extension (𝑑𝑈𝑀 𝑑𝑎 < 0⁄ ), while the latter increases (𝑑𝑈𝑆 𝑑𝑎 > 0⁄ ). 

This is often named the Griffith energy-balance concept, which at equilibrium reduces to [20]: 

 𝑑𝑈 𝑑𝑎 = 0⁄  (1.3) 

Griffith calculated the mechanical energy terms of Equation (1.2) for a plate containing a crack of 

length 2𝑎 subjected to a constant uniform tensile stress 𝜎. Under such conditions, in a material 

obeying Hooke’s law (i.e. linear elastic), during crack formation or extension: 

 𝑈𝐴 = −2𝑈𝐸 (1.4) 

Using the Inglis analysis Griffith calculated the strain energy density for unit width of crack front 

as: 

 𝑈𝐸 =
𝜋𝑎2𝜎2

𝐸′
 (1.5) 

where 𝐸′ equals the Young’s modulus 𝐸 if loading conditions are of plane stress or 𝐸 (1 − 𝜈2)⁄  

for plane strain (with 𝜈 being the Poisson’s ratio). Griffith then considered that the extension of 

the crack is associated with the creation of two surfaces, so that for unit width of crack front: 
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 𝑈𝑆 = 4𝑎𝛾 (1.6) 

where 𝛾 is the free surface energy per unit area. 

Applying the equilibrium condition of Eq. (1.3) to Eqs. (1.5) and (1.6) we obtain conditions for 

the fracture stress: 

 𝜎𝐹 = (
2𝛾𝐸′

𝜋𝑎
)

1/2

 (1.7) 

Irwin [24] defined the term 𝐺 = − 𝑑𝑈𝑀 𝑑𝑎⁄  , namely the energy available to an increment of crack 

extension, as mechanical-energy-release rate, where the term rate here refers to the rate of change of the 

energy with crack area and not time. 

From the definition of 𝐺 and the Eqs. (1.3), (1.5) and (1.6) it is readily evident that crack extensions 

occurs when 𝐺 reaches the critical°value: 

 𝐺𝑐 = 𝑑𝑈𝑆 𝑑𝑎 = 4𝛾⁄  (1.8) 

Therefore, 𝐺𝑐 represents the initial fracture energy of the material. For the system described so far, 

a uniform wide plate under tensile stress containing a crack of length 2𝑎, we obtain: 

 𝐺 =
2𝜋𝜎2𝑎

𝐸′
 (1.9) 

Eq. (1.8) is only valid for an initially homogeneous solid that the crack separates in two like half-

bodies. Irwin and Orowan independently conceived an extension of the Griffith concept to take 

into consideration dissipative processes taking place at the crack tip. The assumption of this 

approach is that the crack tip remains sharp, however the stresses at the front may be affected 

within a very small area compared to the dimensions of the loaded piece. Within this generalisation 

of the Griffith concept a term 𝑅 = 𝑑𝑈𝑆 𝑑𝑎⁄  can be defined that identifies the crack resistance 

energy, so that: 

 𝑑𝑈 = 𝑑𝑈𝑀 + 𝑑𝑈𝑆 = −𝐺𝑑𝑎 + 𝑅𝑑𝑎 (1.10) 

At equilibrium, crack extension occurs when 𝐺 − 𝑅 = 0 and 𝐺 = 𝐺𝑐, giving 𝐺𝑐 = 𝑅 (the crack 

extends at 𝐺𝑐 > 𝑅 and retracts at 𝐺𝑐 < 𝑅). Therefore 𝑅 can be used as an indication of material 
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toughness for a broader range of materials than in Griffith’s analysis. For instance, with this 

formulation: 

 𝑅 = 2𝛾𝐵 for the separation of two like half-bodies;  

 𝑅 = 𝛾𝐴 + 𝛾𝐵 − 𝛾𝐴𝐵 for the separation of two unlike but coherent half-bodies (A-B); 

 𝑅 = 2𝛾𝐵 − 𝛾𝐺𝐵 for the separation along a grain boundary where 𝛾𝐺𝐵 is the 

configurational energy of the boundary relative to the virgin B-B state. 

 𝑅 = 𝛾𝐴 + 𝛾𝐵 − 𝛾𝐼𝐵 for the separation along an interphase boundary, where 𝛾𝐼𝐵 is the 

formation energy of the interphase boundary 

Although the energy required for crack extension is not dependent on whether the body is loaded 

in displacement control or load control, the crack growth can be of stable or unstable nature 

depending on how 𝐺 and 𝑅 evolve with the crack extension. 

While the variation of 𝑅 with crack length is related to the material behaviour, variation of 𝐺 with 

crack length stems from the loading configuration. It can be easily shown [20,25] that a stress 

applied in load control to a cracked specimen is generally associated to a net increase in strain 

energy with crack extension (𝑑𝐺/𝑑𝑎 > 0), whereas displacement-controlled loading is generally 

associated to a net decrease in strain energy (𝑑𝐺/𝑑𝑎 < 0). Therefore, for a material with a flat R-

curve (i.e. 𝑅 is constant with crack extension) or rising R-curve the following condition holds true 

at constant displacement (i.e. fixed ends): 

 
𝑑𝐺

𝑑𝑎
≤
𝑑𝑅

𝑑𝑎
 (1.11) 

After an increment of crack extension 𝑑𝑎, the system releases a component of the energy stored. 

Under the conditions in Eq. (1.11), the energy stored decreases until this is no more sufficient to 

extend the crack of a further 𝑑𝑎; thus resulting in a stable crack growth. 

Analytical solutions for the stress and displacement fields near the crack tip in an isotropic material 

with linear elastic behaviour were proposed by several authors, as reported by Anderson [25], and 

can be reduced in simple forms to: 
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 𝜎𝑖𝑗 = (𝐾/√2𝜋𝑟) 𝑓𝑖𝑗(𝜃) (1.12) 

in which 𝜎𝑖𝑗 is the stress tensor, 𝑟 and 𝜃 are defined as in Figure 1.2, 𝑓𝑖𝑗 is a dimensionless function 

of 𝜃, and 𝐾 is defined as the stress intensity factor; 

 𝑢𝑖 = (𝐾/2𝐸)√𝑟/2𝜋 𝑓𝑖(𝜃) (1.13) 

in which 𝑢𝑖 is the displacement tensor, 𝐸 the Young’s modulus. 

 

 

Figure 1.2 — Stress field at Irwin slit-crack tip a showing rectangular and polar-coordinate components. Adapted from 
[20]. 

The stress intensity factor for the same system considered in (1.9) is: 

 𝐾𝐼 = 𝜎√𝜋𝑎 (1.14) 

A unique relationship exists between 𝐺, which describes the global behaviour, and 𝐾, which is a 

local parameter, and can be shown that in mode I this reduces to: 

 𝐺 =
𝐾𝐼
2

𝐸′
 (1.15) 

The stress intensity factor has been typically preferred to the energy release rate in certain 

engineering fields, that is where the design of structures is based on safe values of stress they can 

withstand, with the rationale that 𝐾𝐼𝑐 provides the critical stress not to be overcome at the crack 

tip. Therefore, once the critical stress intensity factor 𝐾𝐼𝑐 is known along with the operating stress, 
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it is possible to calculate the maximum crack length permissible in the structure to avoid rapid 

crack growth. 

It is clear that the stress intensity factor and the energy release rate become of great importance 

when we can determine their value for a specific crack system knowing the external loading. This 

would allow an artificial crack to be introduced in a specimen of well-defined geometry subject to 

known loading conditions in order to determine the fracture properties of that specific material 

system. 

1.2 Conventional tests for ceramics 

A wide range of test geometries exist to investigate the fracture toughness or fracture energy of 

ceramics. These include a number of variations of flexural, double torsion, double cantilever beam 

tests and indentation methods (see Figure 1.3). 

Each of these tests has advantages and disadvantages and a choice is made depending on the size 

and shape available for the material to be tested, fracture properties of interests (e.g. fracture 

toughness of large or small cracks, R-curve behaviour, etc.) and its other properties that can 

influence the good result of the test (e.g. hardness, elastic moduli, etc.). 

Although fracture toughness is a material property, values measured using different test methods 

often differ greatly. Some of these methods are described by international standards in an attempt 

to enable a relatively easy testing routine to be performed that results in comparable values among 

different materials. 
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Figure 1.3 — Common techniques used to investigate fracture properties at the macroscopic scale.  (a) Flexural testing, 
here represented in four point fixture configuration. The three point equivalent substitutes the two fixtures at the top with a single 
fixture on the top centre. (b) Double cantilever beam geometry. (c) Double torsion. (d) Indentation cracking. 

1.2.1 Flexural testing 

The ASTM C1421 [26] describes methods to determine the fracture toughness 𝐾𝐼𝑐  of advanced 

ceramics at ambient temperature using a beam test specimen with a sharp crack in bending. The 

presence of the sharp crack is necessary for a correct measurement of the fracture toughness and 

the standard describes three methods to obtain a crack: 

 Straight-through crack via bridge flexure for the single-edge pre-cracked beam 

(SEPB). To initiate a sharp crack one or a series of Vickers indents, a Knoop indent or a 

machined notch are placed at the centre of the bottom side of a bar. Successively the 

bottom is loaded in compression at either side with flat punches until pop-in to initiate a 

crack. A large pre-crack is so obtained and needs to be measured prior testing of the 

specimen.  

 Semi-elliptical surface crack via Knoop indentation for the surface crack in flexure 

(SCF). A pre-crack is introduced by means of a Knoop indent. The pre-crack size is much 

smaller than in SEPB and can be tailored to needs with the advantage of representing 
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better the size of actual surface flaws. However its measurement requires fractographic 

techniques. 

Prior to testing the residual stresses caused by the indentation need to be removed 

completely by polishing the surface.  

 Formed at the apex of a chevron notch in the chevron-notch bend test (CNB). The 

chevron notch approach eliminates the difficult pre-cracking operation required for SEPB 

and SCF specimens and the need to measure the pre-crack size, however requires stable 

crack extension to be valid. 

The beam is then loaded in four or three (the latter is not applicable to SCF) point fixture 

configurations with the crack positioned on the side under tensile stress. The fracture toughness 

is calculated from the fracture force, the test specimen size and the measured pre-crack size or 

maximum force applied after stable crack extension in the case of the chevron notched sample. 

Two other flexural tests exist to measure fracture energy or toughness of brittle materials for which 

there are no standards, namely the single-edge notch bend (SENB) and the work-of-fracture 

(WOF) tests. In the former a notch is simply machined on one side of the bar and the test is 

conducted under the assumption that a crack is present at the bottom of the notch as consequence 

of the machining. The possible absence of a crack results in an overestimation of the fracture 

toughness; therefore, unless the assumption is verified, this method is unreliable.  

The WOF test consists of bending a notched bar until the crack extends through the entire 

specimen while the load-displacement curve is recorded. The area under the curve is then used to 

measure the energy absorbed per unit of surface created during fracture, i.e. the fracture energy. 

As a consequence the value obtained is representative of an average value of the fracture energy 

of the region of the sample crossed by the crack rather than a critical value.  
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1.2.2 Double cantilever beam 

With double cantilever beam (DCB) and double torsion (DT) configurations a stable crack growth 

can be obtained. In addition, using specific loading approaches a crack-length independent fracture 

toughness can be measured, therefore making these methods particularly useful for obtaining crack 

growth data. 

The use of DCB for the study of fracture properties can be seen as an evolution of the 

configuration used in 1930 by Obreimov [27] to measure the fracture-surface energy of mica, 

where a blade was slid through a thick slab of mica to cause a moment capable of bending a thin 

foil and grow a crack. Here, the thickness of the mica slab is much smaller than the rest of the 

material so the system can be seen as the bending of a single cantilever of variable length equal to 

the crack length and clamped at the crack tip. If the thickness at both sides of the crack is 

comparable the blade will bend both beams and in the limit the DCB is an ideal symmetric system. 

The energy stored in the specimen to bend the beams is balanced by the surface energy to form 

two new surfaces.  

Three different geometries are typically employed to ensure a bending of the two arms of the DCB 

that are: a tensile loading applied directly on the top each beam, a moment applied through the 

bending of two arms perpendicular to the long axis of the DCB (often referred as applied moment 

DCB or AMDCB) and a wedge slid through the opening at the top [28]. In both AMDCB and 

tensile loading, provided that in the latter the DCB is tapered with the right angle to allow constant 

compliance with crack growth, one can measure a fracture toughness that is crack length 

independent. An inherently stable crack growth, instead, ensues from the wedge loading 

configurations under a constant displacement since this generates a decreasing strain energy release 

rate with crack extension.  
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1.2.3 Double torsion 

The double torsion specimen consists of a rectangular plate with a crack or a notch on one side 

[see Figure 1.3-(c)]. The specimen is loaded in four-point bending around the notch so that 

torsional deformation is produced on the two halves. In this loading configuration the stress 

intensity change at the tip of a growing crack is slow, compared to flexural beam testing, therefore 

giving rise to a relatively stable crack growth compared to flexural beam testing [29]. Moreover, 

the stress intensity factor is, under certain geometrical conditions and approximations and a range 

of crack lengths, independent of crack length, thus this test configuration is ideal for cases in which 

measurement of crack length is difficult. The classical analytical solution for double torsion testing 

requires a specimen with a width much larger than its thickness. It has been demonstrated by three-

dimensional finite element stress analyses that the sample geometry has a significant effect on the 

measured value of fracture energy [29]. Therefore one of the drawbacks of double torsion 

geometry is that it practically requires big samples, since sample width should be 12 times greater 

than thickness, and specimen length should be greater than twice the width [30]. Typical 

dimensions are 2×25×75 mm3 [31]. 

1.2.4 Indentation 

Indentation tests are widely adopted as standard test to measure a material hardness. Brinell, 

Rockwell, Vickers and Knoop tests are all based on the application of a force to an indenter to 

measure the resistance to the penetration opposed by a material. When the force is applied the 

portion of specimen under contact with the indenter will yield once a critical pressure is reached. 

After the removal of the force some plastic recovery may take place, however residual stress can 

remain and, a permanent deformation. Therefore, the hardness is generally determined with a 

measurement of one or more characteristic indent sizes (i.e. depth, area, width, etc.) at a specific 
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load applied. Different methods vary the load applied, the measurement method, indenter 

geometry and indenter material.  

At the same time, indentation probing of brittle materials often results in cracking. For this reason 

indentation has been largely employed also to determine the fracture toughness of such materials. 

The basic idea is to use the size of indentation-induced cracks together with the peak load applied 

to quantify the fracture toughness. This technique is attractive because of the simplicity in 

execution and a relatively easy specimen preparation compared to that of more traditional fracture 

toughness tests where a sharp pre-crack is needed, which is often difficult to obtain. In addition, 

execution is quicker and little specialised equipment is required [32]. 

Lawn and Wilshaw [33] reviewed principles and application of indentation fracture, focusing on 

the stress field, mechanics of fracture, measurement of parameters and practical application of 

indentation. As the authors pointed out, the knowledge of the stress field present in the loaded 

system is the basis to build a theory of indentation fracture. This depends on the contact zone 

which itself is dependent on the shape of the indenter. 

The differences between a Hertzian indenter (typically a hard sphere) and sharp indenters have 

been investigated. The former gives rise to a complex yet well-defined stress field up to the fracture 

point. The latter, including Vickers, Knoop and Berkovich, are more commonly employed in 

indentation testing [34,35], to generate high gradients or even singularities in the stress field 

underneath the tips. The advantage of sharp indenters over the Hertzian indenters rests in their 

geometrical self-similarity, which means that the ratio between the length of the diagonal and the 

depth of impression remains constant during the loading. Thus, the contact pressure is 

independent of the applied load and is given by [33]: 

 𝑝𝑚 = 
𝑃

𝜋𝐴2
 (1.16) 

where 𝑃 is the load and 𝜋𝐴2 is the contact area. 
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Moreover, the cracks ensuing from Hertzian indentation lies entirely beneath the surface, thus 

making not possible their direct observation in non-transparent materials [34].  

Boussinesq in 1885 sought the solution for the stress field under the indent, which gave in the 

form [33]: 

 𝜎𝑖𝑗 = (
𝑃

𝜋𝑅2
) [𝑓𝑖𝑗(𝜙)]𝜈 (1.17) 

where 𝑅 is the distance from the contact point and 𝑓 is a function of the angle and Poisson’s ratio, 

as shown in Figure 1.4.  

 

Figure 1.4 — Coordinate system for the stress field under the indenter contact point. Redrawn after [33]  

It is evident that the equation leads to a singularity for 𝑅 = 0, at the contact point. What happens 

in fact is that at the singular point there will be a non-linear, inelastic deformation to relieve the 

high stress concentration, which distributes the load over a non-zero contact area. This emphasises 

the complexity of the stress field under the tip. However, it has been shown that the field consists 

of two separable terms, nominally elastic and residual, thus facilitating the treatment based on the 

fracture mechanics theory. 
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The ensuing crack from a sharp indenter, albeit varies depending on the test system (shape of the 

indenter, load rate, etc.), has general features. Upon loading, at some threshold, a small crack, called 

median crack, forms on a symmetry plane where the contact axis lies; increasing the load results 

in a growth of the median vent. During unloading the median vent aim toward the closure, while 

lateral vents develop and extend toward the surface. 
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Figure 1.5 — Geometries of cracks ensuing from indentation. (top-left) a),b) and c) show the formation of the median 
crack upon loading whereas in d),e) and f) is shown the formation of the lateral vents during unloading. The other two 
schematics show the geometric variables used in the analysis of the cracks ensuing from indentation, in the case shown from a 
Vickers indenter. From [33,34,36]  

It has been demonstrated through dimensional analyses that hardness 𝐻 and toughness 𝐾𝐼𝑐 are 

related to the peak load, 𝑃, and dimension of impression, 𝐴, and radial crack 𝑎, (shown in Figure 

1.5) according to [34]: 

 𝐻 =
𝑃

𝛼𝐴2
 (1.18) 

 𝐾𝐼𝑐 =
𝑃

𝛽𝑎3/2
 (1.19) 
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where 𝛼 and 𝛽 are essentially numerical constants which vary with the geometry of the indenter 

and the crack, respectively, and are determined by experimental calibration. Radial cracks are 

usually assumed to have the form of penny-like cracks and for symmetric stress fields (as those 

underlying symmetrical sharp indenters, say a Vickers for instance) these fractures satisfy the 

relation 𝑃 𝑎
3

2⁄ = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 [37]. Lawn and colleagues [35] have demonstrated that the relationship 

between fracture toughness and length of radial crack, for a well-behaved crack (𝑎 ≫ 𝐴) is given 

by: 

 𝐾𝐼𝑐 = 𝛼 (
𝐸

𝐻
)
1/2

(
𝑃

𝑎3/2
) (1.20) 

where 𝑃 is the peak load, 𝐸 the Young’s modulus, 𝐻 the hardness and 𝛼 the empirical constant 

above-mentioned. The equation shows how easy is the implementation of indentation cracks to 

measure fracture toughness, provided that elastic modulus is known and a measure of the crack 

length is achievable, when hardness can be measured with the same test system.  

Nonetheless, as shown by Anstis et al. [34], the use of this technique should be limited to 

comparative study of a material subjected to different processes, since the determination of 

absolute values is affected by great errors and uncertainty. Other authors [38] simply argue that 

Vickers indentation is not a suitable technique to measure fracture toughness due to the high 

uncertainty and scatter associated with the measurements. Such uncertainties arise from the 

complexity in crack formation, as already described, typical of indentation fracture. At the end of 

an indentation fracture not a single but multiple cracks have arrested in a post-test configuration 

and a complex residual stress field characterises the material; even major spalling often occurs 

especially in high-load tests. Multiple cracks do not remotely ascribe to definitions of fracture 

toughness that appear in many textbooks [38]. Thus, accurate results are possible only in presence 

of an empirical calibration for the force constants (𝛼) to a similar material, otherwise the equation 

fails. 
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1.3 Fracture mechanics of interfaces 

Experimental testing reveals that the measured values of fracture energy or toughness of 

polycrystalline ceramics can deviate greatly from those of the respective single crystals, due to the 

interaction of the crack with the microstructure. As already mentioned in section 1.1, the brittle 

nature of ceramics identifies with an absence or at least a reduced presence of intrinsic dissipative 

processes at the crack tip. However, microstructural defects can interact with the stress field ahead 

of or behind the crack tip and increase the energy expenditure required to propagate the fracture. 

This translates in an increased toughness of the material.  

The mechanisms through which the net absorption of potential energy changes when 

microstructural defects interact with the crack depend mainly on the type of defect. 

Lawn [20] distinguishes the interactions into two separate classes: 

a) geometrical processes, involving deflections of the crack at specific boundaries; 

b) shielding processes, involving interactions that can take place ahead or behind the tip. 

The first is typical of the interaction between the crack and an interface that can cause a planar 

crack to deviate from its path, here the effect lasts only as much as the intersection. The second 

type of processes, instead, involve irreversible dissipation and are cumulative. These include 

phenomena such as microcracks clouds, phase transformation, ductile second phase at the crack 

wake or interfacial bridging behind the crack front. 

 

When fracture occurs in polycrystalline materials the crack intersecting a grain or interphase 

boundary can follow two distinct possible paths: continue through the boundary and across the 

second grain, i.e. transgranular, or deviate along the boundary, i.e. intergranular. 

The fundamental assumption is that the crack path followed is the one that maximises the decrease 

in total system free energy. It has been shown that when a straight plane crack in mode I loading 

changes plane by twisting or tilting the energy release rate decreases [20,25], essentially because the 
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crack is no longer perpendicular to the loading direction (i.e. maximum principal tensile stress) 

thus reducing the rate at which the compliance of the system increases for a given crack area 

increment. As a consequence, for the crack to deviate its path onto a boundary this needs to be 

‘weak’ in order to compensate for the additional absorption of energy1. Specifically, the debonding 

energy of the interface needs to be one-fourth of the crack resistance of the second grain or 

secondary phase [20,39]. Since the crack goes around the grains rather than through them, the path 

is tortuous and the fracture surface area is bigger, resulting in an increase in net resistance, 𝐺𝑐 =

𝑅. 

The engineering of the strength of the boundaries is therefore a possible toughening mechanism 

in ceramics [40], however its transitory nature limits the maximum gain to 4 times the original 

fracture energy 𝐺𝑐, equivalent to twice the fracture toughness 𝐾𝐼𝑐 [20].  

Conversely, the cumulative effect of the shielding processes can result in a more significant 

influence on fracture toughness, thereby the great majority of toughening approaches focuses on 

these phenomena. Nonetheless, for shielding processes to be activated it is often necessary to 

promote geometrical processes, e.g. grain bridging does not occur when interfaces are too strong 

and fracture is transgranular. This is readily evident in simple geometries like ceramic plates bonded 

by weak interfaces [40]. Here, the crack, once it reaches the interface, tends to deviate along this 

preventing a catastrophic failure and raising the apparent fracture toughness to more than 4 times 

the value of the monolithic component.  

However, toughening is not simply obtained by introducing weak interfaces; interfaces that are 

too weak could be detrimental. Grain boundaries and interface engineering is therefore an 

important but not trivial step towards the improvement of ceramic performance. There exist 

different ways to modify the strength of interfaces that include changes in the processing route, 

                                                 
1 It is worth mentioning here that what should be referred to as fracture resistance of the interfaces or boundaries 

is often indicated as ‘strength’ in literature; therefore boundaries and interfaces are usually classified as ‘weak’ or 

‘strong’ accordingly. Hereinafter, that same terminology is used. 
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that act mainly on the structure of the boundaries, and use of additives, that act mainly on the 

chemistry of the interface, and a combination of both. 

An example of the first is provided by Al Nasiri et al. [41] who investigated the properties of silicon 

carbide samples obtained from liquid phase and solid state sintering. Although the microstructure 

of all the samples did not show any significant difference, the fracture toughness measured on 

liquid phase sintered samples resulted >75% higher than that of the solid state sintered ones. This 

was due to the difference in the mechanics of the fracture that changed from intergranular mode 

in the first to transgranular in the latter, likely brought by the changes in the properties of interfaces 

for the different sintering approaches.  

In several other studies, the combined effect of additives and thermal treatment, beside a change 

in microstructure from equiaxed to elongated grains, is demonstrated again on silicon carbide [42–

45]. Here fracture toughness was increased by more than a factor of three compared to that of 

commercial SiC. At room temperature the presence of an amorphous film along the grain 

boundaries is believed to promote intergranular fracture and, consequently, toughening through 

grain bridging. However, the same film becomes viscous at high temperatures, thereby a 

degradation of the properties was observed. This was resolved by selecting additives that crystallise 

at high temperature contrasting the viscous flow. The crystallised film not only improved the 

fracture resistance at high temperature (20% at ~1300 °C) but also that at room temperature; this 

was attributed to a higher frictional coefficient of the crystalline film that made the crack bridging 

more efficient by increasing the energy required to pull out against the sliding grain faces [46]. 

 

Although the mechanisms of crack growth at the boundaries are clear and have been exploited for 

some time, prediction of the crack path remains difficult, for it depends on several factors such as 

residual stresses, mismatches in elastic, plastic and thermal properties, and interfacial fracture 

resistance itself. In turn, interfacial fracture resistance depends on bonding, interface morphology, 

plasticity in the second phase and on the presence of interphases [47]. This is of particular relevance 
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for the crack growth at ceramic-metal interfaces [47–60], given the strong mismatches between 

the two materials. Ritchie et al. [55] conducted extensive work to test several ceramic/metal systems 

and understand the crack path selection (i.e. along, towards or away from the interface) in layered 

bi-crystals for crack initiated at or near interfaces. In their work a comparison is made between the 

predicted path using linear elastic interfacial and near-interfacial crack tip fields and the 

experimental results. In the presence of strong elastic mismatch between the two materials, the 

stress field ahead of the crack differs greatly from the far-field loading. Linear elastic interfacial 

and near-interfacial crack tip field theories predict the crack path selection in response to the ratio 

of normal to shear stresses ahead of a crack, as affected by the elastic mismatch. However, the 

authors could verify from experiments that the path followed depends also on the strength of 

interfaces, as in the presence of “weak” interfaces the crack would tend to follow them, regardless 

of the mode mixity at the crack tip. The authors could also observe extensive plastic deformation 

associated with crack tip blunting in the metal layer. However, in several cases, they observed that 

the extent of plasticity was constrained within the metal thickness by the ceramic; as a consequence 

the fracture toughness was well in excess of the ceramic toughness, yet small compared with the 

toughness of the bulk metal. Depending on the bonding technique, plasticity was also accompanied 

by relief of residual stresses introduced during the fabrication of the sandwich structures. These 

residual stresses further contributed to modify the stress at the crack tip. 

This study highlights the need to know the local interfacial fracture energy for a correct prediction 

of crack path and therefore efficient design of composites as well as the need to investigate 

interfaces with thickness close to that present in real components. The difficulties encountered in 

restraining crack propagation along the interfaces poses a major issue for these investigations. 

Attempts to develop a testing technique suitable to measure the interfacial fracture resistance have 

been made using different loading geometries, the majority of which based on sandwich specimens 

[47,51,55,58,60–64]. Evans and Dalgleish [51] identify in residual stresses, crack trajectory and 

precracking the main issues that must be addressed to obtain an accurate measurement of the 
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interface fracture resistance. The first of these, residual stresses, mainly caused by misfit in the 

thermal coefficient between ceramic and metallic phase, can be reduced by reducing the thickness 

of the metal layer. Secondly, a deviation of the crack trajectory from the interface into the ceramic 

needs to be prevented using geometries that minimise a local shear loading at the crack front, for 

this sandwich geometries as depicted in [51] are best suitable. It is important to note that although 

these loading geometries promote crack propagation along the central axis, small deviations of the 

crack from its plane are difficult to avoid, thereby the fracture resistance measured from the far 

field loading is still affected by these dissipative processes. 

Finally, a sharp crack must be introduced at the interface using mechanical procedures, as attempts 

using local contamination during bonding could not afford consistent results. In addition, the ratio 

of elastic constraint over plastic dissipation depends on the volume of metal enclosed between the 

two plates. Evans and Dalgleish show that a relation exists between layer thickness (varied in this 

work between 10 and 100 μm) and fracture energy measured. Therefore, if the layer thickness of 

material 2 is small compared to that of material 1 and all other dimensions of the specimen 

(including crack length) the fracture energy can be measured from the far field loading as for the 

homogeneous case, i.e. considering that the elastic strain energy is entirely absorbed in material 1 

[65]. However, macroscopic tests in the studies mentioned were limited to a minimum thickness 

of ~10 μm.  

Another significant aspect of these macroscopic tests is that fracture at this scale is affected by the 

presence of voids and defects at the interfaces; as a result the value obtained accounts for these in 

addition to the work of adhesion. Evans and Dalgleish suggest that an estimate of the work of 

adhesion can still be obtained by measuring the dihedral angle of the residual voids located on the 

fracture surface, provided that the fracture at the interface is of brittle nature [51]. The dihedral 

angle is indeed related to the solid grain boundaries surface energies through Eq. (2.3). 
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1.4 Residual stresses and fracture 

Residual stresses are those stresses that are present in a component even after removal of their 

original source, whose effect is to create incompatible internal strains; as such they modify the 

stress field around the crack tip. 

As already noted, the introduction of a second phase in a polycrystalline material does not only 

creates interfaces but causes elastic, plastic and thermal expansion mismatches. The latter are a 

common source of localised residual stresses when the material is cooled down from the 

processing to room temperature [66,67]. Single phase materials can be affected by analogous 

residual stresses too, in case of thermal expansion anisotropy with neighbouring grains [68,69]. 

In brittle materials the presence of localised residual stresses can lead to microfracture [68,69] or 

crack deflection [66,67], with important implications on the performance of the component, as 

discussed in chapter 2 relatively to PCDs. These mechanisms are commonly investigated in 

ceramic-matrix composites reinforced with a second phase in the form of fibres or particulates.  

In this systems two opposite situations can take place: 

a) Thermal expansion of the reinforcing phase is greater than that of the matrix. By cooling 

down from processing temperature, the matrix contracts less than the fibre. Therefore, if 

contact between the fibre and the matrix is retained, circumferential compression and 

radial tension act on the matrix, whereas the fibre is in axial tension [Figure 1.6-(a)]. 

b) Thermal expansion of the matrix is greater than that of the fibre. Here, again allowing 

contact between matrix and fibre to be retained, the matrix undergoes circumferential 

tensile and radial compressive stresses while the fibre is in axial compression [Figure 1.6-

(b)]. 
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Figure 1.6 — Residual stresses induced by thermal expansion mismatches between fibre and matrix, and secondary 
toughening mechanisms activated. (a) Thermal expansion of the fibre is greater than that of the matrix; (b) thermal expansion 
of the matrix is greater than that of the fibre. (c) microcracks cloud; (d) crack deflection; (e) crack bridging. Adapted from [67]. 

As mentioned in 1.1 in brittle materials cracking occurs under mode I preferentially, thus a crack 

tends to propagate perpendicular to tensile stresses and parallel to compressive stresses. 

Consequently, in situation a) the crack tends to propagate around the reinforcement, conversely 

situation b) promotes radial propagation of the crack from the reinforcement [67]. 

The latter is likely to facilitate the networking of cracks ensuing radially from the different 

reinforcements, thus reducing the toughness. In contrast, since cracks around the particles/fibres 

tend to travel along or parallel to the interface can promote, besides crack deflection, the activation 

of secondary toughening mechanisms (e.g. fibre pull-out, crack bridging, etc.) as shown in Figure 

1.6-(c–e). 
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The pressure that builds around the reinforcements is not only dependent on the thermal 

expansion mismatch, but also on elastic mismatches. In particular, the pressure to which a spherical 

particle is subject, for as sphere (subscript 2) in an isotropic material (subscript 1) is given by [66]: 

 𝑃 =
∆𝛼∆𝑇

(1 + 𝜈1)/2𝐸1 + (1 − 2𝜈2)/𝐸2
 (1.21) 

where ∆𝛼 is the difference in the two expansion coefficients, ∆𝑇 is the cooling range over which 

the matrix plasticity is negligible and 𝜈1,2, 𝐸1,2 the Poisson's ratio and Young's modulus of the 

matrix and particle respectively. Although equation (1.21) shows no dependence from size of the 

reinforcements, it appears from experimental results that spontaneous microcracking, i.e. in 

absence of an applied external loading, only occurs when the particle size is bigger than a certain 

critical value [66]. On one side, since spontaneous microcracking would reduce the strength 

through the introduction of flaws, the size of reinforcements must be kept below the critical value. 

On the other side, the formation of microcracks in the process zone of a propagating crack reduces 

the elastic modulus; as a consequence, the crack tip is shielded from the applied stress field. In 

addition, microcracks attract the propagating crack promoting deflection and branching. 

Therefore, if microcracking can be controlled during processing and activated only during the 

application of external load this could be exploited as a fracture toughening mechanism. In 

particular, a narrow distribution close to the critical size proves to enable the maximum toughness 

[67].  

It is indeed worth noting that the cracking is not simply initiated when the internal stress reaches 

the macroscopic fracture stress, rather it depends on whether the flaw introduced is bigger than 

the inherent flaw size. For this reason, the spacing between reinforcements and their size play an 

important role. 
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1.5 Characterising fracture at the microscale 

At present there are many standard tests which enable precise measurement of the fracture 

properties of brittle materials at a macroscopic lengthscale, yet only few available which enable 

direct measurement of individual grain boundaries. Macroscopic tests are very successfully used to 

understand bounds on component performance and to compare and contrast ceramic processing 

strategies, but as they test polycrystalline aggregates it is very difficult to understand the role of 

specific microstructural features. It is therefore crucial to gain new insight at the microstructural 

lengthscale, as failure of ceramics is controlled often by the weakest microstructural link. 

Moreover, tests at the microscale offer a solution to investigate materials whose dimensions are 

not suitable for conventional tests (e.g. thin films) or for which the use of conventional machining 

to shape specific specimen geometries result troublesome (e.g. for very brittle and hard materials).  

Nanoindentation has paved the way for small scale mechanical testing, however development of 

more complex, site specific testing of ceramics has advanced significantly in the last five years, 

using either photolithography or focused ion beam (FIB) machining, enabling preparation of a 

variety of microscopic tests specimen geometries in precisely specified locations and opening the 

door to high spatial resolution mechanical tests. 

Typically, these test specimens are loaded using a nanoindentation platform as well with different 

tip geometries according to the test design (see Figure 1.7). These geometries include: single 

cantilever bending [70–76], double cantilever beam compression [77], clamped beam bending 

[78,79] and pillar splitting [80]. The philosophy of performing high spatial resolution testing, as 

employed with these geometries, enables assessment either of the local fracture properties of single 

grains or grain boundaries or of samples whose only small volumes are available, e.g. coatings. 

The majority of these existing studies make use of a load controlled ramp to actuate the indenter 

and follow crack opening from changes in load-displacement data, both to identify the crack 
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nucleation and fracture load to be used in fracture toughness measurements. A discussion on these 

techniques follows and a panel with their geometries is presented in Figure 1.7. 
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Figure 1.7 — Loading geometries employed for micro-mechanical fracture testing. (a) Flat surface loaded with a sharp 
indenter (commonly Berkovich, Vickers or cube-corner). At the cracking threshold, cracks originate in the volume surrounding the 
indenter; load and crack length are used to calculate the fracture energy. (b) Pillar splitting geometry loaded with a sharp indenter. 
FIB removal of material surrounding the pillar allows relaxation of residual stresses. The fracture toughness is calculated using 
cohesive zone finite element analysis. (c) Single cantilever bending geometry with pentagonal cross section and loaded with a sharp 
indenter. Rectangular cross section is only possible on a 90° edge [72,73] and a pentagonal cross section is towards the sample 
interior. Straight and chevron notch geometries sections are represented with blue and red dashed lines respectively. Straight 
notches provide inherently unstable fracture, whereas the chevron notices enable a stable crack growth for short cracks [73,76]. 
Dimensions measurements of notch and beam geometry are performed after the test [70–72]. (d) Schematic of a double clamped 
beam bending geometry loaded with a blunt tip. The beam is FIB milled on a 90° sharp edge and a notch at the bottom edge centre 
of it [81]. Stable crack growth is supported but freedom of positioning of the notch is limited [73]. (e) DCB geometry loaded with 
a flat punch. Stable crack growth is achieved. Friction between flat punch and sample, and compressive stress on struts need to be 
taken into account [77]. 

[36] 

[80] 

[71] 

[81] 

[77] 
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1.5.1 Nanoindentation 

Nanoindentation was developed as an evolution of the macroscopic equivalent to test at smaller 

length scale and has been used in the last 30 years for measuring mechanical properties of thin 

films and small volumes of materials [see Figure 1.7-(a)]. Usually instrumented indentation gives 

an accurate control on either load or displacement with a continuous feedback on the data allowing 

the determination of the area function and some of the mechanical properties to directly analysing 

the data, rather than imaging the impression. It is possible, for instance, to map the properties of 

a specimen with a very small spatial resolution (about 1µm) [36], gathering information on hardness 

and elastic modulus of different areas of interest on a sample, so that all the parameters needed to 

measure the fracture toughness are readily available within the same test. It is also possible to test 

sample too thin to be tested with conventional techniques.  

However, to initiate a crack by indentation in a material the load has to be higher than what is 

called the cracking threshold. This places severe limitations on the spatial resolution achievable 

with nanoindentation, as the size of the impression is proportional to the load applied, especially 

because the equation for the measurement requires the crack to be well-behaved (𝑐 ≫ 𝑎 in Figure 

1.5).  

Moreover, the application of this technique on such a hard material as the PCD is limited by the 

fact that the hardness of the indenter and the sample is comparable while the toughness of the 

latter is usually higher. Practical problems arise from the attempt of indenting PCD, as shown in 

Figure 1.8. 

These limitations add to the aforementioned (see 1.2.4) uncertainty on the values obtained by 

general indentation-induced fracture analysis. 
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Figure 1.8 — Still images taken before (left) and after (right) an indentation test performed in situ on a PCD sample. It 
is shown how the cube corner tip was damaged during the test. 

1.5.2 Pillar splitting 

Sebastiani et al. [80] proposed a variation of the nanoindentation fracture tests exploring the 

possibility to measure the fracture toughness by indenting a pillar fabricated via FIB until a crack 

is nucleated and propagated, see Figure 1.7-(b). With this technique the authors investigate the 

fracture toughness in thin films, where often the residual stresses present between the film and the 

substrate complicate the measurements. The advantage of this approach stems from the removal 

of material during the manufacturing of the pillar that promotes the relaxation of the residual 

stresses at the top of the pillar. Moreover, much of the simplicity of test execution typical of the 

indentation tests is retained. On the other hand, the fracture toughness measurement requires the 

use of cohesive zone finite element analysis and the authors point out that the effect of friction 

between the tip and the pillar on the fracture toughness value needs further investigation. The 

authors test, among other films, TiN coatings presenting a columnar structure with metallic micro-

droplets and observe intergranular fracture, so that they interpret their value as grain boundary 

toughness. However, the application of the pillar splitting loading geometry to interrogate 

individual select boundaries appears cumbersome. The splitting, as occurs in the work by 

Sebastiani et al., is along the three indenter vertex directions, therefore it would be difficult to cause 

the cracking along a boundary alone. 
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Axial splitting can be also obtained during micropillar compression if the pillar is oriented so to 

form two intersecting slip bands. Here, the material from the top portion of the pillar essentially 

forms a wedge that opens and drives a crack as the load reaches a critical value. This phenomenon 

has been observed in Si [82,83], GaAs [84], InAs and MgAl2O4 [83]. The expression for the stress 

intensity factor on the axial crack of length 𝑙 was proposed as [83,84]: 

 𝐾𝐼 = 𝛽𝑆𝜎𝑑 2[𝜋(𝑙 + 𝑧)]1 2⁄⁄  (1.22) 

where 𝛽 is some geometrically dependent constant, 𝑆 is the Schmid factor on the slip plane and in 

a direction from the top edge of the pillar to the line of intersection of the slip bands, 𝜎 is the 

uniaxial compressive stress applied, 𝑑 is the pillar diameter, and 𝑧 is the distance between the top 

of the pillar and the point where the slip planes intersect. The axial split is nucleated when the 

stress intensity factor in Eq. (1.22) for 𝑙 = 0 equals the 𝐾𝐼𝑐. As a consequence, since the critical 

stress required to grow a crack is proportional to 𝐾𝐼𝑐/√𝑑 [83] and this type of axial splitting is only 

possible if slip bands are formed, there exists a critical diameter below which the stress required 

to grow the crack is higher than the yield stress and splitting does not occur. Although a value of 

𝐾𝐼𝑐 can be obtained, it has typically been used to observe and explain ductile-to-brittle transition 

behaviour with pillar size. 

1.5.3 Single cantilever beam 

In the last 30 years, the demand for evaluation of mechanical properties of microelectromechanical 

systems and thin films moved many researchers to create adequate methods to test them. Attempts 

to study elasticity, plasticity, and in particular fracture have been made through deflection of 

cantilever microbeams. 

The method was initially developed using silicon micromachining techniques [85,86], such as 

lithography and etching, and a nanoindenter to operate the deflection and register force and 
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displacement applied. Beams fabricated had typical dimensions of about 100 µm in length, 10 to 

20 µm width, and a few µm in thickness [87].  

The test is similar to the macroscopic counterpart of a cantilever beam fixed at one end. Thus, 

elastic beam bending theory can be applied to evaluate mechanical properties of the tested material. 

Johansson et al. [85] utilized this method in situ, in a SEM, to evaluate fracture properties of silicon 

cantilever beam. If 𝐼 is the moment of inertia (𝐼 =  𝑤𝑡3/12 for a beam of rectangular cross 

section where 𝑤 is the width and 𝑡 the height), 𝐹 the force applied and 𝐿 the length of the beam, 

they extracted the maximum stress 𝜎𝑚 and the deflection 𝛿 from beam theory as: 

 𝜎𝑚 = 6𝐹𝐿 𝑤𝑡
2⁄  (1.23) 

 𝛿 =  𝐹𝐿3 3𝐸𝐼⁄  (1.24) 

The fracture stress equation used by the authors is: 

 𝜎𝑓 ≈ 𝐾𝐼𝑐 (𝜋𝑎)
1 2⁄⁄  (1.25) 

where 𝐾𝐼𝑐 is the critical stress intensity factor and a the maximum flaw depth. However, this 

equation is the closed-form solution for the stress intensity factor in an infinitely wide plate with 

a through-thickness crack, which is not the case of the geometry investigated.  

Therefore, the authors sought validation of the model by determining the Young’s modulus 𝐸 and 

comparing it to the corresponding E value obtained from experimental elastic stiffness constants. 

The measurements on <011> beam using the model gave 𝐸 =  177 ±  18 𝐺𝑃𝑎 whereas using 

experimental constants 𝐸 = 171 𝐺𝑃𝑎, making the model reasonably valid. 

Then, using known value of fracture toughness (𝐾𝐼𝑐) from literature they could determine the 

maximum flaw size and list 𝜎𝑓, 휀𝑓 and 𝑎 for each experiment (where 휀𝑓 = 𝜎𝑓 𝐸⁄ ). 

It needs to be taken into account that the previous equations are valid for an isotropic and perfectly 

elastic material up to fracture and small deformations. 

Di Maio and Roberts [70] used a similar testing technique to measure the toughness of brittle 

coatings. Their investigation was performed ex situ, using the tip in contact mode, similarly to an 
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AFM, to position it correctly on the beam. The main difference with the study of Johansson et al. 

[85], presented earlier, is brought by the preparation of the microbeams. Di Maio and Roberts 

employed FIB to mill the cantilever, which expands the possibility of fabricating microbeams on 

different materials, although limits the possibility of undercutting. For this reason, the beam in 

their work has a non-rectangular cross section, compare Figure 1.7-(c). The fabrication process 

consisted, firstly, of milling three trenches with the FIB column perpendicular to the sample 

surface, so as to create the shape of the beam of 10 µm length and 4 µm width. Subsequently, the 

sample was tilted to 45° with respect to the column on each side along the longest edge to cut the 

base of the beam, obtaining a symmetric pentagonal cross section. Finally, a narrow notch was 

milled close to the support of the beam (0.5 µm away). 

The purpose of the notch was to emulate a sharp crack, so as to determine the fracture toughness 

(𝐾𝐼𝑐), once known the fracture load, according to the following equation: 

 𝐾𝐼𝑐 = 𝜎𝑐√𝜋𝑎 𝐹 (
𝑎

𝑏
) (1.26) 

where 𝜎𝑐 is the fracture stress (related to the applied load 𝑃 and distance from the crack 𝐿 by 𝜎 =

𝑀𝑦 𝐼⁄ , where 𝑀=𝑃𝐿 at the crack), 𝑎 is the crack length and 𝐹 (𝑎 𝑏⁄ ) is a dimensionless shape 

factor. The shape factor is a constant that depends on the geometry and the mode of loading [25]. 

Di Maio and Roberts found this constant to be 𝐹 = 1.58 for their geometries. They performed 

tests on four Si samples with a (111) fracture plane to validate the technique, obtaining an average 

𝐾𝐼𝑐  = 1.1 ± 0.016 𝑀𝑃𝑎 𝑚
0.5 . The authors found the value to be slightly higher than the 

literature value of 0.83 − 0.95 𝑀𝑃𝑎 𝑚0.5 and attributed the difference to the extra-load required 

to nucleate a sharp crack at the bottom of the notch they deemed not to be narrow enough, albeit 

milled with a very low current (1pA). Nonetheless the results show the technique is sound and 

allows reproducible results to be obtained. 

Armstrong et al. [71] employed similar fabrication method, geometries and testing technique with 

the intent of extending this type of investigation to the measurement of fracture properties of 
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single grain boundaries. The authors studied several bismuth embrittled grain boundaries at 

different misorientation angles identified through EBSD mapping. 

The tests show that all the fractured samples had the fracture running along the grain boundary; 

however few samples showed slip lines around the notch but no fracture signs. Fracture toughness 

measured as by Di Maio and Roberts [70] gave values comparable with those presented in the only 

two studies on Cu-Bi bi-crystal [71]. The authors concluded that the method is valid to test grain 

boundaries with known misorientation, however high values of fracture toughness may be difficult 

to be analysed due to dependence of the specimen size on the balance between fracture and plastic 

flow. 

Although the control over the notch geometry is not trivial using focused ion beams, Iqbal et al. 

[72] show that they obtained a low scatter on their measurements on NiAl single crystal, concluding 

that the size of the notch tip radius, ranging in their case from 70 nm to 120 nm, does not influence 

the fracture toughness.  

The effect of the size of the cantilever on the stress state was also investigated in the same study 

as the authors were concerned about the applicability of plane-strain condition for such micro-

sized specimens. Therefore, Iqbal et al. measured the ratio between the plane stress value of 

fracture toughness, named 𝐾𝐼𝑐
𝑝𝑙𝑎𝑛𝑒−𝑠𝑡𝑟𝑒𝑠𝑠

, and the plane strain value, 𝐾𝐼𝑐 for the two orientation 

<100> and <110>, respectively “hard” and “soft”, of NiAl.  

However, according to Anderson [25] the decreasing trend in 𝐾𝑐𝑟𝑖𝑡 with increasing thickness, 

attributed to a transition from plane stress to plane strain at the crack tip, is related to the crack-

tip stress state but generally is characteristic of materials in which the crack propagation is ductile 

(e.g. microvoid coalescence). 

Anyhow, Iqbal et al. found a 𝐾𝐼𝑐
𝑝𝑙𝑎𝑛𝑒−𝑠𝑡𝑟𝑒𝑠𝑠/𝐾𝐼𝑐 ratio smaller than 10% and brittle fracture for both 

the hard and soft orientation of NiAl, claiming that “possible changes in the stress state have thus 

only a small effect on the fracture toughness”. 
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The straight notched single cantilever beam is currently by far the most employed approach [70–

76] owing to its relatively simple geometry and relative freedom in the positioning of the notch, 

convenient for the investigation of grain boundaries or interfaces. Unfortunately, this is an 

inherently unstable loading geometry, therefore its use is limited to the extraction of a single value 

of fracture toughness and does not allow the investigation of materials with R-curve behaviour 

[73]. Furthermore, serious concern has also been raised on the effect that the FIB-induced damage 

layer in the region surrounding the notch has on the value of fracture toughness measured [88].  

 

These limitations may be overcome with configurations where stable crack growth is possible at 

least for small distances, in order to measure the fracture toughness after the crack has passed the 

damaged region. A well-known approach followed in fracture mechanics to decrease the amount 

of energy released at the crack front of brittle materials is the chevron notch [25,89] (see 1.2.1), in 

which two cuts are made at an angle such that an isosceles triangular cross section is left. Once the 

beam is deflected, even if under load control, the fracture begins at small loads at the apex of the 

triangular shaped bridge and extends deeper and wider at increasing load in a controlled manner. 

Crack growth becomes unstable when the increase in crack front width is no longer able to 

decrease the driving force. This approach has been recently implemented on microscopic single 

cantilever beams [76] allowing a short stable crack growth before the final failure, thereby 

minimising the influences of notch radius and FIB damaged layer.  

 

As seen, for fracture toughness analysis of the single cantilever geometry, knowledge of the beam 

cross section dimensions is required, in particular measurement of the effective length of the beam, 

which is the distance between the notch and the loading point, and notch depth. 
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A key disadvantage of the single cantilever geometry remains the complexity of the undercutting 

procedure operated in FIB milling. Indeed, when fabricating specimens in bulk the angle at which 

FIB is able to sputter atoms away from the target is limited by the surrounding material such that 

it is not possible to obtain a rectangular cross-section, unless milling is operated on a polished 90° 

sharp edge of the specimen; as a consequence, a pentagonal or trigonal shape is usually used [70–

72,74,75,90]. Therefore, the dimensions are typically measured after the test with SEM images of 

the fracture surface and combined with the load at fracture to generate fracture toughness values.  

Furthermore, in practice actuating the test in a nanoindentation system typically uses sharp 

indenters, rather than conical or flat punches. This has the benefit of reducing the possibility of 

slipping at higher deformation (as the indenter may ‘dig in’ to the sample), though of course this 

can complicate analysis as the work required to create the initial indentation needs to be taken into 

account when analysing displacement data.  

1.5.4 Double clamped beam 

The double clamped beam bending, recently employed for fracture toughness measurements by 

Jaya et al. [81], resembles a three point bending test (see 1.2.1) but with constraint at the ends of 

the beam, as shown in Figure 1.7-(d). The beam is loaded at the centre where a notch is milled on 

the bottom side. Benefits of this configuration stems from the fact that a stable crack growth is 

achievable after some amount of unstable fracture, i.e. once the crack length is bigger than a critical 

crack length/crack width ratio [81]. In this geometry, care must be taken to ensure correct mode 

I loading through accurate initial crack tip and loading point positioning at the middle of the beam, 

although incorrect positioning can be easily ascertained by observation of deviations of the crack 

path. This approach is excellent for coated systems, but use of this method for investigation of 

specific microstructural features such as interfaces is cumbersome. This geometry requires the 

notch to be at the exact centre of a relatively long beam to obtain mode I opening [73] and cannot 

be used in bulk, as the geometry requires an available polished 90° sharp edge. Moreover, no 



Fracture in polycrystalline ceramics 

56 
 

analytical solutions exist for this configuration and this necessitates extended finite element analysis 

of the stresses, strains and displacements to extract fracture toughness values [81]. 

1.5.5 Double-cantilever beam 

The DCB geometry has been employed on the macroscopic scale to measure fracture-surface 

energy for a long time (see 1.2.2), in that it is associated to stable fracture, simple sample 

preparation and simple analytical solutions [27,91–93]. At the microscopic scale the double-

cantilever beam (DCB) geometry lends itself well to the investigation of interfaces and grain 

boundaries since in this case the geometry is small laterally around the notch. Indeed, it is possible 

to fabricate it in a vertical configuration so that in a top-view cross section the DCB is only as wide 

as the notch and is as thin as possible in the other dimension. For ease of analysis, it is preferential 

to mill the DCB such that the biggest dimension is the length of the interface extending into the 

bulk of the sample.  

Only recently Liu et al. [77] have adapted this geometry to microscopic scale tests to measure the 

fracture toughness of hard coatings, see Figure 1.7-(e). Their approach was based on the use of a 

flat punch tip to compress the DCB in load control. DCBs were milled to produce a strut machined 

on each beam whose function was to move the point of force application away from the neutral 

axis of the beam in order to have a moment acting on them. The load-displacement curve recorded 

by the instrument was used to identify the fracture load, which was then used to measure the 

fracture toughness (see Liu et al. [77] for details of the analysis method). The work demonstrates 

that the DCB geometry can be used at the microscale to measure fracture toughness of brittle 

materials, however the loading configuration chosen by the authors is associated with high friction 

between the flat punch and DCB struts. As a consequence the friction coefficient between the tip 

material and the examined material needs to be known for an accurate measurement, however this 

can often be difficult to find in the literature. A solution was proposed by the authors to measure 

the friction coefficient by measuring the work from the hysteresis observed upon reloading and 
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following unloading of already fractured samples, by assuming that all the work was only done 

against friction between the punch and the sample. 

As discussed by the authors, the compressive component of the force is used to create the moment 

to open a crack and therefore the DCBs cannot be arbitrarily set, but need to be carefully designed 

in light of the fracture toughness to yield stress ratio to avoid plastic deformation of the struts (or 

secondary cracking along the strut arms). 

1.5.6 General limitations of micromechanical testing 

The key limitation of existing approaches is that they typically make use of a load controlled ramp 

to actuate the indenter and follow crack opening indirectly, using changes in load-displacement 

data both to identify the crack nucleation and fracture load to be used in fracture toughness 

measurements. This is problematic if the loading system is compliant or stores significant energy, 

and load control inherently does not lend itself to stable fracture.  

Unfortunately, an unstable loading geometry limits evaluation of fracture toughness to extraction 

of a single value. This issue is compounded by warranted concerns about the effects of notch 

manufacture at this small lengthscale, such as the introduction of FIB-induced damage in the 

region surrounding the notch [88] . 

In light of these previous geometries [73], it would be ideal to have manufactured samples with 

geometrical features enabling: 

 stable crack growth beyond any damaged region, in order to measure fracture toughness 

as the crack evolves and to overcome limitations imposed by FIB-induced damage; 

 relative freedom in the positioning of the notch;  

 minimization of the effect of frame compliance and friction between the indenter and the 

sample, making evaluation of the measured energy easier. 
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 use of a relatively simple sample geometry thus facilitating sample fabrication and fracture 

or surface energy analysis;  
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 Polycrystalline diamond 

Synthetic diamond and in particular polycrystalline diamond have attracted great research efforts 

especially in the last four decades. The international output of diamond in 2010 was measured at 

4450 million carats, 98% of this is synthetically produced [94]. In the same year polycrystalline 

diamond (PCD) cutters accounted for 65% of the volume drilled in oil and gas exploration 

compared to only 2% in 1982. Advancement in the synthesis process and a better understanding 

of the mechanisms of failure of these products contributed greatly to the remarkable increase in 

their use in cutting and drilling operations. On the other hand, the tool life and performance of 

PCDs is still highly unpredictable, largely due to the complexities involved in their production and 

final microstructure. 

Here an overview of production of polycrystalline diamonds and their properties is provided to 

expose some of the unanswered questions related to their performance. 

2.1 From natural to synthetic diamond 

Diamond is a material widely known for a peculiar characteristic: it is the hardest material naturally 

forming on earth. In addition, diamond is also endowed with the highest Young’s modulus and 

room temperature thermal conductivity of any material (see Table 2.1). Diamond’s intrinsic high 

hardness and stiffness are explained by the high strength of its tetrahedral, covalent bonds between 

each atom and its four nearest neighbours. 

These features make diamond the best candidate for a number of industrial applications primarily 

as tooling (e.g. for indentation, cutting, drilling, grinding, shearing and wire-drawing).  

A main obstacle for the use of natural diamond in industrial applications is their scarcity and 

affordability. For this reason, since it was discovered that diamond is an allotrope of carbon, many 

attempted to obtain it synthetically from cheaper forms of carbon. Diamond requires high 
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pressures and temperatures to form naturally, therefore such experiments tried to replicate these 

conditions in a laboratory. 

Table 2.1 — Comparison of hardness, Young’s modulus and thermal conductivity of single crystal natural diamonds 
with copper and tungsten carbide.  Copper is often used in heat exchangers for its high thermal conductivity, yet diamond 
thermal conductivity can be over 5 times greater. Tungsten carbide is commonly employed for drilling tools given its high hardness; 
the table shows that the hardest orientation in diamond is up to 6 times harder than tungsten carbide.  

Property Diamond (single crystal, natural) Tungsten carbide Copper (pure) 

Knoop hardness (GPa) 56-113* [95] 18 [96] - 

Young’s modulus (GPa) 1013 ± 53 [95] 691 ± 23 [96] 120 [97] 

Thermal conductivity (W/(m K)) 600-2200** [95] 84-107 [96] 403 [98] 

*depending on crystallographic direction; ** depending on the chemical impurities 

 

Although several claims were made between the 1860s and 1890s that diamond was obtained from 

charcoal or mixtures of hydrocarbons and bone oil, later experiments could not reproduce these 

results. Furthermore, later investigations suggested that it is unlikely that the thermodynamically 

favourable conditions to grow diamonds were actually met in those early experiments [99]. Berman 

and Simon finally established the equilibrium curve between diamond and graphite in a pressure 

vs temperature diagram, shown in Figure 2.1, making use of experimental data in 1955 [100,101]. 

In addition to thermodynamic conditions, also the kinetics of transformation need to be accounted 

for. Although diamond is not thermodynamically stable at room temperature and pressure, the 

kinetics of transformation from diamond to graphite prove this to be a slow process. Similarly, the 

opposite also holds true, so that to transform graphite to diamond it is not sufficient to simply 

reach a point of the P vs T diagram above the equilibrium curve. Therefore not only higher 

pressure than that obtained previously needed to be reached, but also the rate of transformation 

needed to be increased in order to produce man-made diamond. 

The first commercially successful production of synthetic diamond was finally published by 

General Electric Company in 1954 when significant progress was made in the design of a press 

that could reach pressures above 10 GPa at temperatures above 2300 K [99]. In this and other 
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successful experiments performed in the following months and years elsewhere, the kinetic barrier 

was overcome using molten nickel, cobalt or iron as carbon solvent/catalysts during the sintering 

process [102]. 

 

Figure 2.1 — Graphite-diamond pressure vs temperature equilibrium curve. Redrawn after data from [101]. 

In addition to high pressure, high temperature (HPHT) methods, since the 1960s crystalline 

diamond films are successfully produced also at lower pressure and temperature by chemical 

vapour deposition (CVD) processes [103] from energized hydrocarbon gases or plasmas mixed 

with an excess of hydrogen [104]. 

The size of single crystal diamonds produced by both HPHT and CVD methods is usually limited 

to a few millimetres and such products are mainly employed in the jewellery industry or for 

electronic and optical applications, but also as cutting tools, wire drawing dies and dressing for 

tools.  

Other major disadvantages of using single crystal diamonds arise from their poor fracture 

properties that hinder their use in a broader range of engineering applications. It is well known 

from the jewellery industry that rough natural diamond can be relatively easily split, prior to cutting, 

by cleaving along a certain family of planes to obtain relatively flat surfaces. The weakest, also 

known as “easy”, cleavage in cubic diamond (the most common lattice, although hexagonal 
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structures have been observed and produced [102]) is along the {111} planes and dominates its 

fracture properties; as a consequence, single crystal diamonds suffer from a strong anisotropy of 

fracture toughness. Across these planes the number of bonds per unit area is the least. In addition, 

the impurities, usually from atoms larger than carbon, tend to be accommodated more easily on 

these planes since here the misfit strain is the smallest [105]. 

The superior performance as cutting tool of polycrystalline diamond with respect to single crystals 

has been appreciated for well over a century; in 1870 natural “black diamond” was observed to 

last months in cutting grindstones without appreciable deterioration [106]. Unfortunately, natural 

polycrystalline diamonds, found mainly in two forms as carbonado and ballas, the first consisting 

of a porous aggregate of diamond crystallites of diameters between fraction of microns to over 

20 μm often containing inclusions of a second phase while the latter forms as globular aggregates 

growing radially from the centre, are extremely rare and found primarily in Brazil and South Africa 

[107–109]. The higher fracture toughness [107] and wear resistance [106] was attributed by several 

authors uniquely to the higher isotropy offered by the polycrystalline agglomerate, i.e. to the fact 

that the crystals of which they are made are randomly oriented thus not offering an easy cleavage 

[1,105]. However, carbonado grains are not always randomly orientated, in fact often some degree 

of texture is observed that likely originates from the strong pressure or temperature gradients 

present during its growth [107]. It is also worth noting that the role of grain boundaries, impurities 

and porosity on the fracture properties of carbonado and ballas is not discussed thoroughly in 

literature. Studies on carbonado suggest that fracture can be both transgranular and intergranular 

[107,108]. A study by Trueb and de Wys found that, although fracture was mainly transgranular in 

their carbonado samples, when intergranular fracture occurred this was characterised by the 

presence of pores of ~50 nm along the boundaries [107]. Furthermore, conversely to single crystal 

diamond, mineral inclusion and other non-diamond phases were never observed within the 

diamond grains itself but always at the boundaries [107,108]. Once the non-diamond phases are 

leached, carbonado still shows extensive diamond-diamond bonding [107]. Besides the more 
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isotropic response, it is therefore likely that boundaries and pores may play an important role in 

the fracture properties of carbonado.  

Given their superior performance carbonado diamonds were used in industrial applications for 

some time, yet they are difficult to shape in the form of tools owing precisely to the lack of regular 

cleavage planes and difficulties in cutting and polishing them [1]. Additionally, their properties vary 

too much as the degree of the natural sintering process is quite variable [108]. 

Therefore, there was interest in the possibility of producing cheap and readily available synthetic 

forms of carbonado by pressing together diamond particles, with the added benefit that nearly net, 

complex shapes could be obtained directly in a mould and their properties controlled [1].  

Hall obtained synthetic carbonado by pressing natural diamond powder at pressures between 6.5 

and 8.5 GPa and temperatures between 2440 and 2500 K for as little as 21 seconds [1]. Hall could 

obtain self-bonded polycrystalline diamonds, i.e. with nothing but the diamond itself as responsible 

for the bonding, but suggested that a binder in the form of hard refractory substances could be 

used. In addition to superior fracture performance, the samples obtained by Hall were over 0.6 cm 

in diameter and ~0.5 cm long, therefore much larger than the single crystal samples obtained 

previously.  

Katzman and Libby were the first to report the production of a synthetic polycrystalline diamond 

composite, bonded together by 20% volume of cobalt [2]. The idea of using cobalt as a binder was 

borrowed from the cemented carbides production process to obtain a more homogeneous and 

tougher final product and to facilitate the production process. The authors dried and then mixed 

fine powders of diamond (0-2 μm, 1-5 μm or 10-20 μm) and cobalt (0-5 μm). The mixed powder 

was then sintered at 6.2 GPa at 1590 °C, above the eutectic line for Co-C system and therefore in 

the presence of a liquid phase. The samples showed densities above 99 % of the theoretical density 

with a good bonding provided by the cobalt, with the added benefit that the binder can plastically 

deform and potentially increase the fracture toughness [102]. 
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Two years after the publication from Katzman and Libby, a patent from Wentorf and Rocco 

described a way to sinter diamond directly on top of a layer of tungsten carbide [110]. The method 

proposed in the patent showed that the cobalt contained in the cemented carbide powder mixture 

was able to both serve as metal binder for the carbide itself and as both solvent and catalyst for 

the diamond. The patent suggests that other metal binders (i.e. nickel and iron) and that different 

mixtures of carbide powders or an already cemented carbide substrate could be employed. Even 

in the latter case the metal binder is effective as catalysts and solvent for the diamond. The final 

product is a ready-made insert tool with a layer of diamond directly bonded to a sintered carbide 

substrate that can be brazed on a tool holder. 

 

Although different processes and parameters have been tested and used to tweak the properties 

of the final product, most of polycrystalline diamonds (PCD) or polycrystalline diamond compacts 

(PDC) currently commercially available are fundamentally similar to those described by Wentorf 

and Rocco in that the diamond layer is bonded on a cemented carbide substrate (see Figure 2.2) 

via liquid phase sintering. 

 

Figure 2.2 — Schematic of PCD cutters. Generally the substrate is made of WC containing cobalt or cobalt mixed to other 
solvent catalysts (e.g. Ni, Fe, Cr). The PCD layer is therefore a composite of diamond grains with a network of cobalt or WC-Co 
interfaces. 
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2.2 Sintering 

In order to discuss the effect on the final properties of PCD of the several parameters that can be 

changed during production (e.g. starting powder size, temperature, pressure, chemistry of the 

binder), the general phenomena occurring during sintering, in particular liquid phase sintering, are 

introduced here. 

2.2.1 Solid state sintering 

Owing to the generally high melting points of the raw materials involved, the fabrication of ceramic 

materials commonly includes a heat treatment in which a powder compact, already formed into a 

required shape, is converted into a dense solid. Sintering can be seen, in a broad sense, as the 

extension of the contact area between powder particles through the transport of material to or 

around the pores under appropriate conditions of temperature, pressure and environment [111]. 

Sintering is commonly divided into three stages, which are not to be considered discrete, in fact 

usually overlap. The initial stage is characterised by the neck formation and growth. This means that 

the contact area between the particles increases, however only a very small fraction of densification 

occurs. The most of densification takes place during the intermediate stage. At this stage, a network 

of open, cylindrically shaped, pores is present and starts to shrink, while the grains start to grow. 

In the final stage the pores continue to shrink until they form isolated and spherical pores, “closed 

porosity”.  

The starting particulate is characterised by an excess of free energy, caused by the large surface 

area to volume ratio, and that represents the driving force behind sintering. As the sintering 

proceeds, porosity reduction translates in a reduction of the solid-vapour interfacial area, replaced 

by solid-solid interfaces. The grain growth, instead, causes a solid-solid interfacial area reduction. 

The change in free energy can be written as: 
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 𝛿𝐺𝑠𝑦𝑠𝑡𝑒𝑚 = 𝛿∫𝛾𝑆𝑉𝑑𝐴𝑆𝑉 +  𝛿 ∫𝛾𝑆𝑆𝑑𝐴𝑆𝑆 (2.1) 

where 𝛿𝐺𝑠𝑦𝑠𝑡𝑒𝑚 is the change in the free energy of the sintering system, 𝛾𝑆𝑉 is the energy per unit 

area of the solid–vapor interface, and 𝛾𝑆𝑆 is the energy per unit area of the solid-solid interface.  

As during sintering the area of the solid-vapour interface (𝐴𝑆𝑉) decreases the first term in the 

equation is negative. Sintering also causes the area of solid-solid interface to increase, however 

grain growth results in its decreasing. Consequently, depending on the grain growth rate the 

second term can be either positive or negative. Since for all crystalline solids 𝛾𝑆𝑉 > 𝛾𝑆𝑆, it can be 

shown that two concurrent and competing mechanisms exist for the free energy reduction. One 

is the densification, where the transport of matter occurs from the contact area to the pore 

(decreasing 𝐴𝑆𝑉 and increasing 𝐴𝑆𝑆) reducing the pore volume. The other is the coarsening, 

where the matter is transported from one region of the pore to another. The surface area of the 

pore changes, whereas its volume does not. 

The mechanisms of matter transport, necessary to reduce the porosity and move from the initial 

state of higher energy of compacted powder and achieve the final state of lower energy of 

consolidated material, are activated thermally to overcome the potential barrier between the two 

states. Pore volume fraction approaches zero asymptotically, but complete densification can be 

prevented by trapped gases in some of the pores exerting a pressure opposed to further shrinkage. 

2.2.2 Liquid phase sintering 

Polycrystalline diamonds are produced by liquid phase sintering (LPS) in which the matter 

transport occurs by diffusion of atoms through the liquid phase formed by the partial melting of 

one of the components and which is present in a few volume percent. This enhances the 

densification rate due to the higher diffusion rate, with respect to solid state sintering (in addition 

to act as a catalyst for the transformation of graphite into diamond, as already cited).  
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Several parameters control densification such as grain size and shape, pore size and shape, liquid 

volume and viscosity, solubility of the solid in the liquid phase, wetting of the solid by the liquid, 

phase distribution and phase-boundary energies.  

A necessary condition for LPS is that the liquid must wet the solid phase. A drop of liquid on the 

surface of the solid phase reaches the equilibrium when this exists between the three components 

of surface energies of the three different interfaces (SV= solid/vapour, SL= solid/liquid, LV= 

liquid/vapour). Such equilibrium is represented by: 

 𝛾𝑆𝑉 − 𝛾𝑆𝐿 = 𝛾𝐿𝑉cos (𝜃) (2.2) 

where 𝛾 is the surface energy and the subscript specifies the interface, and 𝜃 is the angle formed 

by the drop of liquid onto the surface, following the convention shown in Figure 2.3.  

 

 

Figure 2.3 — Drop of liquid at equilibrium on a solid surface. 𝜸 is the surface energy and the subscript specifies the interface, 
with SV= solid/vapour, SL= solid/liquid, LV= liquid/vapour 

If 𝛾𝑆𝑉 < 𝛾𝑆𝐿 + 𝛾𝐿𝑉 the liquid minimises the free energy by assuming the shape of a droplet with 

finite angle; this is defined as partial wetting. For 𝛾𝑆𝑉 = 𝛾𝑆𝐿 + 𝛾𝐿𝑉 the angle 𝜃 = 0°, i.e. the liquid 

spreads on the solid surface for complete wetting. The situation in which a vapour layer is 

interposed between the solid and the liquid is thermodynamically equivalent to complete wetting 

and is known as complete drying, however this is rare in practice as van der Waals forces tend to 

reduce the vapour volume. When the liquid is surrounded by the solid, as it occurs in a pore, its 

spreading causes the generation of new liquid/solid interface without increasing the liquid/vapour 
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interface area. In this case the equilibrium between the surface energies of solid grain boundary, 

GB, and liquid is given by: 

 𝛾𝐺𝐵 = 2𝛾𝑆𝐿cos (𝜙/2) (2.3) 

where 𝜙 is the dihedral angle that controls the penetration of the liquid through the grain 

boundaries, until a possible grain separation, as shown in Figure 2.4. 

 

 

Figure 2.4 — Dihedral angle, 𝝓, for a solid-liquid system. This angle controls the liquid penetration along a grain boundary 
through the equilibrium between the surface energies of solid grain boundary and liquid. 

A driving force for densification in the case of LPS arises from the capillary pressure in the pores, 

whose magnitude is so high that often suppresses the need for external forces application [112]. 

Similarly to solid state sintering, the densification occurs also through three stages.  

 In the first, the rearrangement stage, as soon as the liquid forms it is drawn towards the 

point of contact between the grains by the capillary forces; such viscous flow helps the 

particle rearrangement.  

 The second stage, in which the atom transports is the main process, can be subdivided 

itself in three steps. First, the atoms migrate from the bulk of the grain towards the surface, 

here react and dissolute in the liquid phase. Second, the atoms diffuse through the liquid 
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away from the contact points. Finally, the atoms reprecipitate at grain boundaries, 

dislocations or existing seeds.  

 The third stage involves the grain growth or coalescence. The rate of densification 

decreases as the grain growth generates closed porosity that act as an obstacle to further 

transport of the liquid phase and can trap gases that oppose to further shrinkage. 

Application of external pressure can assist the sintering process as it acts as additional driving force 

for matter transport, reducing the time for densification. This in turn has also the effect of reducing 

the grain growth, resulting in a more homogeneous fine-grained microstructure. 

The sintering of polycrystalline diamonds is indeed assisted by high pressure in addition to high 

temperature, not only for the reasons above listed but especially to maintain the diamond in its 

stable region of the P vs T diagram (see Figure 2.1). 

2.3 Production of polycrystalline diamond 

As anticipated in the previous paragraphs, PCD cutters are manufactured by liquid phase sintering 

(LPS), by subjecting diamond powders to high pressures and high temperatures on top of a carbide 

substrate containing a metal binder. During sintering, the metal binder plays the role of the liquid 

phase and acts both as solvent and catalyst for the diamond. The whole production process 

consists of a sequence of several stages that include pre- and post-sintering processes, described 

in the following paragraphs. 

2.3.1 Pre-sintering 

The first step of production consists of powder selection and mixing. The final grain size strongly 

influences the performance of PCDs, as discussed in the following paragraph (see 2.4), and it partly 

depends on the particle size distribution (often referred as grade) of the starting powders. Since 

during compaction the particles tend to crush, the final grain size is not necessarily the same as of 
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the starting powders, rather it depends on pressure applied, initial shape and dimension. 

Multimodal powders, i.e. with more than one grade, are usually favoured to monomodal in 

commercial products. The former, indeed, reach a higher densification percentage during the pre-

sintering phase and are chosen to achieve a good compromise between the performances of fine 

and coarse grains (see 2.4). Higher densification before the sintering translates also into fewer voids 

and, as a consequence, a smaller amount of infiltrated cobalt during the sintering process.  

The chemistry of the final product is influenced by the metal binder mixed in the substrate chosen 

or directly in the diamond powder. The most popular substrates are made of tungsten carbide with 

a varying amount of cobalt [113], alternatively other additives in addition to cobalt are employed, 

e.g. nickel and chromium, in smaller percentage. 

To manufacture multimodal commercial products the first step consists of powders mixing in a 

planetary ball mill together with acetone to help the homogenisation, then these are dried and 

sieved. The powders are then pre-compacted, outgassed at high temperature and high vacuum and 

finally sealed in a metallic container placed in pressure and heat transfer media inside a graphite 

tube.  

2.3.2 Sintering 

A typical sintering profile is designed to be always in the region of pressure where diamond is 

stable as the temperature changes to pass the eutectic point in the C-metal diagram at said pressure, 

e.g. the W-C-Co eutectic temperature is ~1320 °C at atmospheric pressure [114], 1570 °C at 

6.2 GPa [2]. This is achieved increasing first the pressure to reach the desired value, which usually 

sits in the range between 5 and 10 GPa (to obtain good diamond-diamond bonding), thereafter 

the temperature is increased. 

During the stage when only pressure is applied, i.e. cold compaction, an initial rearrangement of 

the particles takes place under pressure, then densification increases when they start to crack and 
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crush causing a change in the particle size distribution and the smaller fragments start filling the 

voids between bigger particles.  

The extent of the comminution and the change in particle size distribution modality ensuing was 

found by Gruzdeva et al. [115] to depend on the initial particle size. After cold compaction a 

maximum in the particle size distribution was found between 1 and 2 μm for all powders of initial 

size in the range 3-60 μm. Then, as initial particle size is increased, a second maximum was found 

to shift to larger sizes. As such a bimodal distribution formed after cold compaction with the ratio 

between the size of the two grades increasing for larger initial particles. Bochechka [116] found 

that for pressure of up to 8 GPa the diamond particles fail mainly by a mechanism of mutual 

indentation caused by sharp edges of one particle on flat surfaces of a second particle. 

Furthermore, at any given external pressure there is a critical particle size below which failure does 

not occur; Bochechka found this critical size to be inversely proportional to the square of the 

pressure. As a consequence smaller initial particle size tend to crush less or not at all, thus justifying 

the presence of the same maximum at small sizes for all starting powders. Furthermore, since the 

packing density of powders with a bimodal distribution is higher than that of a single fraction 

[115], finer particles tend to densify less. In particular, the highest density is obtained when the 

volume of fine particles matches that of the voids formed between the coarse particles. Gruzdeva 

found the density to start increasing when the ratio of the linear dimensions characterizing the 

coarse and fine fractions is higher than 3-5, and reaching a plateau for a ratio equal to 8-10 [115].  

Once the desired pressure is reached, the temperature is increased by resistance heating arising 

from electric current flowing through the anvils to the temperature transfer disks and the graphite 

tube. Although the externally applied pressure is close to hydrostatic, this only transfers to surfaces 

in contact whilst surfaces within interstitial voids are at lower pressure. Consequently, as the 

temperature increases diamond in the pores becomes unstable and graphitises [117]. When the 

temperature reaches the eutectic point of the WC-Co phase, the driving force for the penetration 

of cobalt between diamond particles stems from this high difference in pressure between the solid 
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mass and the empty pores, both open and closed since cobalt is able to dissolve the neck between 

diamond particles, in the diamond layer. The cobalt, thus, can infiltrate from the substrate through 

the diamond particles at which point graphite dissolves into molten cobalt while the pressure in 

the intergranular spaces increases leading to a reprecipitation of the graphite as diamond [117].  

Following the same principle as during the loading ramp, the temperature is decreased before the 

pressure is reduced to stay within the diamond stable region. The cooling rate and the rate at which 

the pressure is released affect the residual stress state in the final product, as will be discussed in 

paragraph 2.4.4. 

2.3.3 Final microstructure 

The typical microstructure of PCD is characterised by mainly equiaxial diamond grains with 

different degrees of diamond/diamond bondings alternating to cobalt pools, as shown in Figure 

2.5. 

 

Figure 2.5 — Scanning electron micrograph of typical PCD sample. Diamond grains appear as the dark phase whereas the 
bright phase is cobalt. From [118]. 

Interestingly the average grain size of the PCD after sintering is usually found to be smaller than 

the starting powders [3], regardless of the initial particle size; this is due to the comminution 

occurring during the cold compaction stage (see 2.3.2) and the relatively quick sintering stage that 
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limits grain growth. However, PCDs sintered from coarser starting powders show a larger 

reduction of mean grain size and a wider size distribution than finer particles [3].  

The cobalt content is also a function of initial particle size [3,4] as shown in Figure 2.8-(a), with 

the cobalt content decreasing by over a factor of two in the range between 2 and 40 µm.  

 

In commercial products grain size typically vary from a few to ~50 μm [119] and the metal content 

between 5 and 20% volume. However larger grain sizes have been also investigated in the 

literature. 

2.4 Mechanical properties  

Several studies have been conducted on PCDs to assess their mechanical properties, some of them 

with a particular focus on the relationship between such mechanical properties and grain size and, 

being a two phase material, on the changes in properties related to cobalt content.  

A primary difficulty in evaluating mechanical properties of PCD stems from the limitation brought 

by the sample dimensions for conventional methods. PCDs are indeed usually produced as discs 

of few tens of millimetres of diameter and in the range of 0.2-4 mm of thickness [120–122]. Besides 

dimensions, fabrication and preparation of samples, for instance notching the specimen for 

fracture testing, is particularly challenging owing to the high hardness and stiffness of diamond 

[119]. 

Since polycrystalline diamond is mostly used as cutting tools, its wear resistance, in particular 

abrasive wear resistance, is the characteristic of higher importance for the industrial application. 

However, chipping and catastrophic brittle fracture is a common problem for this material that 

reduces its service life. Therefore, investigation of strength and fracture of PCDs and how these 

can be controlled intrinsically (changing the process parameters to affect the microstructure) or 
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extrinsically (designing a structure independent from sintering and thermo-mechanical treatments 

[119]) are crucial.  

Table 2.2 presents a list of the properties of PCDs as obtained by Lammer [123], however a more 

detailed summary of some of the findings present in the literature on strength, wear and abrasion 

resistance, fracture toughness and mechanisms and residual stresses in PCDs is presented in the 

following sections.  

Table 2.2 — Properties of PCD in both supported, i.e. sintered on top of a WC-Co substrate, and unsupported, i.e. prepared 
directly as discs, configuration. For the supported PCD the substrate was removed before testing. Redrawn from [123]. 

Property Cobalt matrix PCD supported by tungsten carbide-cobalt Unsupported cobalt matrix PCD 

        

Nominal grain size 
(μm) 

2 12 30 125 30 95 150 

Matrix (cobalt or 
silicon carbide) 
content (vol%) 

13 11 11 12 5 6 5 

Density (kg m−3) 4.24 ± 0.10 4.12 ± 0.09 4.10 ± 0.11 4.15 ± 0.10 3.77 ± 0.12 3.83 ± 0.06 3.79 ± 0.12 

Longitudinal speed of 
sound (m s−1) 

13360 ± 460 13810 ± 800 13130 ± 660 14370 ± 790 15520 ± 165 15400 ± 240 15910 ± 160 

Transverse speed of 
sound (m s−1) 

— —  — — 10520 ± 140 10450 ± 190  10820 ± 170  

Transverse rupture 
strength (MPa) 

1550 1260 1190 440 1090 520 390 

Tensile strength (MPa) — — — — 1540 ± 210 300 ± 140 340 ± 75 

Compressive strength 
(MPa) 

—  — —  — 4700 ± 1200 2500 ± 900 2000 ± 600 

Fracture toughness 
(MPa m1/2) 

6.9 ± 0.4 8.8 ± 0.5  8.9 ± 0.4 7.5 ± 0.8 9.1 ± 0.4 7.5 ± 0.2  7.0 ± 0.6 

Poisson’s ratio 0.070 0.070 0.070 0.070 0.075 0.070 0.073 

Young’s modulus 
(GPa) 

750 775 810 850 900 900 950 

Shear modulus (GPa) 350 360 380 400 420 420 440 

Bulk modulus (GPa) 290 300 310 330 350 350 370 

        

2.4.1 Wear/abrasion resistance 

Since PCD is extensively used as cutter, testing its wear mechanisms and resistance is crucial to 

investigate the service life and behaviour.  

As abrasion can be defined as the penetration and removal of a softer material by the action of a 

harder material that is moved across it under an applied load, the intrinsic high hardness of 

diamond is crucial for the abrasive performance of PCDs. Interestingly, despite a Knoop hardness 
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of between 55 and 113 GPa depending on the type and orientation (see Table 2.1), single crystal 

diamond can be polished and the technique used for doing so, i.e. pressing the crystal on a cast 

iron disc charged with olive oil and diamond grit, has been unaltered for centuries [94,124,125]. 

However the mechanisms of wear in diamond are rather complex and only recently our 

understanding has deepened and allowed us to explain the anisotropy observed. When polishing 

in the jewellery industry the directions in which wear proceeds faster are known as ‘soft’, whereas 

those in which wear occurs slowly or not at all are named ‘hard’. These are respectively the <100>-

type directions in the {100} and {110} planes, while the {111} plane is fairly resistant to wear 

[124]. Hird and Field [124] showed that polishing in the ‘soft’ direction is related to a shear-induced 

transition of sp3 to sp2 material, while there is conclusive evidence that in ‘hard’ direction wear 

proceeds predominantly via microcracking. Experimental study of these mechanisms is made 

particularly difficult by the small amount of material loss and complexities arising by a combination 

of other variables difficult to control (e.g high temperature build up due to friction or catalytic 

effect of the iron discs, known as scaife, typically employed in the polishing of diamond) [124]. 

In practice the wear resistance of PCDs cutters is a combination of the intrinsic wear properties 

of diamond and the fracture resistance of the composite. It is therefore common practice in the 

rock drilling industry to test abrasive properties of PCD simulating the condition of rock cutting, 

i.e. pressing the cutters against spinning cylindrical rock blocks, typically granite [126]. Employing 

a similar configuration, Miess and Rai [4] measured the abrasion resistance as ratio of volume of 

granite removed to the flat area of wear generated on the rake of the tool and normalised the result 

with respect to that of the 30 µm grain sized PCD. The trend obtained, shown in Figure 2.6, shows 

a strong influence of the wear resistance from the grain size, with smaller grains exhibiting a higher 

abrasion resistance. 
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Figure 2.6 — Relative abrasion resistance of PCD plotted against average grain size. The abrasion resistance is measured 
in percentage normalised to the value from the 30µm PCD; the trend shows an inverse proportionality between abrasion resistance 
and grain size. Such results obtained by Miess and Rai [4] have not been confirmed in other studies as shown in Figure 2.7. Redrawn 
from [4]. 

By contrast, several other studies suggest that intermediate (~30 μm) starting grain size result in 

better cutting performance than smaller, as reported in Figure 2.7, or larger ones [127–129]. In 

particular, Liu et al. [129] reported that PCD with starting grain size of 30 µm showed significantly 

longer tool life in turning granite than those with a 5 µm starting grain size. The trend is confirmed 

by studies conducted on milling a ceramic impregnated surface of a flooring board, that showed 

that 25 μm grained PCD perform better than 75 μm as well as 2 and 10 μm grained PCDs. 

 

Figure 2.7 — PCD tool life as function of grain size.  Tool life is expressed as linear metre of material machined before failure 
or excessive wear in relation to average grain size (*assumed equal to size of starting powders) (a) as measured by Cook and Bossom 
on ceramic impregnated layer (redrawn after data from [127]) and (b) by Liu et al.on granite (redrawn after data from [129]) 
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Different wear mechanisms occurring at different grain sizes and testing conditions are likely 

responsible for the different trends in performance against grain size observed by the different 

authors. Liu et al. [129] observed that abrasive wear mechanism prevails at smaller grain sizes, while 

at 30 µm intergranular and cleavage fracture appears to be a dominant mechanism. Moseley et al. 

[130] identify at least five different mechanisms, highly dependent from the complex loading 

conditions, that lead to end of tool life in PCD with 25 μm sized grains, with gross fracturing, 

chipping and abrasion wear as the three main ones.  

From the evidences of these studies and consideration on the microstructural changes with grain 

size, the trend at the two extremes could be explained as follows: 

 Fine grained PCD tends to have a higher content of cobalt. This has a twofold effect: a) it 

lowers the overall hardness of the tool (see Figure 2.8); b) acting as catalyst, cobalt 

promotes the faster transformation of the diamond surface, already thermodynamically 

unstable at room temperature and ambient pressure, to graphite as the temperature 

increases due to friction [131]. 

 Coarse grained PCD hardness approaches that of single crystal diamonds, however larger 

grains will have a higher probability of containing defects larger than the critical size to 

cause crack growth. Ultimately gross fracturing is responsible for loss of larger volume of 

materials and catastrophic failure. 
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Figure 2.8 — Variation of cobalt content (a) and hardness (b) as function of the average grain size (*assumed equal 
to size of starting powders). Redrawn after data from [3]. 

Therefore intermediate grain sizes offer a compromise between hardness, strength and toughness 

(see 2.4.2). 

However, it is noteworthy that different studies are clearly also subject to differences in the product 

investigated as modifications in the synthesis process was shown to produce an increase in the 

performance of tool life of ~60% between two products of same grade [127]. 

2.4.2 Transverse rupture strength 

Transverse rupture strength (TRS), also known as flexural strength, is usually assessed by testing a 

bar in bending (see paragraph 1.2.1). However, because PCDs are produced as discs, testing is 

often carried out through three point bending on discs or plate [102,123]. As in other 

polycrystalline brittle materials, the TRS has been found to decrease with increasing grain size and 

displays two characteristic regions when plot against (grain size)-1/2 [123,132]. Lammer discussed 

two mechanisms to explain this behaviour: 
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 the first based on the effect of dislocation activity leading to crack nucleation dominant in 

the region of small grains while for larger grain sizes it is the biggest grain to be the 

dominant flaw;  

 the second based on the relationship between the crack length 𝑎 and the grain size 

dimension 𝑑. 

Although plastic flow is observed in diamond subject to high pressures even at room temperature, 

Lammer deemed the first mechanism as unlikely and showed the second interpretation predicted 

the grain size transition zone correctly in the case of PCDs. According to Rice [133] the size of 

the inherent flaw, 𝑎, in several ceramics is independent of grain size, 𝑑, therefore for coarser grains 

the 𝑎/𝑑 ratio is smaller and the flaw is more likely to be entirely contained in a single grain. In this 

case the strength is controlled by the single crystal surface energy; that is, the crack extends when 

the value of critical stress intensity factor of the single crystal is reached. Finer grains lead to a 

bigger ratio, so that in this case the strength is controlled by the polycrystalline fracture energy. 

The change from one regime to another occurs for 𝑎 ≈ 𝑑. Lammer calculated the critical crack 

lengths from the measured 𝐾𝐼𝑐 values for the PCDs and assuming a simple flaw geometry finding 

that the transition should be observed between 12 and 30 μm, which is indeed what the experiment 

showed. Similarly, Huang et al. found a transition between the two regimes at 35 μm, which the 

authors considered to be the flaw size. 

Lammer [123] also investigated the influence of cobalt content on the TRS. Although the author 

claims that the content of cobalt in the product is of statistical nature with no possibility of 

controlling it systematically during processing the work shows that a trend towards direct 

proportionality between strength and cobalt content exists. As discussed in 2.3.3 a direct 

proportionality exists between cobalt content and grain size, but due to the sintering process used 

it is very difficult to control cobalt content independently from grain size. 
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2.4.3 Fracture toughness 

The relationship between fracture toughness of PCDs and grain size has also been investigated, 

employing either diametral compression [4,123], consisting in the loading of a disk with a notch in 

the centre aligned along the load axis, or single-edge precracked beam [132].  

It should be noted that the value obtained with diametral compression tests should not be referred 

to as fracture toughness as the fracture initiates from a sharp notch and not a crack, yet to be 

consistent with the published research the term fracture toughness will be used here. 

The three studies consistently show that fracture toughness increases with increasing grain size. 

However, Lammer’s results [123] show that after reaching a maximum for grain size of 30 μm the 

fracture toughness decreases with increasing grain size, no direct explanation of such inverse 

proportionality is provided by the author. Such trend was not confirmed in the measurements 

made by Miess and Rai [4], who found that beyond 30 μm grain size the fracture toughness had a 

constant value, up to the maximum grain size examined of ~120 µm, and Huang et al. [132], who 

conversely observed almost negligible increase in fracture toughness in the range 5-20 μm and 

thereafter a 40% increase for particle size of 75 μm.  

The fracture toughness values reported in the three works span a quite wide range (see Figure 2.9). 

Lammer [123] reports values between 6.8 to 9.1 MPa m ½ depending on the grain size ranging from 

2 to 150 µm and cobalt content, whereas Miess and Rai [4] measured values between 2 and 

6 MPa m ½ for particles in the range 2 to 120 µm. Discrepancies between the values measured in 

the two studies are attributed to differences in manufacturing process [4], however the difference 

in the trend for higher grain size is not addressed. The results published by Huang et al. show a 

significantly higher value of about 10 to 14 MPa m ½ in the range of particle size from 5 to 75 μm 

[132], although in this case the fracture test method is different and not directly comparable.  

It is noteworthy that although PCDs with smaller particle size tend to have a higher metal binder 

content that would suggest higher plastic deformation, their fracture toughness is in fact lower 
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than that of PCDs with larger particle size. This suggests that the higher content of metal binder 

alone does not contribute significantly to increase the fracture toughness [132]. Interestingly, Miess 

and Rai found that the toughness increases of a factor of three while the cobalt content decreases 

of factor of two in the range of 2 to 40 µm [4]. Lammer [123] and Huang et al. [132] point out that 

changes of fracture toughness with grain size can be attributed to the difference in thermal 

expansion between diamond and cobalt, leading to high stresses at the interface; this is further 

discussed in 2.4.4.  

 

Figure 2.9 — Fracture toughness with average grain size of PCD. The values are those reported by Huang et al. [132] obtained 
via single-edge precracked beam; and by Miess and Rai [4], and Lammer [123] employing diametral compression. It should be noted 
that the value obtained with diametral compression tests should not be referred to as fracture toughness as the fracture initiates 
from a sharp notch and not a crack, yet to be consistent with the published studies the term fracture toughness is used here. 

However, none of the three studies gives a conclusive justification to the variation of fracture 

toughness with the two parameters (i.e. cobalt content and grain size). 

The loading rate at which tests are performed also has an effect on the fracture toughness of PCDs, 

as shown by Petrovic et al. [134]. The authors performed fracture tests in single edge V notched 

bend (SEVNB) specimen in three point bending at 5 different loading rates (ranging from 

1 mm min-1 to 5 m s-1) and 2 temperatures (25 °C and 300 °C) on G6 (6 μm grain size) and G30 

(30 μm grain size) specimens. Their tests revealed that fracture toughness values remained 

relatively constant for lower loading rates up to 100 mm s-1 for G6 and up to 0.3 m s-1 for G30 
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specimens and dropped significantly thereafter at higher loading rate; on the contrary, the increase 

in temperature did not appear to particularly affect the fracture toughness in the range investigated.  

2.4.4 Residual stresses 

Diamond is characterised by a relatively low coefficient of thermal expansion (CTE), between 1.18 

and 4.8 × 10-6 K-1 [5,11,18], with respect to both cobalt, between 12 and 14.4 × 10-6 K-1 [5,11], and 

carbides used as substrate, with 5.2 × 10-6 K-1 [11,18]. Given the large CTE mismatch the different 

phases constituting the PCD cutters contract at different rates when the product cools after the 

application of high temperatures, e.g. after sintering, thus generating residual stresses. These 

stresses superpose to in-service or further processing stresses and can be beneficial or detrimental 

depending on whether they hinder or favour reaching the failure stress of the component. It is 

therefore important to know their value and sign. As binder and carbide contract more than 

diamond upon cooling, the latter would be subject to compression while the former to tension 

after sintering, however this is a simplistic view that does not account for changes to the geometry 

of the cutters and the effect of microstructure. 

Macroscopic residual stresses, i.e. those varying continuously across large distances and known as 

type I stresses, are deemed responsible for delamination of the PCD layer from the carbide 

substrate during drilling, brazing or even spontaneously after sintering, and for gross chipping 

under impact loading [11,13,15,17]. These have been evaluated using numerical analysis and 

measured using strain gauges while releasing the stresses, neutron diffraction and Raman 

spectroscopy (see section 3.4.1).  

Numerical analyses based on linear elasticity [5,11,17] predict that for large substrate to PCD layer 

thickness ratio, i.e. for substrates that are at least 3 times thicker than the PCD layer, the latter is 

subject to high radial compressive stresses while the carbide to relatively lower radial tensile 

stresses. Experimental results have shown that these stresses can commonly reach values of up to 

between 1.2 and 1.4 GPa in compression in the PCD layer [11,15,16] with some authors finding 
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stresses of up to 1.9 GPa [4,17], which compare to a compressive strength for PCDs in the range 

of 1.9-4.7 GPa [123]. The experimental observations highlight a significant departure from linear 

elastic predictions in the study from Lin et al., explained by a plastic accommodation of the stresses 

within the PCD [11,18], although it is not specified if this occurs in both phases or just in the 

binder.  

Linear elastic models also fail to explain the effect of cooling rates on the magnitude of residual 

stresses found in the final products. Paggett et al. tested different samples treated with different 

HPHT, comprising conventional sintering, rapid cooling, a modified process thought to decrease 

residual stresses and stabilising post-sintering thermal treatments [18], however details of the 

different conditions are not disclosed. The authors employed Raman spectroscopy to find 

variations in the average in-plane compressive stresses from a minimum of 250 ± 50 MPa for the 

“stabilised” product to a maximum of 416 ± 50 MPa for the rapid cooled sample. The reasons 

behind this behaviour is explained in a study carried out by Kanyanta et al. who employed an 

elastic-plastic-creep model to investigate the effect on the stress transients and final residual 

stresses of different pressure and temperature ramps from sintering to ambient and room 

conditions respectively [13]. The study suggests that a slower cooling of the material results in 

lower stress transients while also allowing for larger creep and plastic deformations as the tool is 

held at higher temperatures for a longer period, therefore leading to lower final residual stresses. 

The transient stresses are showed to reach maximum values that are more than twice the final 

residual stresses, indicating that delamination and micro-cracking might occur during cooling even 

when final residual stresses appear much lower than the compressive strength of PCD. 

Analogously to temperature, the paper seems to suggest that pressure should be released slowly to 

reduce residual stresses, however the results seem to suggest differently and this is not discussed 

by the authors. 

Similarly to Paggett et al., Erasmus et al. employed Raman spectroscopy to measure the residual 

stresses of samples at different temperatures and after annealing cycles at 600 °C and 800 °C [16]. 
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These temperatures were chosen by the authors to investigate two mechanisms that cause 

volumetric change, namely the cobalt phase transformation from hexagonal close-packed to face-

centred cubic occurring at ~420 °C and the graphitisation of diamond occurring at ~750 °C. While 

the study finds that as the temperature is increased the compressive residual stresses are relaxed 

from 2 GPa at room temperature to 0.7 GPa at 620 °C, this phenomenon is reversible and the 

original residual stresses are reintroduced even after 5 annealing cycles to 600 °C. The authors 

conclude that the cobalt phase transformation does not play an important role on the surface stress 

state. Conversely, when brought to 800 °C the residual stresses decrease considerably at each cycle, 

from 0.9 GPa to 0.4 GPa after 3 cycles. Since change in the diamond grains, e.g. possible 

dislocation movement, would cause changes in Raman peak shape and these are not observed by 

the authors, the reduction in residual stresses is attributed to changes occurring within the 

diamond-matrix boundaries. Erasmus et al. also showed that the average stress present in the PCD 

surface layer is significantly affected by the surface preparation technique, with values varying from 

1.4 GPa for roughly lapped samples to 0.1 GPa for polished samples. This is again attributed to 

the effect of local heating due to friction that favours local plastic flow and a rearrangement of the 

stress state. Miess and Rai found that increasing the temperature not only can relax the stresses, 

but they also found evidence that the stress state can change sign above 750 °C and become tensile 

in the PCD, so that spontaneous cracking starts occurring accompanied by binder extrusion from 

the interfaces [4]. The mechanisms through which the residual stresses change sign are not clear. 

The average residual stress value obtained is also affected by a number of other parameters. In 

particular, a decrease in the substrate to PCD layer thickness ratio in favour of the diamond can 

be responsible for a significant reduction of the residual stresses. Lin et al. calculated that a 

reduction from -1.4 GPa to nearly 0 is observed when the ratio is brought from 7 to below 2 [11]. 

A similar trend in the average in-plane stress, although with lower values varying from -0.5 to -

0.15 GPa, was measured using neutron diffraction on PCD by Krawitz et al. when changing the 

ratio from 4 to 1 [12]. Interestingly, if the thickness of the substrate is reduced below 1.5 times 
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that of the PCD by substrate backing removal, i.e. following the HPHT process, the radial stresses 

on the top surface of the PCD can modify from compressive to tensile. This analytical result was 

confirmed by experimental observations in two different studies by collecting data with a rosette 

strain gauge placed on top of PCD cutters while the substrate was gradually removed [11,17]. This 

was explained by Lin et al. [11] to be the consequence of a convex bending, observed by the authors 

via simulation, in the carbide substrate towards the diamond layer upon cooling from sintering 

temperature. Due to the residual stresses, the bending is aggravated when the carbide thickness is 

reduced until it puts the centre region of the PCD in tension. Following further removal of carbide 

the residual stresses are eventually brought to zero.  

Since the composite CTE of the PCD is a function of the relative volume fractions of diamond 

and binder, the cobalt content is responsible for changes in type I stresses. A finite element analysis 

study from Li et al. [5] found that as the cobalt content increases from 1 to 10 vol% the PCD and 

tungsten carbide substrate CTE reach the same value and the residual stresses are brought to zero. 

Thereby, further increase in the cobalt content generates a new mismatch causing the stresses to 

rise again. The stresses were measured by the same authors via micro-Raman on samples with 4, 

9 and 15 vol% of cobalt and were observed to be 150, 100 and 640 MPa respectively, therefore 

showing a similar trend. A minimum in the residual stresses while increasing the binder content 

was also found by Jia et al. for PCD sintered using nickel-based additives [6]. As occurs for the 

other properties, also residual stresses appear to be influenced by the starting powders size, 

whereby smaller grain size leads to lower stresses than larger grain sizes [14]. However, in these 

three studies it is not clarified how the effect of grain size and binder content is decoupled, given 

the inverse proportionality between the two found by other authors (see Figure 2.8). Furthermore, 

other authors seem to observe the opposite trend with 5 μm grained PCDs exhibiting stresses up 

to 1.9 GPa while 30 μm grained PCDs only 0.5 GPa.  
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Although the PCD layer is mainly under compression given the smaller CTE, the stress state varies 

strongly with location on the PCD layer. Maximum principal stresses align with the radial and 

thickness directions in the centre of the cutter, but at the edges both simulations and experiments 

confirmed that radial tensile stresses can be present and generate shear [11,13,17]. These also locate 

the maximum compressive stresses in the centre of the PCD layer at the interface with the 

substrate in both radial and axial direction. Measurements of the residual stresses performed via 

neutron diffraction on the “conventional” PCD, i.e. sintered using a typical temperature-pressure 

profile, confirmed that the top surface of the PCD is subject to lower stresses than the regions at 

the interface [12,18]. Raman spectroscopy shows large fluctuation of the stress values over 

relatively short distances across the surface of the sample with tensile stresses, however the spot 

size of 50 and 100 μm used by Erasmus et al. compares to an average grain size of 10 μm, thus not 

large enough to average many grains for gradients in the type I stress distribution and the authors 

deem this to be “a random distribution of fluctuating stress values” [16]. 

 

Although the spot size of the laser beam used in other studies of residual stresses in PCD via 

Raman spectroscopy enables evaluation of the stress state of individual grains, none of these 

actually exploits the possibility to map the type II stresses and limit the investigations to average 

values or gradients. It is however reasonable to think that local variations of the cobalt content 

would affect the stress of the grains also at short range. Investigations on the residual stresses in 

the two phases after sintering can supply information to support the theory for which the 

propagation of microcracks along the diamond-metal interfaces is thought to be promoted by the 

high stresses due to the great difference in thermal expansion between the two phases [4]. A study 

in this direction was presented by Belnap [135], who examined the effect of cobalt on fracture 

toughness employing, as in the studies from Lammer and Miess and Rai, diametral compression 

tests on PCD disks of both unleached, i.e. as fabricated with cobalt present in the PCD, and 

leached, i.e. chemically treated to remove the cobalt. The tests showed that the removal of cobalt 
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by leaching is accompanied by a drop in the fracture toughness from 9.9 ± 0.4 MPa m 1/2 of the 

unleached samples to 7.2 ± 0.5 MPa m 1/2 of the leached samples. Raman spectroscopy was used 

to probe the fracture surfaces revealing that the diamond phase in unleached samples was in 

compression relative to the leached samples, as expected from the difference between the relatively 

high thermal expansion of cobalt and low of diamond, with stress in excess of 230 MPa in 

compression. The toughening effect of cobalt is then attributed to the residual compressive stress 

it generates on the diamond grains [135]. 

 

The only study known to the author of this thesis on the measurement of residual stress gradients 

within the grain, i.e. type III stresses, in diamond composites was conducted on a diamond–silicon 

carbide composite by Wieligor and Zerda employing Raman spectroscopy [10]. In this study 20-

30 spectra were collected within each of 5 large diamond grains with a laser spot size of 1.5-2 μm 

and a 1 μm step size. The authors were therefore able to map the residual stresses within the grains. 

Interestingly they found a non-uniform distribution of stresses varying in the range 0-2.8 GPa in 

compression, with the highest stresses observed in proximity of the diamond grains boundaries. 

The presence of strong residual stresses were attributed to a combination of CTE and bulk moduli 

mismatch and oriented growth of the SiC, that was deemed by the author to be the reason for the 

concentration of maximum stresses near grain boundaries. The authors notice that uncertainties 

regarding the orientation of the grains can cause an error of up to 50% on the value measured and 

this is also dependent on the model used to relate peak shifts to stresses, however the distribution 

would be independent of the model employed. 

 

Unfortunately, there seems to be no literature available on the direct investigation of local 

variations of residual stresses within grains of PCD and more importantly a correlation between 

this and fracture mechanisms. 
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2.4.5 Fracture mechanisms 

The fracture path followed by ensuing cracks in PCDs varies strongly between different products 

and under different conditions causing in some cases transgranular [6,123,132,136] and in other 

intergranular [4,128] fracture or a combination of both [137]. 

The effect of grain size on the fracture mechanism is not clear from the literature. Lammer 

reported transgranular fracture for coarse grains but did not specify or showed what type of 

fracture occurred for finer grains [123]. Huang et al. observed that the “crack front interacts more” 

with the metal-diamond boundaries in smaller grained PCDs, i.e. < 20 μm [132]. 

Miess and Rai do not report the fracture mode at room temperature but noticed that at high 

temperatures (above 750 °C) in both hydrogen- and nitrogen-rich environments the PCDs started 

cracking, because of differences in thermal expansion coefficients according to the author, 

generating predominantly intergranular fracture that changed to mixed mode with further increase 

in temperature [4]. The cracking was also accompanied by extrusion of the cobalt phase, thus 

probably due to inversion of the residual stresses from compressive to tensile, as confirmed by 

Raman measurements. 

Also the rate of deformation in fracture tests affects the mechanisms, as shown by Petrovic et al. 

[134]. The authors observed that the fracture surface was a combination of transgranular and 

intergranular crack propagation, yet at higher loading rate the intergranular mechanisms prevailed 

and revealed a rougher surface. The authors suggest that the observed behaviour at higher rates is 

caused by adiabatic conditions prevailing at the crack tip that generate high temperature gradients 

able to plasticise the metal binder. This in turn makes the interface weaker and promotes 

intergranular fracture. 

Under even higher rates and more complex stress state conditions, i.e. simulating impact loading 

encountered in rock drilling conditions, Dunn and Lee [137] described that in the first stage of 

cyclic loading the local stresses are responsible for the creation of microcracks yet are not large 



Polycrystalline diamond 

89 
 

enough to cause the fracture of an entire grain. A single grain would then undergo a fatigue fracture 

process at this small scale, until the whole grain is chipped away. At this stage the fracture surface 

shows cleavage and intergranular fracture. However, as the process continues the crack grows until 

the critical condition for spontaneous crack growth are reached. At this stage, massive fracture 

would occur and the remaining part would fail in a rapid manner to leave a fracture surface that is 

mostly transgranular in type with many large cleavage planes. 

2.5 Summary 

Polycrystalline diamonds are produced and employed in many industries at an ever faster rate. The 

established and most common synthesis process involves liquid phase sintering. In such process 

diamond powders of a few microns or few tens of microns are sintered through the aid of a metal 

binder, which acts both as catalyst and solvent, on top of a sintered tungsten carbide substrate. 

The final microstructure of these products is composed by diamond grains either bonded to other 

diamond grains or partially surrounded by metal binder pools. Hardness, fracture toughness and 

general performance of these PCDs vary greatly with grain size, metal content and other processing 

parameters. As a rule of thumb, chipping and fracture resistance can be improved at the expense 

of hardness and wear resistance of the materials [138]. However, our knowledge of the direct 

correlation between the final properties and the processing recipes remains limited. In particular, 

our understanding of the preferred mode of fracture propagation in this material relies on empirical 

observations. 
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 Materials and Methods 

This chapter provides a description of production processes for the materials investigated together 

with the techniques used in this work. 

In order to investigate the mechanical properties of diamond cutters, samples were produced using 

the facilities at the Element Six Global Innovation Centre. High pressure high temperature 

sintering was used to obtain cutters with different grain sizes and chemistry. Subsequently, samples 

from the cutters were prepared to observe microstructure morphology, texture and residual 

stresses of the final components using electron-microscopy-based techniques.  

Small scale fracture testing was developed to test the fracture performance of individual interfaces. 

This was developed using SiC, SiC bi-crystals, Al2O3 + Nb and diamond.  

3.1 Production and preparation of polycrystalline diamond samples 

As described in chapter 2, PCD cutters commercially available are usually made in the form of a 

polycrystalline diamond layer sintered on top of a pre-sintered cylindrical WC substrate, as shown 

in Figure 2.2. Different substrates exist with different geometries of the top surface and different 

metal solvent catalysts binders (e.g. Ni, Cr, Fe, etc.) added to the WC to aid the sintering process 

of diamond. In this work the author aimed to focus on the differences between products with 

different grain size and chemistry of the binder, thus two different chemistries and two 

monomodal grain sizes were chosen.  

3.1.1 Pre-sintering preparation 

For each PCD cutter, ~2 g of diamond powder of select particle size, i.e. 4 μm or 30 μm, were 

placed at the bottom of a niobium cup. A cylindrical WC substrate was subsequently manually 

pressed on top as cap [see Figure 3.1-(a)]. The cups then underwent two pre-compaction stages by 
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positioning them inside PTFE moulds that were clamped on a vibratory sieve shaker set at 0.45 

and 0.60 mm amplitudes for a total duration of 2 minutes. Following this the powders were 

outgassed, see Figure 3.1-(b), by inserting the cups in a Torvac vacuum furnace, at ~10-5
 bar and 

1100 °C for 12 hours to eliminate adsorbed gases and moisture that would affect the sintering 

process. Given the relatively high temperature reached at low pressure, the outgassing stage is 

found to cause partial graphitisation of the diamond particles surface. Despite being generally 

undesired in the final product, this graphitisation does not cover the whole surface of each particle 

[139]. 

Afterward, a Ti cup was used as casing and welded by electron beam welding so as to seal the pre-

compacts and prevent new gases adsorption, see Figure 3.1-(c,d). 

 

 

Figure 3.1 — Schematic of the capsule assembly operation preceding the sintering. (a) powder pre-compaction on carbide 
substrate; (b) outgassing; (c) and (d) capsule sealing; (e) assembly of several capsules in pressure and temperature transfer media 
for sintering. 
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Finally, five cups were placed inside a salt nest which was itself enclosed in a graphite tube with 

several layers of different ceramic pads placed on top and bottom that serve as pressure transfer 

media [Figure 3.1-(e)]. The graphite tube was finally closed on both sides by Ti discs so that both 

graphite and Ti can act as heat transfer media. The tube so assembled was placed in a high pressure, 

high temperature (HPHT) press known as “belt press” (see Figure 3.2). This press is designed to 

supply pressure through the top and bottom anvils while the “belt” serves as lateral constraint to 

maintain this pressure inside the chamber.  

 

 

 

Figure 3.2 — Schematic sections of a belt press. The anvils are represented in red, the “belt” in blue and the capsule in black. 

3.1.2 Sintering 

As mentioned in chapter 2, the sintering of polycrystalline diamonds is aided by the presence of a 

liquid phase that also acts as solvent and catalyst. For the sample produced in this work cobalt or 

cobalt with addition of small amount of nickel and chromium played the role of the liquid phase. 

Co or Co-Ni-Cr are initially present in the pre-sintered WC substrate in solid state and infiltrate 

through the diamond particles during the sintering. Therefore, a temperature above 1400 °C is 

needed during sintering to reach the eutectic temperature for the W-C-Co system or W-C-Co-Ni-

Cr. At the same time the pressure needs to be held within the stable region for diamond (see 

paragraph 2.1). During the sintering two different profiles were applied, one to reach ~6.8 GPa 

and a temperature between 1500 and 1550 °C and the other to reach ~5.5 GPa in a temperature 
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range between 1350-1400 °C. The temperature was increased in the press using the 

aforementioned graphite tube as resistance and passing an electric current through it to generate 

the heating. 

3.1.3 Components produced 

Following the process described above 20 cutters were prepared. Two different grades were 

selected, a finer grade of 4 µm (named G4) and a coarser of 30 µm (i.e. G30). Part of the cutters 

fabricated is supported by a standard WC-Co substrate (indicated as STD) with ~13% wt of cobalt 

while the rest (indicated as STD+Ni) by a WC-Co-Ni-Cr where the total amount of additives is 

again ~ 13% wt, where ~11% wt is cobalt and the rest is Ni and a very small amount of Cr. 

In Table 3.1 are summarised the cutters made specifying grade, substrate and sintering pressure 

adopted. 

Table 3.1 — PDC (polycrystalline diamond cutters) produced to be investigated. STD indicates a standard WC-Co substrate, 
whereas STD+Ni indicates a WC-Co-Ni-Cr substrate. 

Qty. Grade (µm) Substrate Pressure (GPa) 

2 4 STD 6.8 

3 4 STD+Ni 6.8 

2 30 STD 6.8 

3 30 STD+Ni 6.8 

2 4 STD 5.5 

3 4 STD+Ni 5.5 

2 30 STD 5.5 

3 30 STD+Ni 5.5 

 

3.1.4 Additional diamond samples 

In addition to the components produced listed above, Element Six provided two more samples. 

One was a stack of CVD-grown diamond and PCD on a WC substrate.  
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The other sample, named here PCD G4/30 TC, was produced using two diamond powders with 

fine and coarse particles that were mixed with binder respectively to obtain homogenous slurries, 

which were then tape-casted into diamond tapes. These tapes were rolled together and cut into 

small sections to place into a canister. A WC-Co substrate was placed on the top and de-binding, 

out-gassing, and sealing was carried out in similar way described for the other samples. The unit 

was sintered at 6.8 GPa and 1400 °C using a cubic type HPHT press to infiltrate cobalt from 

substrate to the diamond powder to form polycrystalline diamond (PCD). After sintering, the PCD 

construction was recovered and fully processed to a PCD table thickness of 2.2 mm, a diameter 

of 16 mm with an overall height of 13 mm. 

3.1.5 Polishing 

The high hardness of diamond makes it the best material choice as abrasive powder for polishing 

other hard materials; on the other hand this means that there are no harder candidate materials 

available to mechanical polish diamond, so that the best candidate remains diamond itself. 

Polishing of diamond is historically related to the transformation of rough gemstones into precious 

jewellery object and has always required substantial skills and experience. In the last, at least, 600 

years the polishing of diamond gems has been performed using a cast iron disc, known as scaife, 

charged with olive oil and diamond grit [94]. 

Currently, with an international output of 4450 million carats of diamond in 2010 [94], whose 98% 

was synthetically produced, the polishing of this material represents a big challenge and the 

techniques available have rather evolved from the ones developed in the gemstone trade industry. 

However, the process still requires empirically-developed knowledge. 

The approach employed mainly varies for final roughness target, specimen size and materials 

composition and includes both contact and non-contact techniques. Polycrystalline diamond 

polishing techniques include: a) chemo-mechanical polishing, in which crystalline potassium nitrate 

is used as chemically etchant on a heated (above the melting point of KNO3, i.e. 324 °C) rotating 
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plate in conjunction with the mechanical abrasive action of diamond powder; b) thermo-chemical 

polishing, involving pressing the diamond sample on a rotating catalytic metal plate heated at 

between 730 and 900 °C; c) laser ablation; d) ion beam polishing; e) plasma etching; f) electric 

discharge machining. A complete review of these methods applied on diamond is available 

elsewhere [94].  

 

All the first stages of mechanical polishing of the samples produced were operated by Element 

Six. A first stage of lapping follows the sintering to remove the Ti and Nb cups and finally rough 

surface asperities. The actual mechanical polishing is performed using resin-bonded diamond 

powder discs rotating at speed of up to 3500 rpm for up to 15 hours without lubricants. The 

cutters are pressed on the rotating disc by a spring which is deemed to act a significant pressure 

on the specimen, although actual values are undisclosed. 

The obtained surface finishing is satisfactory for SEM observations, however investigations by 

EBSD reveal that it is not sufficient to obtain the pattern quality required for high angular 

resolution analysis (see paragraph 3.4). 

Therefore, a further polishing stage was operated employing an ion beam etching system. This 

non-contact method enables the removal by sputtering of atoms through energy transferred from 

the ions impinging on the surface. In this work a Gatan PECS II system with argon ion beam was 

used. The rate of removal of the atoms, i.e. the sputtering yield, depends on the kinetic energy of 

the impinging beam, which is controlled through the acceleration voltage, the glancing angle and 

the target material itself. 

The recipe tailoring for PCD is particularly difficult as the sputtering yield for carbon in diamond 

by argon ions is very low [94]. In addition the angle of highest yield depends on the crystallographic 

orientation, therefore the use of ion beam polishing can result in small local roughness but highly 

faceted samples [94,140]. 
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Ion beam polishing was only employed on samples with the smoothest surface, since a pre-existing 

high roughness would further complicate the procedure. Given the limited availability of samples 

with a mirror-like finishing operated by Element Six, also the attempts at tailoring an ion beam 

polishing recipe were limited.  

As this polishing was targeted at obtaining better EBSD pattern quality, the evaluation of 

successful polishing was based on the number of indexed patterns and visual assessment of the 

EBSP quality. A comparison for a good pattern quality is shown in Figure 3.3-(CVD); these are 

patterns obtained on a CVD-grown crystal as received by Element Six. 
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Figure 3.3 — EBSPs collected from different samples polished with different techniques 

The first attempt was carried out on a PCD G30 sample, polished for 1 h at a glancing angle of 5° 

with respect to the sample surface plane with an acceleration voltage of 8 kV while rotating at 
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6 rpm. The sample was found to have turned grey and to show high roughness even at the naked 

eye on all five exposed sides (the bottom was glued on a SEM stub), this is likely to be 

graphitisation although no further analysis was conducted and the sample discarded. The same 

recipe was then used on a second PCD G30 sample, but this time the sample did not change aspect 

to the naked eye. A quick EBSD map reveals that the indexed patterns appeared sharper [Figure 

3.3-(G30-8 kV)], however the surface presented streaks, also known as “theatre curtain” or 

“waterfall” effect, due to ion channelling so resulting much rougher than before etching, as shown 

in Figure 3.4-(a). As a result only 14% of the patterns were indexed. 

For the following sample, a PCD G4, the voltage was decreased to 6 kV for 1 h at 3 rpm and 3° 

followed by a cleaning step of 30 min at 1 kV in order to remove amorphous layers that might 

form during the etching. This sample, in its as-received state, was not suitable for EBSD indexing 

at all, as shown in Figure 3.3-(G4-no Ar+). After the etching, the indexed pattern appeared 

significantly sharper [Figure 3.3-(G4-6 kV)]. The number of indexed pattern increased from 16.8% 

for the as-received sample to 54.6% after the etching. Yet signal to noise ratio appears still poor 

even in the best patterns and the number of indexed patterns is not sufficient even for 

conventional EBSD analysis. 

Therefore for the next sample, a PCD G30, a longer etching was performed at 3° and 6 kV for 

3 h followed by 1 h at 1 kV at 3 rpm. Here, although individual selected patterns showed a much 

improved signal to noise ratio with respect to the PCD G4 above [Figure 3.3-(G30-6 kV)-(a)], the 

surface had developed evident faceting, as can be noticed in Figure 3.4-(b), that makes the pattern 

quality not uniform, even within the same grain as shown in Figure 3.3-(G30-6 kV) where two 

patterns from the same grain are compared. In an attempt to reduce the faceting, another PCD 

G4 sample was then etched for only 30 min at 5 kV followed by 30 min at 1 kV at 5° and 6 rpm, 

yet curtaining appeared on the surface. Even at much lower voltages of 3 and 2 kV and for 30 and 

20 min respectively faceting started appearing, whilst poor EBSPs were collected. 
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One PCD G4 was etched at 6 kV at 18° to assess whether a higher angle would suppress faceting 

and curtaining, however here an orange peel texture was obtained and no significant improvement 

of the pattern quality. 

 

Figure 3.4 — Undesired effects of ion beam polishing captured using the forescatter detector at short working distance. 
(a) curtaining effect due to ion beam channelling. (b) faceting due to different wear rates of the different diamond crystallographic 
planes  

It follows that no evident trend to follow for the development a correct recipe could be found in 

this configuration.  

Further experiments were carried out with the samples mounted on a cross section blade with the 

beam impinging the sample from a 0° angle. This was first tried on one of the PCD G4 already 

etched and showing streaky patterns. Given the lower sputtering yield of this configuration the 

sample was etched at 8 kV for 4h, followed by 1 h at 3 kV and a further 2 h at 1 kV. The streaky 

patterns in the centre of the sample, i.e. the region most bombarded by the ion beam, became 

deeper and presented poor patterns. However, areas outside this central region seemed still flat 

and showed a better pattern quality. 

This configuration was therefore repeated on PCD G4/30 TC. This sample was etched in cross-

section at 8 kV for 5 h. Once inspected under the SEM the surface remained flat and the pattern 

showed a good quality. This time, the final cleaning step at lower voltage was replaced by a 30 min 

polishing step utilising an active oxide polishing suspension (OPS) on a soft polishing cloth at 
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200 rpm. This combination, among those tried, was found to give the best EBSP quality across 

the sample.  

3.2 Scanning electron microscopy 

Scanning electron microscopy (SEM) was used to produce high resolution images of the samples 

for microstructural and compositional investigation, as well as for direct observation of fracture 

during in situ testing (see chapter 4). High resolution images are created using the interaction of an 

electron beam with the surface of a sample. All microscopes used in this work (Zeiss Auriga, FEI 

Quanta, FEI Helios Nanolab SEM/FIB) generate the electron beam by cold emission using field 

emission tungsten sources. Once generated the beam was accelerated to a range of 2-5 keV for 

high resolution secondary electron images or to 20-30 keV for backscatter images. 

The primary beam passes through a series of electromagnetic lenses located inside a column by an 

applied voltage difference. The electromagnetic lenses deviate and deform the electron beam to 

collimate it onto the surface to be analysed. The surface is then scanned by rastering the beam in 

a rectangular area, thereby higher magnification is obtained when the rastered area is reduced. 

The collision of the primary electron beam with the atoms of the sample generate a series of 

interactions within a teardrop-shaped volume. Of particular interests for the analysis conducted in 

this work are: secondary electrons, backscatter electrons and X-rays. The interaction volume and 

characteristics of interactions depend on energy, current and angle of incident beam together with 

topography and chemistry of the sample. Higher applied voltage translates into a higher kinetic 

energy for the electrons, consequently the interaction volume extends deeper in the sample. 

Additionally, for a given voltage the interaction volume is larger for materials with a lower density. 

The electron interaction with the atoms consists of Coulomb attraction with the nuclear positive 

charge and of repulsive nature with the electrons from the sample. Therefore an entering electron 

beam is deflected by the target electrons through elastic and inelastic scattering and collected by 
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secondary or backscatter detectors. An image is then formed based on the energy and intensity 

(number density) of the electron hitting the detectors.  

Secondary electrons generated from inelastic collision have lower energy than backscatter 

electrons, thus only those generated in the first nanometres from the free surface are able to escape 

from the sample and reach the detector. Moreover, relatively more electrons escape for a given 

time from regions with a positive curvature for they have a higher surface-to-volume ratio; the 

opposite holds true for negative curvature. For this reason secondary electron detectors were used 

to characterise the topography of a sample. 

If the incident beam possesses enough energy it can promote the back-scattering of electrons from 

the sample. The probability of producing backscatter electrons is dependent on the average atomic 

number (Z) of the phase in a sample. Therefore, high resolution compositional maps can be 

obtained using backscatter detectors as phases with higher average Z appear brighter and phases 

with lower average Z darker. Backscatter detectors were therefore used to highlight phase contrast 

in the microstructure of the samples investigated. 

 

Given that SEM works by shining electrons onto the sample surface, poorly conductive materials 

hinder the flow of electrons from the surface to the ground and promote local charging of the 

sample surface. Electron charging compromises the imaging as incoming electrons from the 

primary beam are repulsed by the accumulated negative charges on the sample causing beam shifts, 

abnormal contrast or image distortion. In such cases a solution is to coat the sample with a thin 

layer of conductive material, i.e. gold, chromium or carbon, or to efficiently tweak the beam 

acceleration voltage and current to minimise charging. 

Although PCD and SiC investigated in this work are poorly conductive, in the present work no 

coating was sputtered onto the samples prior to SEM imaging. This was done as the coating would 

affect other investigations, such as EBSD or in situ mechanical testing. In order to minimise the 

charging, the samples were grounded to a metal SEM stub using a conductive silver-based paint.  
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3.3 Electron Backscatter Diffraction 

Electron backscatter diffraction (EBSD) is a SEM-based diffraction technique used to obtain 

microstructural information from crystalline samples. In particular, it provides the crystallographic 

orientation of each scanned point of the sample and consequently grain orientation and grain size 

as well as macro- and micro-crystallographic texture.  

The operating principle is based on the illumination of a well-polished crystalline samples with an 

electron beam of high voltage (~10-30 KeV) and suitable current (1-50 nA) at a low glancing angle 

(~20°) to produce electron backscatter diffraction from the surface at the point of incidence (see 

Figure 3.7-(1) for a schematic of the setup geometry in the SEM). The electrons of the primary 

beam interact with the crystal planes of the sample and diffract according to the Bragg’s condition 

producing a sphere of low-energy-loss backscatter electrons. A phosphor screen placed in 

proximity of the sample intersects the cones emanating from each family of lattice planes of the 

sample that form bands and transforms the signal to light. Then the light of the phosphor screen 

illuminates a CCD camera that finally transforms the signal to an image. The image so obtained is 

an EBSD pattern (or EBSP) consisting of several bands orientated in different directions, known 

as Kikuchi bands. 

The EBSP is uniquely defined by the lattice parameters of the particular crystal under the beam; 

by the crystal orientation in space; the wavelength of the incident electron beam (which is 

proportional to the acceleration voltage) and the proximity of the EBSP detector to the sample 

[141]. 

With knowledge of the phases investigated, the EBSPs are analysed to find the best fit among all 

the possible orientations of each phase. The EBSP is then considered indexed when its orientation 

and phase are known. This operation is nowadays performed at high speed by software, 

simultaneously to EBSP collection. EBSPs are therefore not necessarily stored, unless further 

offline analysis is required for specific applications. 
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Lines are not easily detected by automated image analysis, especially in conditions of poor signal 

to noise ratio. To overcome this limitation the images collected by the EBSD camera are converted 

through the following Hough transformation from points in the coordinate (x,y) of the EBSD 

image to the coordinate (,) in Hough space where 

  = x cos  + 𝑦 sin  (3.1) 

with  being the perpendicular distance from the line to the origin in the (x,y) space and  the 

angle between the x-axis and .  

 

Figure 3.5 — Hough transformation of co-linear points. The four co-linear points in the image space (x,y), left, are transformed 

in four sinusoidal curves, right, that intersect in a common point in the Hough space (,). Thence, the intensities of all the pixels 
along a straight line are accumulated at the intersection generating a peak of high intensity in the Hough space that is more easily 
identified by image analysis software. 

Through this transformation all the possible straight lines passing through each pixel in the (x,y) 

image is mapped into a sinusoidal curve in the Hough space (,), as shown in Figure 3.5. The 

intensity of the pixel is not changed in the transformation, therefore pixels with higher intensity 

will be transformed into sinusoidal curves of high intensity. Then, all the sinusoidal curves are 

superimposed on the same image. As a consequence, a straight line of pixels with higher intensities 

in the (x,y) space, that is similar to how a Kikuchi band appears, will be mapped into an equivalent 

number of sinusoidal curves that intersect in a single cell in which all the intensities are summed. 

In this way a line in the image space (x,y) is transformed in a point in the Hough space; therefore, 

in the latter, Kikuchi bands appear as bright peaks and are more easily identified and located.  
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A map of EBSPs can be generated by rastering the electron beam on a specific area, as it is 

commonly done for SEM images.  

EBSD systems and relative analysis software are currently commercially available to be mounted 

on regular SEM instruments. Being the electron column generally mounted vertically, the sample 

is tilted at 70° using the SEM stage or alternatively a pre-tilt sample holder to achieve the 20° 

glancing angle with the beam. The camera is mounted horizontally on one of the SEM ports and 

inserted in the chamber to a distance of ~10-20 mm from the sample surface for regular analysis. 

The sample size is limited only by the specific SEM’s chamber and stage ability to tilt the sample 

at the required working distance. 

Pattern quality  

As it is common in other diffraction techniques and in electron microscopy, the quality of the 

signal, and thus of the EBSPs, depends on many parameters that can affect the interactions 

between the primary beam and the sample. Acceleration voltage, beam current, working distance, 

EBSD detector distance, dwell time are all parameters that require tailoring according to the 

material of the sample under investigation. In addition, given the low incidence angle, the 

backscatter electron escaping from the surface originate from a volume penetrating just tens of 

nanometres below the surface [142]. Therefore, the sample is required to have a fine surface 

finishing and reduced plastic deformation.  

A difficult challenge is posed by phases with low atomic number (Z) because of their poor 

backscattering efficiency. However, modern softwares can index even EBSPs with relatively low 

signal to noise ratio. EBSD analysis software usually provides a pattern quality (PQ) map, 

generated assigning an intensity value of the greyscale at each pixel (i.e. each EBSP) based on band 

contrast of the brightest band in the EBSP over a normalised background. In a PQ map grain 

boundaries usually appear dark due to their poor band contrast [143]. Moreover, band contrast is 

highly dependent on grain orientation, therefore different grains have different grey intensity on a 

PQ map [143].  
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Orientation 

Crystal orientation with respect to detector plane or sample surface plane in the Bruker system is 

recorded and described using the Euler angle convention. This consists of rotating a solid about 

various axes until its orientation in space is coincident with that to describe. Several convention 

exist on how to operate the rotations, however the most common used in the EBSD systems is 

the Bunge notation. Following this convention the three Euler angles φ1, Φ, φ2 represent the 

following: 

1. a rotation of φ1 about the z-axis followed by 

2. a rotation of Φ about the rotated x-axis followed by 

3. a rotation of φ2 about the rotated z-axis. 

Each of the three Euler angles can then be associated with a colour of the RGB scale (i.e. red, 

green and blue) and their value combined into a single colour. This transformation performed on 

each EBSP, and therefore pixel, creates a coloured orientation map whereby grains with different 

orientations have different colours. However, this colour scheme can produce sharp change in 

colour between grains even when the misorientation angles are small, resulting unintuitive. For 

such a reason an alternative colour scheme is often preferred to represent the orientation maps, 

namely the inverse pole figure (IPF) colour scheme. This scheme uses the corner of an inverse 

pole figure to assign a colour of the RGB scale, with respect to a chosen reference sample direction 

(therefore a colour key is linked to each presented map). 

Commercial softwares can also quickly analyse data offline to provide additional information. In 

polycrystalline samples grain differ from each other for their crystallographic orientation. Once a 

critical misorientation between two neighbouring grains is defined, the software is able to delineate 

grain boundaries whenever that critical angle threshold is passed by comparing pixel pairs.  

Once the data are collected and saved, offline statistical analysis can be performed. In particular in 

this work crystallographic orientation distribution (i.e. texture), grain size distribution and grain 

aspect ratio were investigated.  
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Bruker System 

In this work EBSD datasets were generated using a Bruker High Resolution e-FlashHR detector 

with a 1600×1200 pixels native resolution and analysed using eSprit software. 

The EBSD camera was connected to the either Auriga SEM or Quanta SEM (see section 3.2). For 

the diamond samples the acceleration voltage was set to 20 keV for the initial investigations, 

however given the low atomic number of C the voltage was later increased to 30 keV to extract 

more electrons. Samples were tilted at 70° with respect to the horizontal SEM stage and at a 

working distance between 12 and 15 mm from the SEM pole piece. For conventional EBSD 

analysis the EBSP were usually acquired with a 400×300 pixel resolution. 

Forescatter images 

The Bruker EBSD systems is also equipped with three diodes below the screen that can capture 

forescattered electrons. Signal detected by each of the three forescatter detectors (FSDs) is 

assigned to red, green or blue colour respectively. The exit angle of the forescattered electrons 

depends on the crystal orientation at the point illuminated by the electron beam, once fixed all 

other distances between sample, EBSD camera and SEM pole piece; thereby orientation contrast 

images can be acquired where the colour changes from grain to grain. At the same time intensity 

of the signal depends on the atomic number and topography of the sample. At long distances from 

the sample the orientation contrast between two grains is larger and easier to detect with the 

diodes. At short distances from the sample the electron path from the sample to the diodes 

positioned at the bottom of the camera is steep and closer to be parallel to the sample surface, 

thus enhancing the topographic contrast [144]. 

Therefore the FSDs provide a fast qualitative evaluation tool for the quality of the EBSPs in a 

certain region of the sample and quality of the polishing. Forescatter images were acquired with 

the phosphor screen positioned at ~40 mm to evaluate orientation contrast and at 15-20 mm to 

check the topography. 
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3.4 High angular resolution EBSD 

3.4.1 Local strain mapping – available techniques 

Several techniques are available to map the local state of strains in a region of material, the most 

popular of which are listed in Figure 3.6 on a plot of their strain sensitivity against the length scale 

at which they can operate. These techniques follow different approaches that can be separated in 

three categories: 

a) material removal and direct observation of deformations following relaxation of internal 

stresses; 

b) spectroscopic techniques to observe strain-induced shift of peaks in spectra; 

c) diffraction techniques to observe deformation of crystal structures directly. 

The first involves destructive (e.g. by cutting and sectioning the part, by removal of successive 

surface layers, or by trepanning and coring) or semi-destructive (e.g. hole-drilling) techniques. 

Some of these have been adapted to the microscopic scale using FIB to remove material and SEM 

imaging, sometimes coupled with digital image correlation, to measure the deformations; examples 

include a cantilever method [145], hole drilling [146–148] and ring-core milling [149]. 

The second type of approach, b), offers non-destructive, indirect measurement of strains and 

includes luminescence or Raman based approach. Micro-Raman peaks are susceptible to shifts and 

degeneration if the lattices of the material are strained [150]. Therefore if the material to be 

investigated possesses a well defined peak and the sensitivity of the frequency of this Raman peak 

for strain is large enough, micro-Raman can be used to detect strain and stresses at a small scale 

[150]. For example, for diamond the peak shifts of 2.8 cm-1 per GPa [10], when assuming a 

hydrostatic stress. Since with a very sensitive and stable instrument it is possible to detect peak 

shifts of about 0.05 cm-1 [150] the smallest detectable stress variation in diamond would be of 

~18 MPa (compare studies reported in paragraph 2.4.4). 
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The last category, c), including X-ray, neutron and electron beam diffraction techniques, affords 

non-destructive, direct measurements of strains.  

Methods to measure internal strains by X-ray diffraction are well established and able to determine 

strains in the order of 10-5, however to achieve spatial resolution better than 100 μm the use of a 

large facility, e.g. synchrotron, is necessary [151]. Similarly, neutron diffraction can offer high strain 

rate sensitivity but a spatial resolution below microstructural lengthscale [151]. 

TEM-based diffraction techniques achieve high spatial resolution and strain sensitivity, yet the 

need to prepare the sample as a thin foil is often cumbersome and results in a highly relaxed state 

compared to its bulk form. 

 

Figure 3.6 — Comparison of strain sensitivity and length scale at which the most common strain analysis techniques 
operate. From [151] 

3.4.2 EBSD to analyse elastic strains 

An alternative approach to those listed above was developed by Wilkinson et al. [152,153] based 

on a novel way to analyse EBSD patterns; using conventional EBSD systems this method is 

suitable for laboratory based experiments. 

The method builds upon the fact that elastic strains and rotations in the target crystal generate 

shifts in features within the diffracted EBSPs. 
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Taking as example an undeformed reference crystal and a strained, rotated one, it is possible to 

show that a direction 𝒓 along a zone axis in the former changes to 𝒓’ in the latter. This is related 

to displacements 𝒖 in the sample reference frame at the position 𝒙 through the deformation 

gradient tensor 𝑩 as in: 

 𝒓′ = 𝑩𝒓 (3.2) 

Where 𝑩 = 𝑨 + 𝑰 and A is the displacement gradient tensor given by: 

 𝑨 =
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Therefore the shift 𝒒 across the EBSD screen (i.e. EBSPs) is given by: 

 𝒒 = (𝑨 − 𝜆𝑰)𝒓 (3.4) 

where 𝜆 is a scalar as defined in Figure 3.7-(4) 

It is clear that is not possible to obtain 𝜆 from measurements of shift along the EBSD screen, so 

that it needs to be eliminated by combining the equations for the individual components, giving 

the following two equations: 
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𝜕𝑢3

𝜕𝑥2
= 𝑟3𝑞1 −

𝑟1𝑞3 

b) 𝑟2𝑟3 [
𝜕𝑢2

𝜕𝑥2
−
𝜕𝑢3

𝜕𝑥3
] + 𝑟1𝑟3

𝜕𝑢2

𝜕𝑥1
+ 𝑟3

2 𝜕𝑢2

𝜕𝑥3
− 𝑟2

2 𝜕𝑢3

𝜕𝑥2
− 𝑟1𝑟2

𝜕𝑢3

𝜕𝑥1
= 𝑟3𝑞2 −

𝑟2𝑞3 

(3.5) 

These equations can be solved by measuring 𝒒 at four different directions 𝒓, that is equivalent to 

measure it at four different regions within the EBSP. 
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However, the components 
𝜕𝑢𝑖

𝜕𝑥𝑗
 with 𝑖 = 𝑗 cannot be determined. These are the components 

originating from hydrostatic stresses. Such stresses cause a change in lattice parameters, yet have 

no effect on the relative angles between zone axes, therefore do not appear as shifts on the EBSP. 

Noting that the volume depth from which EBSP form is generally within tens of nanometres from 

the sample surface, an assumption can be made that the stress normal to the surface is nil at 

equilibrium. Therefore, using this condition and Hooke’s law to relate the stresses to the relative 

strains and elastic stiffness constants another equation is available to separate all the normal strains. 

An image cross-correlation analysis performed on the EBSPs allows measurement of these shifts 

𝒒 comparing a reference pattern to all the other test patterns collected within each grain. To 

improve the efficiency of the cross-correlation analysis series of operations are performed: 

a) subregions, or region of interest (ROI) are extracted at the same location of the screen for 

the reference and test patterns; 

b) the mean intensity of each ROI is brought to zero; 

c) intensity and contrast is gradually brought to zero moving from the centre to the edges 

(known as windowing); 

d) Fourier transforms are calculated; 

e) a band pass filter is applied to the Fourier transforms to reduce noise and background; 

f) cross-correlation is finally performed between the test and reference ROIs in the Fourier 

domain. 

The result of the cross-correlation is a peak for the most likely match between the test and 

reference ROIs. The peak height (PH) describes how well the test and reference patterns correlate 

and is normalized to 1 for autocorrelation.  

The steps aforementioned, see Figure 3.7-(2-3), are performed on a high number of ROIs (usually 

20+), far more than the minimum number of 4 required to obtain the displacement gradient tensor. 

This allows a “best fit” solution to be obtained that is used to calculate the expected angular shift 
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at each of the ROIs. In turn, this is used to assess the quality of the measurements by averaging 

the difference between the measured and expected value for all the ROIs, so to measure a mean 

angular error (MAE).  

Then the displacement gradient tensor can be separated into its symmetric and anti-symmetric 

components, that are the elastic strains, 𝛆, and lattice rotations, 𝛚, for which the infinitesimal 

solution is respectively given by: 

 

𝜺 =
1

2
(𝑩 + 𝑩𝑇) − 𝑰 

𝝎 =
1

2
(𝑩 − 𝑩𝑇) 

(3.6) 

And the finite solution to deformation by: 

 𝜺 =
1

2
(𝑩𝑇 ∙ 𝑩 − 𝑰) (3.7) 

The method so described, at the core of which is the cross-correlation, can provide shift 

measurements that have subpixel resolution [154]. This translates to sensitivity of the order of 

1×10-4 for the strains and 1×10-4 rads for the lattice rotations [153]. 

However, diffracted signals appear as a gnomic projection on the EBSP, therefore if large rotations 

are present in the target crystal these result in skew and zoom effect on the pattern, besides shift. 

Since the cross-correlation function described above only measures translations, skew and zoom 

components due to large rotations limit the accuracy and precision of the method to the 

measurement of rotations < 8° [154]. 

To overcome the limitation imposed by large rotations, Britton and Wilkinson [155] proposed the 

use of a robust iterative fitting routine that allows reliable measurement of strains to be obtained 

and rotations for applied rotations of up to 11°. In a subsequent work [154] the same authors 

proposed an updated algorithm that combines the robust fitting, as described in [155], performing 

a first pass of the cross-correlation analysis to extract the lattice rotation components with a 

remapping of the test EBSP using the estimated rotations. In this manner, the remapped test 
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EBSP, that is now in a similar configuration as the reference pattern, is analysed through a second 

pass of the cross-correlation function to measure the elastic strain and correct the lattice rotation. 

 

Figure 3.7. — Operating principle of HR-EBSD 

PH and MAE can be used to assess the quality of the measurement. As noted above, PH is 

independent from the calculations of strain and rotation tensors and provides an assessment of 

the precision of the cross correlation procedure [155,156]. Britton and Wilkinson have shown 

through analysis of two simulated patterns with known applied misorientations that a PH above 

0.3 provides reasonable values for misorientations of up to 10° [155]. Britton and Wilkinson, 

therefore, suggest that this value can be used as a threshold to filter out data for which the wrong 

peak was chosen due to too large shifts. The MAE, instead, provides an indication of the accuracy 

of the calculation of strain and tensors, with small values related to higher accuracy. 

In this work, the approach proposed by Britton and Wilkinson [154] using XEBSD developed in 

MATLAB [157] was used. 
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3.5 SiC bi-crystal 

Single crystal and bi-crystal of SiC were used as sample materials for the development of an in situ 

fracture testing. The single crystals of 6H-SiC were supplied by MTI Corporation as 5×5×0.5 mm 

coupons.  

3.5.1 Diffusion bonding 

The same single crystals abovementioned were used by Dr Rui Hao to produce bi-crystal samples, 

in which two 6H-SiC single crystals were diffusion bonded. Prior to diffusion bonding a layer of 

tetraethyl orthosilicate (TEOS) was spin coated to each of the component’s surfaces. This was 

used as a precursor [158] for the silica glass forming a SiC bi-crystal with a 10 nm grain boundary. 

For diffusion bonding, the coupons were placed inside a vacuum furnace and kept at a pressure 

of 5×10 −5 Pa for the entire duration of the process. The chamber was heated to 1900 °C using a 

heating rate of 30 °C/min. An initial load of 6 N (24 kPa) was applied normal to the area of contact 

between the two components. When the maximum temperature was reached the load was 

increased to 2000 N (80 MPa) and held for 30 minutes. The sample was then cooled at a rate of 

20 °C/min to room temperature. The sample was removed from the furnace and mounted to 

present the interface vertically for subsequent mechanical testing. 

3.6 Focused ion beam fabrication 

Focused ion beam (FIB) was used to mill the double cantilever beam geometry required for the in 

situ fracture testing.  

The working principle of FIB instruments is similar to that of SEMs in which, in place of the 

electron source, a liquid metal ion source (LMIS) is used.  

Sputtering of atoms from the sample occurs as result of collision cascades originating from the 

interaction of the incident ion beam with the target material. An atom is sputtered from the sample 
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surface when the ions transfer, through elastic collisions, enough kinetic energy to the target atoms 

to overcome the surface binding energy of the target material [159], similarly to what discussed for 

the ion beam polishing. Once sputtered, the atoms are removed from the FIB chamber by the 

pumping system, however if they interact with other particles or surfaces they lose energy and can 

re-deposit. Re-deposition is frequent when narrow and deep trenches are milled and is usually an 

unwanted by-product of the fabrication.  

In addition, the sputtering yield, i.e. the number of ejected particles per incident ion, increases with 

incident beam angle reaching a maximum between 75-85°, thus steep walls are milled at higher 

rate with respect to flat surfaces but the sputter decreases again for vertical surfaces.  

Under knowledge of these phenomena, the milling steps for this work (see section 4.2) were 

designed to minimise re-deposition and tapering of the geometries fabricated. 

In micromachining, it is useful to express the spatter yield in terms of volume of material removed 

per quantity of incident ions, i.e. in μm3/nC. This provides an estimation of the time to mill a given 

volume of material at a select current. If we assume that the sputter yield for carbon in diamond 

is 0.18 μm3/nC at 25 keV Ga+, it would take circa 13 minutes and 13 seconds to mill a box 

20×10×15 =3000 μm3 at 21 nA (the highest ion current in the FIB system used for this work) or 

46.3 hours at 100 pA.  

Although the highest current clearly reduces the milling time dramatically, this is achieved at the 

expense of quality. As milling is operated by rastering the ion beam within a region of chosen 

geometry, the quality of the shape and the quality of the milled region depend on the beam size 

and beam overlap as this moves [160]. The beam size is in turn dependent on the beam current 

and instrument optics. Since the beam has a quasi-Gaussian profile, an optimal overlap is necessary 

to achieve a dose of ions as close as possible to uniform. In most of moderns FIB systems the 

desired shape is drawn by the users through a software that will consequently divide it in pixels 

where the beam will be stepped along. The overlapping, i.e. the pixel spacing, is a tuneable 
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parameter. However, the bigger the current, and thus beam size, the lower the resolution at the 

edges.  

3.6.1 FIB-induced damage 

Micromachining via FIB milling is inevitably accompanied by the creation of a FIB-induced 

damage volume underneath the surface, as shown in the schematic of Figure 3.8. 

At each collision ions transfer momentum to the target atoms, thus losing kinetic energy. If not 

backscatter the ion is then implanted below the specimen surface. Maximum depth and number 

of implanted ions depend on both the characteristics of the incident beam (energy, angle, current) 

and density of target material [159]. Ga+ implantation occurs not only for ions that impinge at 

normal incidence onto the sample surface but also for those at glancing angles of less than 1° [161]. 

The damage layer arising from FIB milling can take the form of amorphisation, defect 

agglomerates or even intermetallic phases, depending on the target material [161]. 

Bei et al. have investigated the effects of FIB milling on nanomechanical behaviour of Mo-alloy 

[162], with the intent to understand the discrepancy between measured value of yield strength and 

theoretical ones in micropillar small enough to be expected to contain few or no dislocations. The 

FIB is seen as responsible for a high dislocation density near the surface, in addition to the other 

defects already mentioned. The authors argue that the presence of the damage layer, whose 

thickness depends on material and experimental condition but generally ranges from about 10 to 

100 nm, implies that a compression test on such a fabricated pillar would measure the composite 

properties of the investigated material and its FIB-modified surface, rather than the properties of 

the material under study.  
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Figure 3.8 — Schematic illustration of a collision cascade generated by a 30 keV Ga+ ion incident on a crystal lattice, 
showing the damage created in the collision cascade volume, and the projected range Rp and lateral range Rl of the implanted ion. 
From [163].  

Conducting nanoindentation experiments on FIB milled surfaces at different ion beam voltages 

and on non-FIB-ed surfaces, they found the elastic modulus not to change, whereas the hardness 

increased significantly with increasing acceleration voltages. Thence, the presence of a FIB 

damaged layer harder than the underlying material would cause a strengthening effect, making the 

size effect an artefact. 

However, the study conducted by Greer et al. [164] on gold pillar fabricated both by FIB milling 

and electroplating exhibit a similar rise in strength as the diameter is reduced. Differences in the 

flow stresses measured are not attributed by the authors to the Ga+ implantation, but rather to the 

fact that electroplated pillars are formed by 2-3 grains whereas FIB milled pillars are single crystals.  
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For this work, the depth of the damage layer compared to the dimension of the pillar (see section 

4.2) is thought not to create particular artefacts on the behaviour of the material. However, the 

main issue may arise by the damage underneath the FIB milled notch (see section 1.5.3) whose 

effect would be a modification of the load at which crack starts. This issue regarding the test 

conducted for this work is discussed later in section 4.7.4 

In this work a FEI Helios Nanolab 600 with gallium (Ga) source was employed. 

3.7 In situ mechanical testing 

Micro-mechanical testing was performed with an Alemnis nanoindenter (see Figure 3.9) actuated 

by a piezoelectric transducer and therefore operating in displacement control. Testing was 

performed using a 60° diamond wedge indenter of nominal tip length of 10 μm (Synton). The 

nanoindenter is equipped with three stage motors to move the sample with respect to its surface 

plane directions and the tip towards and away from the sample surface. The system was equipped 

with an additional rotational sub stage over which the sample stub was mounted, in order to 

control with high precision the alignment between the notch and the wedge.  

All the tests were performed in situ in a scanning electron microscope, which provided high spatial 

and temporal resolution imaging of the loading and fracture processes. This proved beneficial for 

the alignment of the sample and loading geometry, as well as direct observation of the fracture 

under load. Images were obtained using 5 kV with an InLens detector in an Auriga Zeiss SEM at 

low working distance (~5 mm). Videos were recorded during test execution at a frame scan time 

of ~500 ms (using a reduced scan raster to balance dwell time, image quality and fame rate).  
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Figure 3.9 — Alemnis nanoindenter platform setup. (a) Alemnis fixed on Auriga SEM stage at 30° with respect to horizontal 
plane; (b) details of components of nanoindenter platform. 

  

a) b) 
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 Double cantilever beam wedging at the microscale 

In light of the desirable improvements to the approaches to test fracture at the micro scale 

previously published in the literature, including stable crack growth, easy positioning of the notch, 

relatively simple sample fabrication and simple result analysis, minimisation of the effect of FIB 

damage, frame compliance and friction between indenter and sample (see 2.5.6), here an alternative 

method to try and address most of those issues was developed. 

In this work, a DCB geometry was tested, fabricated using FIB, and loaded with a wedge in direct 

displacement control in situ a scanning electron microscope. This geometry allows stable crack 

growth and direct measurement of fracture energy as the crack grows.  

Surface energy measurements are demonstrated on 6H single crystal SiC samples to validate the 

technique and these are compared with density functional theory (DFT) calculations performed 

by P. Patel and Dr J.R. Kermode at the University of Warwick. The approach is subsequently used 

to experimentally explore the fracture of silicon carbide bi-crystals adhered together with silica and 

of sapphire bi-crystals adhered with niobium (both manufactured by Dr R. Hao at Imperial College 

London using diffusion bonding). The test was finally used to measure the fracture energy of the 

{110} plane in CVD-grown diamond.  

 

4.1 Why the double cantilever geometry? 

In this work, the DCB is a rectangular cross section based pillar whose height is the largest 

dimension and the breadth the smallest (Figure 4.1). A trough and a notch, fabricated at the centre 

of the top surface, create two arms that are loaded to obtain a splitting through the DCB central 

vertical axis. When a wedge is driven in displacement control to separate the two beams the energy 

spent to advance the crack increases with its growth or, in other words, for a given beam deflection 
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the energy released is a decreasing function of the crack length. Therefore this configuration is 

inherently stable [20,25,28] as the crack is afforded to grow only if at each increment more energy 

is available at the crack front through further displacement of the wedge (i.e. further bending of 

the beams). This geometry is similar to the classic design described by Lawn [20] and enables 

measurement of fracture energy through balancing the release of the elastic stored energy within 

the beams against the energy to form the crack This enables measurement of the fracture or surface 

energy as the crack grows through direct observation of the displacement of each cantilever beam 

and crack growth. 

In this work this geometry was adapted to microscopic scale testing. DCBs were fabricated using 

FIB and loaded by a wedge in displacement control using a nanoindenter. Stable crack growth in 

this configuration was demonstrated in three tests on single crystal SiC through a prolonged 

displacement hold (between 150 and 300 s) with no observable increase in crack length.  

To overcome difficulties related to the alignment of the wedge the testing was performed in situ a 

SEM with the added benefit of operating in a controlled high vacuum environment, thus reducing 

concerns of environmentally induced effects such as stress corrosion cracking [165].  

 

Figure 4.1 — The wedge loaded DCB geometry used in this work. Dimensions are: 10 < l < 15 μm, 2d ~ 2 μm, t ~ 5 μm, e 
~ 400 nm, 1 < f < 2 μm and 1.5 < a0 < 2.5 μm (a). The beam displacement δ at the contact point between the wedge and the 
DCB, and the crack length a, as shown in (c), allow the energy stored in the beam to be measured once beam width and stiffness 
are known. (b) SEM view of the DCB as it appears with the sample mounted on the nanoindenter platform, i.e. tilted 30° with 
respect to the horizontal plane of SEM stage. 
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4.1 Analytical solution for fracture energy 

A wedge sliding through the central trough causes beam bending of both cantilevers, and the elastic 

energy stored within the beams is available to drive crack growth. The DCB system can be 

approximated as two individual clamped end-loaded cantilevers, where the clamp position is at the 

crack tip and the loading point is at the contact point between the wedge and the beam (cf. Figure 

4.1-(c) and Figure 4.2). Therefore, by applying Euler-Bernoulli beam theory, it is possible to 

calculate the energy spent in beam bending in terms of the beam displacement, beam geometry 

and the elastic stiffness of each cantilever.  

 

 

Figure 4.2 — Schematic of clamped cantilever loaded at the free end.  (a) The double cantilever beam (DCB) 

system can be approximated as two individual clamped cantilevers (b), each of width 𝒅 end-loaded by a load 𝑷, in 

which the clamp position is at the crack tip (i.e. at 𝒙 = 𝒂) and the loading point is at the contact point between the 

wedge and the beam (i.e. at 𝒙 = 𝟎). 

The elastic strain energy of a volume of material can be obtained as: 

 𝑈𝐸 = ∫
𝜎2

2𝐸
𝑑𝑉 (4.1) 

where 𝜎 is the stress applied on the volume of material, 𝐸 its elastic modulus and 𝑑𝑉 the 

elementary volume considered. From simple beam theory the stress across the beam thickness (see 

Figure 4.2) is given by: 
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 𝜎 =
𝑀𝑦

𝐼
 (4.2) 

where 𝐼 is the second moment of area, 𝑀 is the moment and 𝑦 is the distance from the neutral 

axis. Substituting Eq. (4.2) into Eq. (4.1) leads to: 

 𝑈𝐸 = ∫
𝑀2𝑦2

2𝐸𝐼2
𝑑𝑉 (4.3) 

Setting 𝑑𝑉 = 𝑑𝐴𝑑𝑥, Eq. (4.3) can be developed as: 

 𝑈𝐸 = ∬
𝑀2𝑦2

2𝐸𝐼2

𝑎

0 𝐴

𝑑𝐴𝑑𝑥 = ∫
𝑀2

2𝐸𝐼2

𝑎

0

(∫ 𝑦2𝑑𝐴
𝐴

)𝑑𝑥 = ∫
𝑀2

2𝐸𝐼

𝑎

0

𝑑𝑥 (4.4) 

since (∫ 𝑦2𝑑𝐴
𝐴

) = 𝐼. 

For an end-loaded cantilever beam by a load 𝑃, at any distance from the loading point along the 

normal to the loading direction the moment is 𝑀 = −𝑃𝑥, so that: 

 𝑈𝐸 = ∫
𝑃2𝑥2

2𝐸𝐼

𝑎

0

𝑑𝑥 =
𝑃2𝑎3

6𝐸𝐼
 (4.5) 

with 𝑎 being the length of the beam and equal to the crack length in the DCB (see Figure 4.1 and 

Figure 4.2). 

From Euler-Bernoulli beam theory the maximum deflection 𝛿 (as defined in Figure 4.1) of the 

beam at the neutral axis of the loaded end can also be calculated, and is equal to: 

 𝛿 =
𝑃𝑎3

3𝐸𝐼
 (4.6) 

Therefore the load can be calculated knowing the displacement 𝛿 from: 

 𝑃 =
3𝛿𝐸𝐼

𝑎3
 (4.7) 

Being 𝐼 = 𝑑3 12⁄ , for a beam of unitary width and thickness 𝑑 (and uniform cross section); thus 

substituting 𝑃 in 𝑈𝐸 we obtain, as found in [40]: 

 𝑈𝐸 =
𝐸𝑑3𝛿2

8𝑎3
 (4.8) 
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The mechanical energy, 𝑈𝑀, stored in each beam per unit depth in the end-loaded cantilever beam 

system described thus far, is equal to the elastic strain energy, 𝑈𝐸 , calculated in Eq. (4.8). 

The strain energy release rate (energy per unit area), 𝐺, is given by the Griffith criterion as: 

 𝐺 = −
𝑑𝑈𝑀
𝑑𝑎

=
3𝐸𝑑3𝛿2

8𝑎4
 (4.9) 

4.1.1 Solution for short crack  

For the initial crack growth, the beams are shorter than the approximation required for simple 

beam theory to hold (i.e. 𝑑 ≫  𝑎 when the crack is short), so the model is extended using the 

linear elasticity solution for the short crack configuration, which includes the shear contribution.  

Timoshenko and Goodier [166] show that for a two-dimensional problem, when body forces are 

absent or are constant, the analytical solution for the elastic deformations of a body subject to 

external applied stresses can be found in the integration of the differential equation: 

 
𝜕4𝛷

𝜕𝑥4
+ 2

𝜕4𝛷

𝜕𝑥2𝑦2
+
𝜕4𝛷

𝜕𝑦4
= 0 (4.10) 

with the stresses given by: 

 𝜎𝑥 =
𝜕2𝛷

𝜕𝑦2
;  𝜎𝑦 =

𝜕2𝛷

𝜕𝑥2
;  𝜏𝑥𝑦 = −

𝜕2𝛷

𝜕𝑥𝑦
; (4.11) 

 

Therefore, using polynomials, 𝛷, of different degrees, it is possible to describe the solutions to 

different loading conditions on rectangular bodies by adjusting their coefficients. In particular, the 

case of the bending of a cantilever loaded at its end can be solved by a combination of polynomials 

of second degree and fourth degree. Timoshenko and Goodier assume that the long upper and 

lower sides are free from forces, whereas the end load 𝑃 is distributed parabolically as a shear force 

along the left face at 𝑥 = 0. 

A condition of pure shear is given by the following polynomial of second degree: 
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 𝛷2 =
𝐴2
2
𝑥2 + 𝐵2𝑥𝑦 +

𝐶2
2
𝑦2 (4.12) 

when 𝐴2 and 𝐶2 are set equal to 0. Indeed, by using Eq.(4.12) to resolve Eqs. (4.11) with 𝐴2 =

𝐶2 = 0 we have: 

 𝜎𝑥 = 𝐶2 = 0; 𝜎𝑦 = 𝐴2 = 0; 𝜏𝑥𝑦 = −𝐵2; (4.13) 

In order to have a form that may cancel the uniform shear generated on the top and bottom 

surfaces by 𝛷2, and that generates a parabolic shear on the ends that may equal 𝑃, the following 

polynomial of fourth degree with all the coefficients except 𝐷4 equal to zero can be used as 

solution to Eq. 4.10. This results in a normal stress 𝜎𝑥 that is proportional to 𝑦 at a given location 

𝑥 along the length of the beam, as shown in the following Eqs.: 

 𝛷4 =
𝐴4
4 ∙ 3

𝑥4 +
𝐵4
3 ∙ 2

𝑥3𝑦 +
𝐶4
2
𝑥2𝑦2 +

𝐷4
3 ∙ 2

𝑥𝑦3 +
𝐸4
4 ∙ 3

𝑦4 (4.14) 

 𝜎𝑥 = 𝐷4𝑥𝑦; 𝜎𝑦 = 0; 𝜏𝑥𝑦 = −
𝐷4
2
𝑦2; (4.15) 

Summing the two polynomials gives, from Eq. (4.11): 

 𝜎𝑥 = 𝐷4𝑥𝑦; 𝜎𝑦 = 0; 𝜏𝑥𝑦 = −𝐵2 −
𝐷4
2
𝑦2; (4.16) 

If we impose that the longitudinal sides at 𝑦 = ±
𝑑

2
 are traction-free, we have: 

 (𝜏𝑥𝑦)𝑦=±𝑑
2
= −𝐵2 −

𝐷4
2
(
𝑑

2
)
2

= 0 →  𝐷4 = −8
𝐵2
𝑑2

 (4.17) 

Therefore, noting that at the loaded end the resultant of the distributed shear stress must equal 𝑃, 

we can integrate −𝜏𝑥𝑦 to obtain 𝐵2: 

 ∫ −𝜏𝑥𝑦𝑑𝑦 = ∫ (𝐵2 − 4
𝐵2
𝑑2
𝑦2) 𝑑𝑦 =

𝑑
2

−
𝑑
2

𝑃

𝑑
2

−
𝑑
2

 (4.18) 

 𝐵2 =
3

2

𝑃

𝑑
 (4.19) 

Thus, the stresses are: 
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 𝜎𝑥 = −12
𝑃

𝑑3
𝑥𝑦; 𝜎𝑦 = 0; 𝜏𝑥𝑦 = −

3𝑃

2𝑑
(1 − 4

𝑦2

𝑑2
) (4.20) 

Noting that the second moment of inertia for a rectangular cross section of unitary width is 

𝐼 = 𝑑3 12⁄  , we can write the stresses in the form: 

 𝜎𝑥 = −
𝑃𝑥𝑦

𝐼
; 𝜎𝑦 = 0; 𝜏𝑥𝑦 = −

𝑃

2𝐼
(
𝑑2

4
− 𝑦2) ;   (4.21) 

From the stresses we obtain the strains as: 

 

휀𝑥 =
𝜎𝑥
𝐸
= −

𝑃𝑥𝑦

𝐸𝐼
; 휀𝑦 = −

𝜈𝜎𝑥
𝐸
=
𝜈𝑃𝑥𝑦

𝐸𝐼
; 𝛾𝑥𝑦 =

𝜏𝑥𝑦

𝜇

= −
𝑃

2𝜇𝐼
(
𝑑2

4
− 𝑦2) ;   

(4.22) 

where 𝜈 is Poisson’s ratio and 𝜇 is the shear modulus. 

Hence, having both stresses and strains defined, it is possible to obtain the stored elastic strain 

energy, which is also equal to 𝑈𝑀, by integrating the strain energy density over the volume 𝑉: 

 𝑈𝑀 =
1

2
∫ (𝜎𝑥휀𝑥 + 2𝜏𝑥𝑦𝛾𝑥𝑦)𝑑𝑉
𝑉

=
𝑃2𝑎3𝑑3

24𝐸𝐼2
(
1

3
+
1

5
(1 + 𝜈) (

𝑑

𝑎
)
2

) (4.23) 

 

Substituting Eq. (4.7) into Eq. (4.23): 

 𝑈𝑀 =
3𝛿2𝐸

8
(
1

3
(
𝑑

𝑎
)
3

+
1

5
(1 + 𝜈) (

𝑑

𝑎
)
5

) (4.24) 

This results in an energy release rate, G, for each beam: 

 𝐺 = 
3𝐸𝑑3𝛿2

8𝑎4
+ 
3𝐸(1 + 𝜈)𝑑5𝛿2

8𝑎6
= 
3𝐸𝑑3𝛿2

8𝑎4
 [1 + (1 + 𝜈)(𝑑 𝑎⁄ )2]  (4.25) 

Note that Eq. (4.25) simplifies to Eq. (4.9) when 𝑎 ≫  𝑑.  

The total energy release rate can be calculated using Eq. (4.25), summing the G values calculated 

for each beam independently (which are not necessarily displaced by the same amount). 
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4.2 Fabrication of double-cantilever beams 

The double-cantilever beams were fabricated by FIB milling (see section 3.6) in a FEI Helios 

Nanolab 600 DualBeam. Tuning of ion beam parameters (e.g. current, magnification, milling time), 

shapes and volumes milled at each stage, number of stages, etc. requires a combination of practical 

experience, knowledge of FIB milling mechanisms as well as response of a specific target material 

to the sputtering. 

For these reasons, a certain number of square or rectangular pillar were first fabricated to gather 

useful information on the dose of ions required to mill a certain volume and design the shapes that 

would allow minimization of re-deposition and tapering.  

Subsequently a fabrication process of the DCB was structured in several stages all executed at 

30 kV and with the sample placed normal to the FIB column (i.e. at 52° tilt with respect to the 

SEM column in the Helios Nanolab) and with the long edge parallel to the tilt axis of the SEM 

stage. The first stages were executed at high currents to maximise the rate of sputtering and reduce 

fabrication times. However, low currents are required to minimise ion damage and obtain the 

milling resolution that allows the edges to be shaped with sufficient quality. Therefore, the current 

was reduced as the fabrication proceeded, roughing first with currents of 21, 10 and 7 nA, to create 

a sufficiently large trench around the DCB and to reduce the cross sectional area of the test DCB.  

The dimensions and shape of the trench were designed to both allow accommodation of the wedge 

on top of the DCB and to afford a view on the growing crack (when the sample is loaded at 30° 

to the electron beam). During testing the wedge indenter was placed to be flush with the edge of 

the DCB in order to prevent obstruction of the DCB face observed. With such a constraint the 

minimum distance between the trench short edge and the DCB short edge is given by the length 

of the tip less the length of the DCB long edge. However, since the DCB needs to be tilted with 

respect to the electron beam normal axis during testing to obtain a view on the wall where the 

crack propagates, a trench edge too close to the DCB would obstruct such view. Thereby, for 



Double cantilever beam wedging at the microscale 

127 
 

some of the DCBs a narrower trench was added to the two short sides to act as viewing window 

on the DCB (see Figure 4.3-(b) and Figure 4.1).  

Thereafter the probe current was reduced to 1 nA to obtain the final cross section dimensions and 

clean all the sidewalls. Using the same current, the sample was tilted by −1° and +1° from the 

normal to the ion column to mill the bottom and top sidewalls (i.e. the long edges) respectively, in 

order to further reduce the taper. Once the rectangular sample was prepared, a trough was cut into 

the top at normal incidence at 1 nA. Finally, a notch was cut using a line scan at 10 pA to create a 

stress concentrator and initiate the crack.  

 

Given that the fabrication of such geometry entails a significant number of steps, the drawing of 

rather complex shapes and accurate positioning of trough and notch in the centre of the DCB 

cross section, an automated routine was designed to make the process consistent and time efficient 

for a number of specimens. Initially, a custom script was written in AutoScript™, a language based 

on BASIC, and run under RunScript™ to pass instruction from the computer to the FEI FIB 

system. The script consists of a parent script and several child scripts. This structure was chosen 

to ease its reading and modification, especially when only a few parameters related to the geometry 

or ion currents ought to be tweaked. Furthermore, this structure allowed editing of the number of 

stages for the milling and their parameters without the need of creating large amounts of new code; 

instead, the same child script could be simply re-called multiple times, modifying or adding the 

new required parameters in the parent script. Additionally, the script permits the creation of a 

matrix of pillar of as many as desired rows and columns. To this end, in the parent script is possible 

to set the numbers of pillars wanted, the distance between them, the depth of milling for each 

stage, length and width of final pillar and surrounding trench and aperture (i.e. indirectly the 

current) to be used in each stage.  

Later a different software, viz NanoBuilder (FEI), became available that allows graphic drawing of 

the desired shapes while ion beam parameters required for each set of shapes are input as separate 
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“layers”. The procedures developed within Autoscript were translated into this new, and easier to 

use, scripting interface. 

In both software tools an image correlation alignment procedure was implemented in between 

each step to correct possible beam shifts caused by the change of current. Two different alignment 

procedures were used, one for the rough milling and one for the fine milling at lower currents and 

higher magnification. For the first alignment a fiducial mark, typically a cross, was milled before 

starting the DCB fabrication at a known distance from the chosen location where the DCB notch 

was desired (Figure 4.3). The cross correlation procedure was then set to acquire images with the 

ion beam within a reduced window of the entire frame, so to scan a template region twice as large 

as the fiducial mark in the location where it was initially milled. The images acquired were then 

cross correlated to a reference stored image of the fiducial mark. The function then returns the 

location of the best match, i.e. the coordinates of the fiducial mark, if successful. Should an 

undesired offset be measured, the ion beam is then shifted to allow the milling to proceed at the 

correct location. In practice, using this alignment procedure alone for the entire fabrication the 

trough and notch were often found to be milled off-centre of up to ~200 nm. This is owed to the 

fact that in this first alignment the horizontal field width used was rather large (>50 μm) for it 

needed to capture the entire milled area, including the fiducial marks. As a consequence the 

resulting step size resolution of the FIB raster was poor and the accuracy of this alignment was 

deemed to be unsatisfactory for the final stages. To overcome such an issue, a second alignment 

was adopted to recognize the contour of the top view of the DCB at high magnification and used 

to position the trough and line along its central axis. 
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Figure 4.3 — Matrix of DCBs milled on a single crystal Si sample. A recognisable fiducial mark was milled at a given distance 
from the desired location from the centre of DCB top surface; in this sample the mark was a cross with four squares positioned in 
its quadrants. Despite a few visible failures of the beam shift adjustment between different milling steps due to errors in the cross 
correlation procedure (a), automated milling allows the fabrication of DCBs with consistent geometry and little or absent 
intervention (b).  

The final DCB geometry had nominal dimension of between 10 and 15 μm height (l), 2 μm width 

(2d), 5 μm thickness (t), and other dimensions as outlined in Figure 4.1. Images were captured to 

record actual dimensions of each DCB for subsequent analysis. 

In order to validate the technique, DCBs were first fabricated on one of the single crystal portion 

of the 6H-SiC bi-crystal specimen with the notch aligned to obtain a cleavage of the basal plane 

with propagation along the <a> direction. Subsequently, more DCBs were fabricated on the same 

sample, yet this time aligning the notch with the glassy interface bonding the bi-crystal together 

and vertically running parallel to the <a> direction of the 6H-SiC crystal. In this case it was difficult 

to image the interface because its thickness is comparable to the resolution of the SEM, i.e. a few 

nanometres. In addition, since the atomic mass difference between SiC and SiO2 is small, a poor 

contrast is obtained in backscatter mode. However, after the sample has been imaged by FIB, due 

to preferential etching, the interface can be seen running through the centre of the sample as in 

Figure 4.4 (pointed by the arrow).  
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Therefore initial imaging of the sample surface was performed with a low current ion beam to 

locate the interface layer and the DCBs were fabricated using the same procedure as outlined 

above.  

 

 

Figure 4.4 — High resolution backscatter top view image of the DCB milled along the glassy interface. The white arrow 
indicates the glassy interface confined between the two coupons of SiC. It is difficult to image the interface because its thickness is 
comparable to the resolution of the SEM. In addition, since the atomic masses between SiC and SiO2 are similar they do not show 
a good contrast in backscatter mode. However after the sample has been FIB’d due to preferential etching the interface can be 
seen running through the centre of the sample as in the image. 

4.3 In situ mechanical testing setup 

Testing was performed using the Alemnis nanoindenter used in displacement control (see 

paragraph 3.7). Displacement rates of between 1 nm s-1 and 2 nm s-1 [Figure 4.6-(a)] were used to 

achieve a low crack propagation speed and collect a high number of video frames for analysis. For 

the majority of tests, the displacement ramp was kept linear until the crack reached the bottom of 

the visible portion of the DCB and then the tip was retracted before causing complete failure of 

the DCB, for a test length of ~5 minutes. In three tests on single crystal SiC DCBs, after the crack 

had propagated a few microns into the DCB, the indenter was held in position with the DCBs still 

loaded for ~5 minutes to observe crack stability. 
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4.4 Fracture energy measurement 

The measurement of fracture energy is possible once elastic modulus 𝐸 and Poisson’s ratio 𝜈 are 

known and by direct measurement of beam width 𝑑, maximum displacement 𝛿 and crack length 

𝑎, as per Eq. (4.25). Measurements of each beam width were taken as the distance from the external 

edge to the crack wall using high resolution SEM images captured within the in situ experiment 

towards the end of the test, when the crack was longer. Three measurements along the height of 

each beam were averaged to obtain the final value. 

Similarly, beam displacement and crack length measurement were performed on the SEM images 

collected during the test, adopting custom MATLAB scripts to make the process more efficient 

and accurate. A series of scripts were written as functions and incorporated in a parent script to 

make their execution and debugging easier. A first script is used to acquire all the necessary pieces 

of information from the recorded video such as frame rate, resolution, number of frames, duration 

and finally to store the video as a stack of single frames after converting them from RGB to grey 

scale. 

A second script allows the frames to be cropped to reduce them to the region of interest for the 

analysis through the input of the position of two opposite corners picked by mouse clicking them 

on the image. This is followed by an initial registration of all frames performed in a subregion of 

all the frames using a MATLAB function normxcorr2 to cross-correlate such subregion in all frames 

to that in the first frame, essentially obtaining that a point away from the bending DCB is fixed in 

the same position within the frame for all frames. This reduces the effects of image drift, caused 

by sample or nanoindenter compliance and sample charging under the electron beam.  

Next, measurements of maximum displacement 𝛿 were performed using a similar cross-correlation 

procedure to track the DCB edge position at the contact point with the wedge for each frame, 

with respect to the position within the first frame, i.e. when the beam was still unloaded. This is 

done by scanning the intensities, on grey scale, along a horizontal line centred on the edge at the 
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first frame. The mean value of the intensity distribution along the line is subtracted to each intensity 

value to have a zero mean distribution. The zero mean distribution is finally normalised with 

respect to the standard deviation, multiplied by a periodic function and then cross correlated. 

The coordinates of the crack tip position were selected ‘manually’, i.e. mouse clicking on their 

position on the image, augmenting contrast within the script to facilitate its identification (as the 

contrast and number of pixels made development of an automated routine difficult). Since the 

nanoindenter sits on the SEM stage with its indentation axis tilted 30° with respect to the 

horizontal plane, all the measurements along the vertical direction of the image were corrected for 

foreshortening. 

4.5 Experimental results for fracture energy of 6H-SiC and glassy 

interface in SiC bi-crystal 

In the single crystal SiC DCB labelled SC 4 the crack initiated at the pre-notch and grew without 

any bursts until the test was terminated and the tip retracted after a ~2 μm crack growth. In the 

other three single crystal SiC DCBs, the crack initiated ~100 nm on the left of the FIB-milled 

notch, indicative of a subtle asymmetry in the loading geometry or the presence of a sharp corner 

at the bottom of the trough where the stress concentrates. Once the DCB was loaded, the crack 

propagated straight and its growth was stable. This is shown in the sequence of frames extracted 

from the video recorded during the test of SC 2 (Figure 4.5) and the test was stopped when it 

reached a crack growth of ~4 μm. 
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Figure 4.5 — Stable crack growth. A sequence of frames extracted from the video recorded during one of the in situ tests. The 
wedge tip at the top can be seen moving down as the test advances, causing the opening of the DCB; the crack slowly grows for a 
few microns over a total time of more than 350 s until the tip displacement is stopped and held in position.  

Figure 4.6-(b) shows the deflection of the two beams of the DCB SC 3 plotted against time from 

the start of the test measured in pixels, then converted to microns, as obtained through image 

cross correlation. After an initial period of energy storing with no lateral movement of the beams, 

the data show a linear displacement of both cantilevers at the contact point. Although the frames 

were registered for overall movements independent from beam bending, as explained above, an 

equal and opposite movement of the two beams is evident in the first portion of the plot in Figure 

4.6-(b), indicating a movement of the DCB under the initial load. The bending starts after ~200 s 

and continues to increase linearly until the tip displacement is stopped and held in position. The 

cross correlation records negligible movement of the beams during this stage; an increase in beam 

displacement was only recorded when the tip displacement was resumed, as can be noticed 

comparing Figure 4.6-(a) and (b). For the purpose of fracture energy measurements, only the time 

interval during which the crack growth was observed was taken into account [see crack growth 

interval indicated in Figure 4.6-(b)]. In order to reduce noise a linear fit of the data for the energy 

measurement calculation was performed. 
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Figure 4.6 — Data analysis of DCB cracking. (a) Tip displacements as setup on the nanoindenter for four of the tests conducted 
on the single crystal (SC) SiC samples. (b) Displacement of left and right beams of the sample SC 3 measured by image cross 
correlation of the edges during the total test length. Dotted lines are used to show the interval of time in which the crack growth 
was measured. The curve is fitted according to a third order polynomial with R2 = 0.95 for left beam and R2 = 0.96 for right beam. 
(c) Crack length measured on sample SC 3 from the point of crack nucleation until the tip was stopped to hold position. Fitted 
data (R2 = 0.98) was used for the fracture energy measurement to reduce the noise in the data. (d) Fracture energy value measured 
over crack growth for the four SC SiC samples and the three SiC bi-crystals with SiO2 interlayers (IL), showing good reproducibility 
and a significant difference between the values of the two system. 

The history of crack growth with time [one plot of which is shown in Figure 4.6-(c)], although 

presenting small jolts, is relatively steady and highly controlled in all the DCBs tested. This was 

demonstrated in three of the tests in which, after an initial crack propagation, the wedge tip was 

held still for 5 minutes with consequent crack arrest until the tip displacement was resumed [Figure 

4.6-(a)]. Similarly to the lateral displacement data, crack length against time data were fitted to a 

third degree polynomial to reduce noise prior to use in the fracture energy calculation. The crack 

speed measured as an average from start to end is in the range between 25 and 29 nm s-1 for all 

the single crystal DCBs (this compares with a loading rate of between 1-2 nm s-1).  
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Using the beam deflection, crack length and beam thickness as measured from the test images, 

along with an elastic modulus of 480 GPa and Poisson’s ratio of 0.18 the fracture energy data 

shown in Figure 4.6-(d) and Table 4.1-(a) were obtained. Given the anisotropy of SiC, the elastic 

modulus used is calculated using the values of elastic constants from Landolt-Börnstein [167] and 

for the orientation parallel to the (0001) plane. Similarly, the appropriate Poisson’s ratio was 

extracted for the two mutually orthogonal directions to the (0001) plane. 

This same method was used to measure the fracture energy of the glassy interfaces in the three bi-

crystal DCBs. For these experiments, the crack started tens of nanometres on a side of the milled 

notch (that acts as a stress concentrator) for all the tested specimen and proceeded constantly for 

~2 μm until the tip displacement was stopped and retracted. Given the small volume of the 

interface compared to the silicon carbide, the same Young’s modulus and Poisson’s ratio used for 

the single crystal SiC were used to measure the fracture energy of the interfaces (as the majority of 

the elastic energy is stored within the SiC beams).  

For completeness, the respective fracture toughness values were calculated (see Table 4.1) through 

𝐾𝐼𝑐 = √𝐸┴𝐺𝑐  , where 𝐸┴ is the elastic modulus perpendicular to the (0001) plane (taken as 554 GPa 

for the current experimental work, using the values of elastic constants from Landolt-Börnstein 

[167]). Given the small value of Poisson’s ratio in this case (of about 0.08 for 𝜈12) the difference 

between plane stress and plane strain assumptions is negligible. 

DFT calculations of the surface energy for the 6H polymorph of SiC were performed with the 

CASTEP code [168]. Details of the DFT calculations method are published elsewhere [169]. The 

results are summarised in Table 4.1. 
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Table 4.1 — Comparison between experimental and simulated fracture/surface energy values of SiC and glass. (a) 
Simulations and experimental results for the surface and fracture energies of 6H- and 3C-SiC. (b) Theoretical estimate and 
experimental results for silica glass, and experimental results for the glassy interface of the SiC bi-crystal. The experimental values 
measured in the current work are the average of all the fracture energy measurement obtained with crack evolution. ± indicates the 
standard error as obtained by Monte Carlo based error propagation. The respective fracture toughness values from the current 
work were calculated as detailed in Results and Methods sections. 

Description 
Lattice 
constant  
a / Å 

Lattice constant 
c / Å 

Surface energy* 𝟐𝜸 or 
Fracture energy** Gc / 
(J m-2) 

Fracture 
toughness KIc / 
(MPa m0.5) 

Reference 

(a)      

6H-SiC (Micro-scale 
experiment) 

– – 5.95 ± 1.79 ** 1.80 ± 0.26 Current work 

6H-SiC (Macro-scale 
experiment) 

– – 20 ± 5 ** 3.3 ± 0.2 [170–172] 

6H-SiC(LDA) 3.05 15.02 8.58 ± 0.04* 2.18 ± 0.03 [169] 

6H-SiC(GGA-PBE) 3.09 15.19 7.71 ± 0.04* 2.01 ± 0.03 [169] 

6H-SiC DFT 
combined 

– – 8.15± 0.44 2.10 ± 0.08 [169] 

3C-SiC(LDA) 4.34 – 8.34*  [173] 

3C-SiC(Tersoff 
screened) 

4.32 – 3.70*  [173] 

3C-SiC(PBE) – – 8.40*  [173] 

(b)      

Glassy interface of 
SiC bi-crystal 

– – 3.35 ± 1.16 **  Current work 

Glass of different 
compositions  

– – 7.00-9.50**  [174] 

Theoretical estimate 
for silica glass 

– – 
1.00*  

[174] 

4.6 Error analysis 

In order to better understand the bounds of the values obtained by experimental testing, an error 

propagation analysis was performed on the data for the SC and IL SiC DCBs. For such analysis, a 

Monte Carlo based error propagation analysis was used, whereby the input parameters, the 

variables in Eq. (4.25), are subjected to variation, according to a specific distribution, with known 

variances taken into account. Generally this is done by generating a set of random numbers to 
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have statistical distribution similar to the real variables and used as input, thereafter the output is 

observed. In this case, variables for the analysis with known errors were adjusted independently to 

have a Gaussian distribution with a known standard deviation. The mean of each distribution was 

the measurement for each test and the standard deviations based upon experimental measurement 

error. For each variable a set of 1000 random numbers was generated with the statistical properties 

mentioned, using a custom script on MATLAB. The variables and distributions are listed in Table 

4.2 and Figure 4.7. 

Table 4.2 — Variables for the Monte Carlo based error propagation. Variables for the analysis with known errors were 
adjusted independently to have a Gaussian distribution with a known standard deviation. The mean of each distribution was the 
measurement for each test and the standard deviations (SD) based upon experimental measurement error 

Quantity Description Uncertainty 

Pixel to micron 
pixel to micron conversion ratio used to measure distances from image 

analysis 
1 pixel SD 

Disp L 
correction factor for left and right cantilever displacement to neglect 

initial recorded movements independent from pure bending and not 

corrected by frame registration 

0.5 pixels SD 

Disp R 0.5 pixels SD 

Viewing angle 
indentation axis tilt angle with respect to SEM stage used to correct 

for foreshortening 
3° SD 

Young’s modulus elastic modulus, E, used in Eq. (4.25) 10 GPa SD 

Poisson’s ratio Poisson’s ratio, ν, used in Eq. (4.25) 10% 

Cantilever width L 

left and right cantilever width, d, used in Eq. (4.25) 

1% 

Cantilever width R 1% 

Pre-notch position 
position of contact point between wedge and beam used to determine 

pre-notch length (and crack length by cumulative difference) 
10 pixels SD 
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The total mean for each DCB was then calculated as the mean of all the mean values [Eq. (4.26)], 

while the standard error of the mean for each DCB was calculated as the square root of sum of 

squares of the standard deviations for each crack increment, divided by the square root of the 

number of crack increments measured during testing [see Eq. (4.27)];

 𝜇𝐷𝐶𝐵,𝑖 = 
1

𝑁
∑𝜇𝑐𝑟𝑎𝑐𝑘,𝑛
𝑁

   (4.26) 

 𝑠. 𝑒.𝐷𝐶𝐵,𝑖 = √
1

𝑁
∑(𝑠. 𝑑.𝑐𝑟𝑎𝑐𝑘,𝑛 )2

𝑁

  (4.27) 

In Eq. (4.26) 𝜇𝐷𝐶𝐵,𝑖 is the total mean value of fracture energy for the 𝑖th DCB, 𝑁 is the number of 

crack increments measured for that DCB, 𝜇𝑐𝑟𝑎𝑐𝑘,𝑛 is the mean value of fracture energy at the 𝑛th 

Figure 4.7 — Gaussian distribution of random inputs used for the Monte Carlo based error propagation analysis. The 

distributions shown were used for one of the single crystal SiC DCBs. 
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crack increment as obtained by the Monte Carlo error propagation analysis. In Eq. (4.27) 𝑠. 𝑒.𝐷𝐶𝐵,𝑖 

is the total standard error of the mean for the 𝑖th DCB and 𝑠. 𝑑.𝑐𝑟𝑎𝑐𝑘,𝑛 is the standard deviation at 

the 𝑛th crack increment as obtained by the Monte Carlo error propagation analysis.  

The result of the error propagation analysis for one of the SiC SC DCB is shown in Figure 4.8 

where with the blue bar are plotted the standard deviations, 𝑠. 𝑑.𝑐𝑟𝑎𝑐𝑘,𝑛 , and with the red dot is 

plotted the mean value, 𝜇𝐷𝐶𝐵,𝑖 , of fracture energy for each crack increment. 

The results are plotted together with DFT calculations and compared to values in literature in 

Figure 4.9. 

 

Figure 4.8 — Result of Monte Carlo based error propagation analysis on the measurement of fracture energy with 
crack length for one of the single crystal SiC DCB. The blue envelope represents the standard deviation, while the red line 
the mean value. 
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Figure 4.9 — Comparison of data obtained in current work from experiments and DFT with existing literature on 
macroscopic tests. Data from current experimental work are measured as the average whilst the error bar represents the standard 
error, both as obtained from the Monte Carlo based error propagation analysis. Data from literature (McColm [172], Henshall 
[170], Wiederhorn [174]) are represented as mean value, while the error bar represents the scatter. (a) comparison of 
fracture/surface energy data from micro- and macroscopic experimental testing and DFT calculations of 6H SiC (0001) plane; (b) 
comparison of fracture energies measured on glassy interlayer of SiC bi-crystals with values obtained on glass from macroscopic 
tests and theoretical estimate. 
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4.7 Discussion of technique development 

4.7.1 Asymmetries and other geometrical complications 

Symmetry of the DCB geometry would allow the total strain energy stored, whose rate of 

dissipation with crack length is equal to the fracture energy during stable crack propagation [see 

Eq. (4.9)], to be obtained by measurement of the strain energy stored in one of its beams and 

simply doubling it. However, in practice, perfectly symmetrical systems are unlikely in experimental 

sample preparation and testing conditions at this lengthscale. Therefore, in this work each beam 

was analysed independently [Figure 4.10-(b)] and the total energy term obtained by summing the 

two values of the left and right beams. 

Asymmetry is likely caused by: 

 The high lateral stiffness of the nanoindenter tip housing system, which makes any 

misalignment between the tip’s central axis and the DCB’s central axis hard to 

accommodate during the loading, is reflected directly in an asymmetric displacement of 

the beams.  

 A similar effect would be caused by a misalignment between the sample surface normal 

and the tip’s displacement axis, as the two beams would be loaded at two different apparent 

angles by the wedge.  

 Subtle difference in beam thickness, due to difficulties in fabricating small samples (even 

with automated fabrication regimes as employed here).  

For each of the three bi-crystal samples, cracks started tens of nanometres on the side of the milled 

notch. This is likely due to slight asymmetries in the overall loading geometry and the precise 

location of the interface. 

These slight asymmetries require the energy stored in the cantilevers to be measured individually 

to avoid the fracture energy being significantly under- or over-estimated. While this subtlety may 
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not be obvious, in practice it is straightforward to implement asymmetric analysis with this in situ 

geometry. A comparison of the differences between crack growth measurements using asymmetric 

or symmetric analysis is presented in Figure 4.10-(a).  

 

 

Figure 4.10 — Effect of different assumptions on DCB geometry. (a) Plot showing how the fracture energy would be 
erroneously measured should the DCB tested be treated as perfectly symmetrical. For “SC 3 Symmetric” the energy elastically 
stored in the system was measured by simply doubling the energy stored in one of the two beams. It is worth noting that the 
fracture energy could be under- or overestimated depending on whether the beam considered is moving more or less than the 
other beam respectively. “SC 3 Individual beams” was measured by measuring the energy stored in each beam. (b) “SC 3 Simple 
beam” fracture energy is measured applying the simple beam theory assumptions, whereas the values in red are corrected to take 
into account the effect of shear when the crack is short. 

4.7.2 Short crack lengths 

In this work, the fracture energy results are measured taking into account the non-negligible shear 

component that arises because the beam length is comparable with its thickness [Figure 4.10-(b)], 

i.e. when the crack is short. This low aspect ratio beam correction enables reliable measurement 

of the fracture energy value with variable crack length and demonstrates that the technique lends 

itself to the investigation of small regions of interfaces at short distances from the surface in real 

materials.  

4.7.3 Taper 

FIB milling normal to the sample surface is known to produce tapered final geometries, however 

the analysis presented in this work considers the cantilevers made of constant cross section along 
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its length. It is therefore important to design the milling steps to minimise the taper in the final 

geometry or alternatively the analysis would need to take this into account in the analytical solution.  

In the latter case, a correct elastic solution would require an accurate knowledge of the three-

dimensional geometry of the DCB. 

4.7.4 Fracture energy or surface energy 

From the high resolution SEM images the crack propagation in the single crystal SiC appears to 

create two new smooth edges with no evident deviation from a linear path. The crack tip is sharp 

and no plastic deformation is expected around it and likewise no toughening mechanisms are 

available in the material examined. Furthermore, it is worth noting that the energy values were 

measured far from the notch and so the author does not expect it to be affected by crack initiation 

processes or ion penetration damage, which is found to be <100 nm from the surface [161,163].  

The measured values of 5.95 ± 1.79 J m-2 (measured as average of all the fracture energy 

measurement obtained with crack evolution, where ± indicates the standard error as obtained by 

Monte Carlo based error propagation, see section 4.6) are thus likely to be representative of twice 

the surface energy (i.e. 2γ). DFT calculations performed by P. Patel and Dr. J. R. Kermode estimate 

the surface energy to be 2γ = 8.15 ± 0.4 J m-2, taking into account uncertainties arising from the 

existence of three inequivalent termination planes for 6H-SiC in the [0001] direction, from the 

exchange-correlation functional used and numerical approximations such as finite basis set [175]. 

The DFT estimate of the surface energy is slightly higher than the experiment.  

Similarly, the values obtained by testing the bi-crystals potentially provide the surface energy of 

the SiC-glass-SiC interface. Wiederhorn [174] reported values of fracture surface energy for glasses 

with different chemical composition in a range between 7.0 and 9.5 J m-2 at 300 K, comparing 

them with a theoretical estimate of 1.0 J m-2 for surface energy obtained by Charles and reported 

by Wiederhorn [174]. The crack surfaces obtained by Wiederhorn showed edges with angles 

varying as much as 30° to straight path and these deviations will result in a larger work of fracture. 
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Therefore the lower value obtained in the present work falls reasonably between the theoretical 

and experimental values found in the literature. 

4.8 Fracture along the Al2O3/Nb interface 

The systems described thus far are characterised by brittle fracture; in this case the effect of 

plasticity on the value of fracture energy is negligible. On the contrary, the fracture at or near 

interfaces between ceramic and metal can be characterised by the presence of a plastic zone ahead 

of the crack tip as the stress in this area reaches and passes the yield strength of the metal phase. 

As the metal phase is confined in smaller and smaller volume by a ceramic so is the plastic zone, 

therefore its effect on the energy required to propagate a crack is reduced. In chapter 1 some of 

the difficulties associated with the study of metal/ceramic interfaces using macroscopic tests were 

reviewed; a major one being the thickness of the metal layer, which tends to be larger than 10 μm. 

The objective of the study presented here is to establish whether a similar configuration and same 

analysis tools developed on the SiC samples could be employed to measure the resistance to crack 

growth at the interface of thin metal-ceramic interface, in particular a sapphire bi-crystal bonded 

by a niobium layer of thickness of few tens of nanometres. Samples of this system were 

manufactured by Dr Rui Hao, who subsequently manufactured them into DCBs for fracture 

energy testing. The thinnest metal layers obtained and tested were of 30 and 60 nm of thickness. 

Here the results obtained with two DCB tests of the 60 nm and one of the 30 nm interlayer are 

presented. 

4.8.1 60 nm niobium layer 

The images collected during the test show that different toughening mechanisms act during the 

crack propagation in the DCBs with the thicker metallic layer (60 nm). As a consequence, the 
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measurement here are performed using the raw data in order to follow the change in crack growth 

and cantilever displacement rate and consequently fracture energy.  

In Figure 4.11 six frames extracted from the video recorded during the test on 60 nm - DCB 1 

show that after an initial stage in which the crack extends little and is accompanied by evident 

crack tip blunting on the right side of the interface, occurring between frame 1 and 23, the crack 

extends a bit further on the right side before deflecting and then growing further on the left side. 

As the crack extends on the left side, a metal ligament is left behind the crack front. This creates 

two distinct zone in the plot of crack growth against frame number during the period examined 

[Figure 4.11-(b)], in the first part of which the crack grows slowly and almost stops, while after the 

jump, between frame 38 and 39, the crack growth proceeds at a faster rate. In contrast, the 

cantilever displacement appears to evolve close to linearly. It follows that the fracture energy 

initially increases during the period in which crack tip blunting occurs with little growth, i.e. 

between frames 1-23, to then start to decrease as the crack growth starts proceeding faster. The 

jump in the crack growth is reflected in a drop in fracture energy, however the value remains 

relatively high due to crack bridging. With the crack extending further, no further activations of 

toughening mechanisms are observed and the effect of the bridging is reduced gradually until the 

fracture energy drops to a nearly constant value of 21.93 ± 5.09 J m-2 for the last 35 data points, 

i.e. from frame 80. 
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Figure 4.11 — DCB 1 on Al2O3 bi-crystal with a 60 nm thick Nb interlayer. (a) 6 of the 113 frames extracted from the video 
recorded during the test. The red crosses show the crack tip position as selected for the fracture energy measurements. Crack tip 
blunting can be noticed between frame 1 and 30, thereafter the crack deflect on the left side leaving a “bridge” behind and then 
extends without further interruptions. (b) Plot of crack length against frame number, i.e. time, showing the effect of the toughening 
mechanisms, crack tip blunting first and bridging after, on the extension rate. (c) Beam displacement evolution with frame number 
appears to be nearly linear during the crack growth. (d) and (e) Fracture energy as function of frame number and crack length 
shows the effect of the toughening mechanisms. Initially, the energy increases due to plastic deformation occurring at the crack 
front between frame 1 and 23, then a subsequent extension brings the value down again between frames 23 and 30. From here and 
frame 39, the crack deflection causes a drop in fracture energy, but the formation of crack bridging keeps the value high. The 
fracture energy then continues to reduce as the crack bridge has less and less effect on the field at the crack front as the ligament 
shears for the further opening of the beams and the crack extends further away from it. 
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The frames and the values extracted from the test on 60 nm - DCB 2, in Figure 4.12-(a), present 

a different case in which no crack bridging is observed, instead evident plastic deformation takes 

place during the majority of the crack extension. At the beginning of the crack extension, in the 

first ~40 frames, the rate of both the crack and cantilevers displacement is low [Figure 4.12-(b) 

and (c)] and the crack appears straight and sharp; in turn the fracture energy oscillates around the 

value of 35.23 ± 13.35 J m-2. Thereafter, the crack tip radius is seen broadening ever more and the 

plastic zone extending further ahead of the crack, to the point that assessing what constitutes the 

crack tip becomes difficult, see frames 87 to 151 in Figure 4.12-(a). During this process the fracture 

energy reaches a value of ~150 J m-2 [Figure 4.12-(d) and (e)], however after frame 84 it is likely 

that the crack length was underestimated as it appears from frame 129. Between frames 129 and 

frame 151 the crack is seen to grow within the Nb interlayer. In the final 5 frames the fracture 

energy measured drops back to a value of 32.90 ± 5.90 J m-2. 
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Figure 4.12 — DCB 2 on Al2O3 bi-crystal with a 60 nm thick Nb interlayer. (a) 6 of the 156 frames extracted from the video 
recorded during the test. The red crosses show the crack tip position as selected for the fracture energy measurements. The crack 
is seen to grow little up to frame 44, then extends between frames 44 and 56. Crack tip blunting can be noticed becoming ever 
more severe between frame 56 and 87, thereafter the crack tip position becomes difficult to ascertain and it likely caused 
underestimation of its length as shown in frame 129. Frame 151 shows how the crack grew within the metal interlayer after frame 
87. (b) Plot of crack length against frame number, i.e. time, showing the effect of the plastic deformation ahead of the crack tip on 
the extension rate. (c) Beam displacement evolution with frame number appears to change rate too after frame 44. (d) and (e) 
Fracture energy as function of frame number and crack length shows that the energy value oscillates around the value of 
35.23 ± 13.35 J m-2 in the first 44 frames to then increase rapidly due to crack blunting. The uncertainty on the crack tip position 
between frame 87 and 145 is likely to cause an overestimation of the fracture energy in this interval. Finally, in the final 5 frames, 
the fracture energy drops back to 32.90 ± 5.90 J m-2, a similar value to that measured in the first 44 frames. 
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Despite the difficulties in assessing the location of the crack tip in some of the frames recorded 

during the experiments, the effect of the toughening mechanisms are captured by the 

measurements in both tests on the 60 nm thick interlayers. 

4.8.2 30 nm niobium layer 

In contrast with what observed at the interface of the 60 nm thick layer, in the DCB fabricated 

from the sample with the thinnest layer (30 nm) of niobium the crack propagates without showing 

evident plastic deformation, crack deflection or bridging [Figure 4.13-(a)]. Indeed, the fracture 

energy measured is 11.46 ± 1.95 J m-2 [Figure 4.13-(d) and (e)], i.e. a significantly lower value and 

a smaller standard deviation than the two DCBs with the 60 nm interlayer. 

This reduction of the toughening effect of the thinner layer is expected since, as discussed in 

chapter 1, when the volume of metallic phase is decreased while being confined between two 

surfaces of a much thicker and rather stiff ceramic material the plastic zone is simultaneously 

confined.  

It is worth commenting that the oscillation observed in the crack growth [Figure 4.13-(b)] and in 

the cantilevers displacement [Figure 4.13-(c)] are due to a faulty experiment setup of the Alemnis 

nanoindenter in which a feature was selected that attempts to hold the tip in its position at each 

given position of the indenter displacement ramp. As small amount of drift in the tip displacement 

reading is always present, this imparted a sawtooth wave movement to the tip. However, this is 

deemed to have had little influence on the crack growth evolution. 
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Figure 4.13 — DCB 1 on Al2O3 bi-crystal with a 30 nm thick Nb interlayer. (a) 6 of the 134 frames extracted from the video 
recorded during the test. The red crosses show the crack tip position as selected for the fracture energy measurements. Conversely 
to the two 60 nm interlayer, the 30 nm interlayer seems to impart no visible activation of crack bridging or blunting. (b) The plot 
of crack length against frame number, i.e. time, shows that the crack extension is irregular, moving back and forth. This is caused 
by the indenter tip sawtooth movement due to a wrong experimental setup. (c) Beam displacement evolution with frame number 
also reflects the sawtooth profile of the indenter tip displacement. (d) and (e) Fracture energy as function of frame number and 
crack length reflects once again the sawtooth profile, nonetheless the fracture energy value is measured as 11.46 ± 1.95 J m-2. The 
small standard deviations indicates that this had little influence on the fracture energy measurement. It is interesting to notice that 
with the 30 nm interlayer a significantly lower fracture energy value and a smaller standard deviation was found than for the two 
DCBs with the 60 nm interlayer. 
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4.9 Fracture of diamond 

4.9.1 Single crystal diamond 

After the validation of the technique on all-brittle and brittle-ductile system, there was interest in 

testing diamond samples with the intent to then test PCDs.  

It was decided to start with single crystals, i.e. fabricating the DCBs on large grain of a CVD-grown 

diamond sample, to see whether the test would be successful at all on diamond. Therefore, first a 

low scan and low pattern resolution EBSD map on a ~960x720 μm2 area was collected. Then the 

grain that could be best identified using low focused ion beam currents and related to the EBSD 

map was selected; this grain presented {110} perpendicular to the top surface. Therefore it was 

chosen to fabricate three DCBs so to have the notch aligned to cause fracture along the {110} in 

the [111] direction, using the same geometry and currents used for the SiC samples (see paragraph 

4.2). The lower sputtering yield of diamond with respect to SiC had to be taken into account and 

it translated in a threefold increase in milling time, although a small part of this was due to the 

implementation of a frequent drift correction procedure necessary due to the diamond electrical 

charging during milling. 

Before the test, DCB 3 had collected foreign particles on its top and was discarded. The geometry 

of the trough on DCB 2 presented an almost right angle at the cantilevers internal base and no 

sharp notch; as a result the test was concluded with a catastrophic failure of its arms as shown in 

Figure 4.14. 
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Figure 4.14 — DCB 2 on CVD-grown diamond. Catastrophic failure of the beams attributed to the right angle at the trough 
base, absence of a sharp notch and partially to the foreign material deposited on the top. 

In the test of DCB 1 the crack initiation was accompanied by a crack growth of ~5 μm after which 

the crack growth stabilised for 34 s, thereafter deviated along the easy cleavage {111} plane, that 

is perpendicular to the {110} as visible in the last frame on the right in Figure 4.15-(a). 

During this time interval in which the crack was stable, 21 frames, thus 21 data points, were 

collected for the fracture energy measurements. Given the lower number of frames than those 

collected for SiC DCBs, the raw instead of fit data were used for the measurements. The fracture 

energy values measured are presented together with 5 selected recorded frames in Figure 4.15. 

Upon further revision of the frames [Figure 4.15-(a)] it was noticed that in two of these, the 3rd 

and 20th frame, the crack position was significantly misjudged, and their value excluded from the 

average fracture energy measurement. The use of raw data inevitably generated higher noise in the 

results, nonetheless the average value of fracture energy for this DCB was measured as 12.80 ± 

1.10 J m-2 [Figure 4.15-(e)] which compares well with the value of cleavage energy on {110} of 

13.0 J m-2 reported by Field [102]. 

In order to further improve the test, care should be taken in introducing a sharper notch than that 

on the DCBs tested. Difficulty in introducing the notch arose from the lower sputter yield of 

diamond that hindered the milling of the notch utilizing the same low currents used for the SiC 

DCBs. The high stiffness and relatively high fracture energy of diamond make the notch radius 

particularly important to control the initial crack extension; this is further aggravated by the 
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relatively low stiffness of in situ nanoindentation platforms. The test would also benefit from the 

use of a sharper and smoother wedge, since friction contributes to a discontinuous release of 

energy. 
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Figure 4.15 — DCB 1 on CVD-grown diamond. (a) From the left, an image showing DCB1 before the test, then 5 of the 21 
frames extracted during the stable crack growth interval and finally DCB 1 after the test, showing the final failure along {111}. The 
red crosses indicate the location of the crack tip and beam edges as selected for the fracture energy measurements. The white 
crosses show the actual position of the crack tip in frame 3 and 20, discarded from the analysis. The red and white dashed line are 
used as visual reference to appreciate the effective crack growth between frames 1 and 3-5 to frame 21 respectively. (b) Crack 
growth as a function of frame, i.e. time; small oscillations are due to image wiggling. (c) Beam displacement against frame number. 
The simultaneous shift towards positive displacement of both beams at the 6th frames is indicative of a sudden movement of the 
whole DCB towards the right side of the frame. This is independent from DCB opening and generates some inaccuracy in the 6th 
and 7th frames measurements. (d) and (e) Fracture energy values as a function of frame and crack length respectively. The dashed 
line indicates the value of 13.0 J m-2 reported in literature [102]. The numbers in (e) are the frame numbers.  
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4.9.2 Diamond-cobalt interface 

Attempts were made to fabricate DCBs that could enable the measurement of the diamond-cobalt 

interface energy. The boundary between CVD and PCD on the sample in Figure 4.16-(a) was 

chosen in order to have a straight interface running through the DCB. Unfortunately, the cobalt 

interface proved to be thicker than expected, so that the cobalt was always a significant portion of 

one of the cantilevers and not simply confined in the middle of the DCB, compare Figure 4.16-

(b-d). Tests on these DCBs were conducted despite the impossibility to extract meaningful values 

to assess whether the crack would deviate along the interface at all. 

In one case, Figure 4.16-(b), the crack started growing in the cobalt layer, yet the test concluded 

with a catastrophic failure of the left diamond cantilever when the right cantilever started displacing 

significantly due to the formation of slip bands in the cobalt volume. Similarly in the other tests 

the presence of the cobalt in one of the cantilevers favoured a severe deformation of this beam 

that caused cracking in the diamond volume of the same cantilever. 
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Figure 4.16 — DCB fabricated at the interface between CVD and PCD diamond. (a) top view of the two portions of the 
sample with CVD in the top half of the image and PCD on the bottom half. The two regions are separated by an interface were 
cobalt infiltrated, therefore it was chosen as a good location to have a diamond-cobalt interface running vertically in the middle of 
the DCB. (b-d) show the different DCB fabricated. The cobalt interface was thicker than initially thought, so to be a significant 
portion of the cantilevers, thus deforming plastically under bending. 
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4.10 Summary 

In situ wedging of a double cantilever beam coupled with a displacement controlled testing machine 

afforded a stable and relatively long crack growth at the micrometre lengthscale to be obtained. 

The method was validated by fracturing single crystal 6H-SiC along the <a> direction, finding a 

value of the fracture energy of 5.95 ± 1.79 J m-2, in good agreement with DFT calculations 

performed on the same cleavage plane. Tests were then conducted on a SiO2 interface of ~10 nm 

thickness used to bond two coupons of SiC. These results show a value of 2.74 ± 0.10 J m-2, which 

compares with the range between theoretically estimated and experimentally measured fracture 

surface energy of glass in the literature. 

The loading geometry employed proved that measurement of the evolution of fracture energy with 

crack length is possible at the microscale and without the use of load data; thus reducing the effect 

of notch radius, ion damage and frame compliance on the value found, which are often a concern 

in fracture testing at this lengthscale. 

The same method was then applied to study metal-ceramic interfaces, specifically two sapphire bi-

crystals bonded by 30 and 60 nm thick niobium interlayers. The measurements successfully 

captured the fracture energy variations imparted by toughening mechanisms activated during the 

test.  

Finally, the fracture energy of diamond on the {110}, i.e. not the weakest cleavage plane, was 

measured as 12.80 ± 1.10 J m-2, in good agreement with the value of 13 J m-2 reported in the 

literature. 

The method proposed introduces a new opportunity to study individual grain boundaries and 

microstructural units, thus enabling optimization of fracture properties of specific boundaries in 

ceramics with more complex microstructures. 
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 EBSD analysis of polycrystalline diamonds 

Here microstructure, crystallographic texture and residual stresses are investigated using a 

combination of SEM imaging and EBSD analysis. The information obtained is then exploited to 

understand their influence on the fracture mechanisms. 

5.1.1 Grain size and aspect ratio distribution 

Grain size measurements in PCD have been usually performed using optical microscopy or SEM 

images, yet given the presence of diamond-diamond boundaries and the pool-like form of the 

cobalt phase the detection of the individual grains is not simple. Perhaps for this reason, in the 

literature PCDs are often only distinguished by using the grade of the starting powder or, when 

measured, the grain size is expressed as average value. Differently from most sintered products the 

final grain size is smaller than the starting powder with a larger difference in size distribution 

between powder and final product observed for coarse powders and less significant for smaller 

grades; this is attributed to particle crushing occurring during the cold compaction stage where 

pressure close to that of sintering are reached without heating [115,116,176]. 

However, for mechanical properties in general, fracture mechanics in particular, grain size and 

aspect ratio distributions have a more important role than the average grain size. A study from 

Uehara and Yamaya [3] presents a schematic that compares the distribution of the particle size 

before sintering with the grain size after sintering, yet it does not provide a distribution.  

In this work grain size and aspect ratio distributions of diamond crystals were evaluated from 

EBSD data sets adapting subroutines from the MATLAB toolbox MTEX [177]. The script was 

written to first import and analyse the spatially indexed EBSD data, so to individuate the grain 

boundaries where orientations of adjacent grains would differ of an angle of 7°. Then an arbitrary 

number of minimum 5 indexed patterns per grain, i.e. 5 pixels, was chosen as cut-off for all the 

analysis in order to remove ill-indexed grains. On the selected grains, a “smoothing” operation was 
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carried out using a spline filter to interpolate the missing pixels within the indexed grains. Finally, 

for the evaluation of quantitative data, grains at the edges of the map were considered incomplete 

and excluded. The grain size was then measured as the equivalent grain diameter from its area, i.e 

2√(𝑎𝑟𝑒𝑎/𝜋) [178], thus considering the grain as spherical. 

EBSD is a technique appreciated for the high spatial resolution at which can capture orientation 

data, so that usually many data per grains are measured rather than many single-grain orientations. 

However, for the macrotexture analysis to be statistically sound a certain number of grains is 

needed; this number depends mainly on crystal symmetry and texture sharpness [179]. Several 

studies have demonstrated, as reported in [179], that for cubic materials, such as diamond, texture 

could be picked analysing as little as 100 grains, but a statistically sound representation required 

500-1000 grains, especially to adequately represent weaker textures. 

The analysis was conducted on both fine (G4) and coarse (G30) grained PCDs sintered at 6.8 GPa 

at a temperature of 1500-1550 °C on a standard WC-Co substrate (compare section 3.1.3). 

However, the first was on the top surface of the PCD cutter, the latter was a vertical cross section 

of the PCD. 

The map on PCD G4 was captured scanning a region of 153×115 μm2 with a 0.38 μm pixel size. 

The EBSP for this map were initially set to acquire a data set suitable for HR-EBSD analysis, 

therefore the pattern resolution was set high at 800×600 pixels2 and the exposure time at 250 ms. 

The map shows a uniform distribution of grain sizes across the whole region analysed Figure 5.1-

(a,b). The data set collected contains 4364 grains whose size distribution indicate that after sintering 

98.9% of the grains are smaller than 4 μm with the median shifted to 2 μm, as shown in Figure 

5.1-(d). The minimum threshold for grain detection was imposed at 5 pixels, that is grains smaller 

than 0.72 μm2 or 0.96 μm of equivalent diameter were excluded.  

In the case of coarser grades (G30) three maps of 500×376 μm2 with a 1 μm pixel size were 

collected and their results collated for the grain size distribution analysis, see Figure 5.2-(b). For 

these, the acquisition time was significantly reduced to 2 h 30 m using an EBSP resolution of 



EBSD analysis of polycrystalline diamonds 

160 
 

400×300 pixels2 and an exposure time of 49 ms. The same minimum size of 5 pixels was used for 

the analysis, thus grains smaller than 5 μm2 or 2.52 μm of equivalent diameter were discarded. The 

grain size distribution, plot from a total of 5055 grains, is not only wider than G4 but also bimodal, 

as indicated by the two maxima observed. Taking into account the minimum size considered, a 

first maximum is found between 3 and 4 μm and a second between 17 and 18 μm. This result 

compares well with observations from Gruzdeva [115] showing a similar distribution shape when 

analysing the change in diamond powder size distribution before and after cold compaction, but 

before sintering. Gruzdeva’s study shows that the powder size distribution always has one 

maximum at a constant position for all powders analysed and a second maximum that would shift 

toward larger sizes with increasing grain size, therefore leaving a mixture of two fractions. 

Assuming that the cold compaction stage imparted in PCD G30 a similar particle size distribution 

as observed by Grudzeva, the bimodality found in this work shows that such size distribution is 

preserved during the sintering.  
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Figure 5.1 — Grain size and aspect ratio distributions for PCD G4. (a) Inverse pole figure map with respect to sample z-axis 
(IPFz), i.e. in this case normal to the cutter top surface. Colours in the map are related to the crystallographic orientations with 
respect to the sample z-axis as indicated by the legend. (b) Map showing the grain boundaries (in red) as calculated via MTEX after 
“smoothing” of the data. Only grains with more than 5 indexed patterns and not sectioned by the map frame edge are considered 
for the grain size and aspect ratio analysis. (c) Aspect ratio distribution defined as the ratio between the long and short axes of the 
grain. Here the mode of the aspect ratio is centred at 1.3 with only 1/3 of the grains showing a smaller aspect ratio. (d) Grain size 
distribution, measured as the equivalent grain diameter from its area. This indicates that 98.9% of the grains are smaller than 4 μm, 
i.e. the starting nominal particle size. (e) Map of long axis distribution. Here arrows are drawn at each grain centroid with their 
direction equal to that of grain long axis and magnitude proportional to the aspect ratio; the arrow head points arbitrarily in one of 
the two possible direction at 180° from one other. The area in the “lens” is magnified 2×. (f) Rose diagram showing the distribution 
of long axis direction with respect to sample x-axis. Interestingly, this sample shows a slight asymmetry with a higher frequency for 
angles between 30° and 90° than those in the 90°-150°. 
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Figure 5.2 — Grain size and aspect ratio distributions for PCD G30. (a) One of the three IPFz maps collected on this sample; 
in this case normal to the cutter cross section. (b) Map showing the grain boundaries (in red) as calculated via MTEX after 
“smoothing” of the data. Only grains with more than 5 indexed pixels, with 1 μm pixel size, and not sectioned by the map frame 
edge are considered for the grain size and aspect ratio analysis. 5055 grains have been analysed cumulatively from the three maps 
on PCD G30. (c) Aspect ratio distribution from the aggregated data, distribution is very similar to that of PCD G4. (d) Grain size 
distribution, measured as the equivalent grain diameter from its area. Unlike PCD G4, here the distribution is very wide and shows 
two maxima at 3-4 μm and 17-18 μm. (e) Map of long axis distribution. Here arrows show that often smaller grain seem to be 
aligned as following a flow around bigger grains. The areas in the “lenses” are magnified 2×. (f) The rose diagram shows a tendency 
for the long-axis to align parallel to the sample y-axis, i.e. the cutter cylindrical axis. 
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The results obtained by using MTEX routines have been compared to the conventional intercept 

method for grain size measurements. In order to avoid the problem of detecting the grain 

boundaries from secondary electron images [Figure 5.3-(Micrographs)-(a)], the images captured by 

the forescatter detector [Figure 5.3-(Micrographs)-(b)] were used instead for their orientation 

contrast (see paragraph 3.3). These were then thresholded in ImageJ to transform the original 

image in a binary image with the cobalt pools in white and the diamond grain in black. 

Subsequently a watershed segmentation algorithm implemented in ImageJ was used to connect 

the cobalt pools and draw the grain boundaries [Figure 5.3-(ImageJ)-(a)]. This image processing 

technique essentially treats the image as a surface in which the greyscale intensities indicate the 

depth, with bright pixels being higher than darker ones. In this way the regions presenting minima 

are treated as catchment basins and separated by watersheds [180]. The image obtained was then 

analysed using automatic image analysis as described in the ASTM E1382 and employing the 

MATLAB script published by Lehto et al. [181]. The script measures the grain sizes as all the 

segments between two intercepts along evenly spaced lines arranged in four directions at 0°, 45°, 

90° and 135° [Figure 5.3-(ImageJ)-(b)]. The measurements in the four directions are combined in 

a single array containing all the individual intercept lengths, i.e. the grain sizes. For consistency 

with the measurement performed via MTEX, all grains smaller than 2.5 microns were discarded 

from the analysis. 

The values of average grain size of 8.8 μm obtained by this method is close to that of 8.4 μm 

obtained using the grain size analysis tool of MTEX.  
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Figure 5.3 — Grain size analysis performed via intercept length method. The Micrographs tab shows the original secondary 
electron image (a) and forescatter image (b) for a PCD G30. The forescatter image was modified in ImageJ to segment the grains 
and draw their boundaries (a). Then it an automated script was used to calculate the intercept length between grain boundaries at 
4 different angles, as shown in (b) for the 45° orientation. The grain size distribution so obtained was then compared to the one 
obtained using the same linear intercept method but this time on grain boundaries drawn using the MTEX calculations of EBSD 
data. 

However, the results plotted in Figure 5.4 show a different distribution than that obtained using 

the EBSD data, lacking of clear bimodality. Comparison of the cumulative distribution function 

(CDF) plots highlights the differences between the two distributions. In particular, it becomes 
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easier to notice the regions with a smaller population of data on the distribution obtained by EBSD 

analysis, i.e. those with a lower slope. The CDF for the intercept can be instead fitted with a log-

normal distribution. 

 

 

Figure 5.4 — Comparison of cumulative distribution function for the grain size distributions obtained through analysis of 
EBSD data via MTEX and intercept methods on the ImageJ processed image and on the grain boundaries skeleton obtained via 
MTEX from EBSD data.  

As can be noticed in Figure 5.5, the difference is partly due to inaccuracies in drawing the grain 

boundaries during the image processing; boundaries that were not detected in the relative EBSD 

map are present in the micrograph, thus contributing to increasing the fraction of smaller particles. 

However, when the same method is applied to the binary image obtained by the MTEX analysis 

[Figure 5.3-(MTEX)-(a,b)] the distribution shape remains significantly different and closer to a log-

normal distribution, see Figure 5.4. In order to obtain a meaningful representation of the grain size 

distribution for bimodal materials with the linear intercept method the ASTM E1181 advises to 

estimate the area fractions occupied by the distinct grain sizes and then determine the average sizes 

of the two distinct populations of grain sizes using the intercept method. For a sample like the one 

analysed here it is difficult to draw a clear distinction between different areas and the method 

described results laborious and time-consuming.  
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Figure 5.5 — Grain boundaries drawn using MTEX calculation on EBSD data, in red, and from modified forescattered 
image after binarising and applying a watershed algorithm, in black. As shown in the magnified regions, the watershed 
method oversegmented some of the grains. The areas in the “lenses” are magnified 2x.  

It is worth mentioning that a correction factor such as that proposed by Mendelson [182], often 

used to relate the intercept length to grain size, is introduced to account for a more realistic grain 

morphology and would in this case shift all the values towards larger numbers, yet would not 

modify the shape of distribution. 

 

The aspect ratio was measured as the ratio between the long and the short axis of the two principal 

components of a grain, therefore equiaxial and elongated grains would have aspect ratio equal to 

one and larger than one respectively. 

The analysis found that aspect ratio distributions of both coarse and fine grades show a trend to 

form elongated grains. Interestingly, both samples have the mode of their aspect ratio centred at 

1.3, with only 1/3 of the grains having a smaller aspect ratio, cf. Figure 5.1-(c) and Figure 5.2-(c). 

Figure 5.1-(e) and Figure 5.2-(e) are maps in which arrows are drawn at each grain centroid with 

the direction equal to that of long axis and magnitude proportional to the aspect ratio, with the 

arrow head pointing arbitrarily in one of the two possible direction at 180° from one other. This 
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map offers a visual aid to assess whether there exist areas in which elongated grains tend to form 

or to follow specific patterns. 

It is important to remember here that the PCD G4 sample was a small section cut from the surface 

and unfortunately no information is available on where the sample axes point with respect to the 

former cutter axes. As for PCD G30, instead, the x-axis is parallel to the top surface of the cutter 

and the y-axis parallel to its cylindrical axis, i.e. parallel to the loading axis of the anvils in the belt 

press. 

The arrow map for G4, which appears uniform as shown in the “magnifying lens”, shows no 

particular identifiable patterns, i.e. both directions and magnitude seem randomly distributed. 

On the other hand, G30 presents small clusters of 4-5 smaller grains surrounded by larger grains 

that align in the same direction. These grains, which were likely formed during the comminution 

phase under cold compaction, appear to often align along grain boundaries of the larger grains and 

at times follow their curvature. In addition, their direction tends to lie closer to the cutter cylindrical 

axis, or else rarely perpendicular to it.  

The general distribution of the long axes angle distribution is analysed using the rose diagram in 

Figure 5.1-(f) and Figure 5.2-(f) that plots the angle of the long axis of each grain with respect to 

the x-axis of the sample, the radii of the bars represent the counts. The rose diagram for PCD 

G30, analogously to the grains size distribution, is plot using data from the three maps combined 

and confirms that the long axes tend to lie at ~90° with respect to the map x-axis. Although the 

standard deviation of 43° is large, it is still interesting to observe that there is a depletion of grains 

with the long axis parallel to the WC substrate; the distribution is fitted well with a normal 

distribution. One possible explanation for this is given by the infiltration of molten cobalt from 

the WC-Co substrate driven by the high gradient of pressure that forms between the solid WC-Co 

substrate and the interstitial voids between the diamond particles in the first stages of sintering. 

The liquid therefore flows from the bottom of the PCD layer towards the top and could be 

responsible for a realignment of the particles with higher aspect ratio in the direction of the flow. 
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The distribution for PCD G4 is wider than PCD G30, but the plot shows that although the 

distribution is very close to normal a weak asymmetry stemming from a higher population at the 

smaller angle, 0-60° is present. Further investigation would be needed to assess if this direction 

coincides with a particular direction on the cutter top surface, radial for instance. 

5.2 Texture statistical analysis 

In addition to grain size and aspect ratio, EBSD data were exploited to investigate the texture from 

both a macrotexture, i.e. a statistical evaluation of the population of individual orientations across 

the sample, and a microtexture perspective whereby individual orientations can be related to 

microstructure.  

IPF maps in the sample z direction of both G4 and G30 PCDs do not show regions of similarly 

coloured grains, therefore showing no apparent texture. However, to verify this assumption a 

quantitative evaluation of the texture was performed by means of the probability density function 

of orientations in a specified orientation space (here defined through the Euler angles), better 

known as orientation distribution function (ODF). The ODF expresses the probability that a 

sampled point is oriented within a defined orientation range, i.e. an angular spread, and essentially 

defines the ratio of volume of grains that are oriented within this range over the total volume 

sampled; it follows that ODF is equal to 1 for random orientations. In this work the halfwidth, 

that is half of the angular spread for the ODF calculation, was set at 5°. The ODFs in Figure 5.6 

and Figure 5.7 show a very weak texture with a maximum intensity of only ~1.5 and ~1.4 for PCD 

G4 and G30 respectively. 
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Figure 5.6 — ODF for the (100), (110) and (111) crystal orientations in PCD G4 

 

Figure 5.7 — ODF for the (100), (110) and (111) crystal orientations in PCD G30 

5.3 Stress analysis 

A preliminary study was conducted with the dual objective of evaluating whether the EBSD 

pattern quality of diamond was sufficient to conduct high angular resolution analysis through the 

XEBSD software (see paragraph 3.4.2) and evaluating the variation of stresses across large grains. 

The investigation on the residual stresses of type III continued by evaluating the stresses present 

in PCDs on CVD grown diamond and on regular WC substrates. 
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5.3.1 Preliminary study on CVD diamond 

A preliminary study was carried out on an as-received sample consisting of the cross section of a 

stack of WC, CVD-grown diamond and PCD.  

 

Figure 5.8 — Section of a composite sample containing both regions of sintered PCD and CVD-grown diamond on a 
WC substrate.  

The CVD-grown diamond is composed of columnar grains up to 50 μm wide and 150 μm long. 

Given their large relative size, these grains were chosen as a good candidate to assess the ability of 

measuring the local stress gradient of a single diamond grain via HR-EBSD. The map was collected 

on a region of 302×226 μm2 with a 1 μm pixels size, 800×600 pixel2 EBSP resolution and 180 ms 

exposure time, thus amounting to ~3 h 30 m total scan time. 



EBSD analysis of polycrystalline diamonds 

171 
 

 

Figure 5.9 — Stress state in single grain on CVD sample (cf.Figure 5.8). (a) Map of in-plane residual stresses, two normal and 
one shear, measured across the grain (b) histograms of stress across the grain. (c) normal probability plots of the stress distributions. 
The two normal stresses follow an almost straight line up to high stresses, indicating a normal distribution. The shear stresses 
follow the normal distribution for a shorter range of stresses and show that some locations near the grain boundaries have 
exceptionally higher shear stresses with respect to the average.  

The in-plane stress map on the CVD single grain shown in Figure 5.9-(a) reveals obvious stress 

variations across the grains of up to 2 GPa. The data were statistically evaluated by plotting the 

histogram of each of the three in-plane stress components, that are σ11, i.e. the normal stress in 

direction parallel to the sample x-axis, σ22, i.e. the normal stress in direction parallel to the sample 

y-axis, and σ12, i.e. the in-plane shear stress. These histograms, in Figure 5.9-(b), provide a picture 

of how each of the three stresses is distributed and highlight possible differences between them. 

These histograms are also later used to facilitate comparisons of stress distributions among 

different regions of the same sample and also among different samples. In the case of this single 
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grain, for instance, the plane stresses in the two normal directions σ11 and σ22 have a wide and close 

to normal distribution. The σ12 component, on the other hand, has a significantly narrower 

variation across the grain. To further evaluate the type of distributions, the data collected were 

sorted on normal probability plots, where the frequency data of the stress values are arranged on 

the y-axis of a plot so that a normal distribution appears as a straight line. These plots allow a quick 

and graphic assessment of whether the data analysed follow a normal distribution and provide a 

clear comparison of the distribution width through their slope, with steeper lines related to 

narrower distributions and vice versa. From the normal probability plots [Figure 5.9-(b)] it is 

evident that the residual stress distributions follow the straight line of normal distribution only for 

small stress variations around the mean value, which is always brought to zero within each grain. 

The departure from normal distribution at the tails, here evident especially for the shear stresses, 

is indicative of the presence of localised higher stress gradients in some regions of the grain than 

it would occur in a normal distribution. 

The standard deviation of these distributions is used to describe the range of stress state found 

within each grain with a single representative value. Standard deviations of up to 1.3 GPa were 

found in the CVD grain, indicative of the high stress gradients that this material is capable of 

withholding under elastic conditions. A summary of these values is presented in Table 5.1.  

 

Table 5.1 — Standard deviations of residual stresses measured in individual grain across the entire map. 

 CVD 
PCD G30 on 

CVD — Map 1 

PCD G30 on 

CVD — Map 2 

PCD G4- 

Map 1 

PCD G4- 

Map 2 

PCD G4/G30- 

Map 1 

PCD G4/G30- 

Map 2 

σ11 (GPa) 0.8 0.7 0.3 0.6 0.3 0.3 0.2 

σ12 (GPa) 0.4 0.4 0.3 0.4 0.2 0.1 0.1 

σ22 (GPa) 1.3 1.1 0.6 0.8 0.5 0.3 0.4 
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5.3.2 Residual stresses in PCD 

A similar analysis was repeated on samples with multiple grains. First, it was performed on the 

same sample used for the preliminary study but on the sintered polycrystalline region this time, 

mainly composed of coarse grains, and then on a sample sintered from G4 powders.  

Two maps for each sample were analysed: for PCD on CVD two maps of 100×75 μm2 and 

144×108 μm2 with an EBSP resolution of 1600×1200 pixel2 and 850 ms and 400 ms respectively 

of exposure time; for PCD G4 two maps of 30×22 μm, 800×600 pixel2 EBSP resolution and 

280 ms of exposure time. 

All regions examined presented average stress variations across the grains of not less than 200 MPa 

in shear and 300 MPa in normal directions, with upper bounds of 1000 and 800 MPa in σ22 for the 

PCD on CVD and PCD G4 samples respectively. 

Interestingly, within the same sample one region has significantly larger standard deviations than 

the other region in both PCD on CVD and PCD G4. 

These maps show narrower distribution than the map for the single CVD grain, with standard 

deviations in the range of 300 to 500 MPa. The longer tails in some of these maps indicate that 

much higher stress gradients than average are present in a few grains.  
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Figure 5.10 — Stress state in PCD on CVD sample (cf.Figure 5.8). (a) and (c) histograms of stress distributions measured across 
the map in two different regions of the sample. (b) and (d) normal probability plots of the stress distributions. 
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Figure 5.11 — Stress state in PCD G4. (a) and (c) histograms of stress distributions measured across the map in two different 
regions of the sample. (b) and (d) normal probability plots of the stress distributions 

It can be noticed from both the histograms and the standard deviations it appears that the 

distribution of σ22 is constantly wider than σ11 in all maps. To verify whether this was related to a 

real difference in the sample stress state or an artefact from the analysis, the two maps on PCD 

G4 were collected with a relative sample rotation difference of 90°. Since the difference between 

the σ22 and σ11 persisted, it was concluded that this is indeed an artefact due to the quality of the 

EBSD patterns. To explain the difference observed in the two directions it must be noticed that, 

when the sample is strained, the shifts imparted to the zone axes are not of the same magnitude 

across the pattern; the shifts are smaller closer to the pattern centre and larger away from it. It 

follows that errors in evaluating the shifts in regions close to the patterns centre lead to larger 

errors in the strain/stress evaluation. The pattern centre is typically, and also in particular in the 
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case of the pattern collected for this work, located close to the half-width of the pattern frame in 

the x-direction and at about one-fourth from the top in the y-direction. It can be noticed from 

Figure 3.3 that the bottom half portion of the patterns has a higher noise level. As a consequence, 

it is possible to access zone axis shifts further away from the pattern centre in the pattern x-

direction than in the y-direction. In other terms, the full dispersion of zone axes, i.e. the band 

intersections, across all angles in the EBSD pattern is not accessible. This results in a variable shift 

precision that brings uncertainties of different magnitudes on the different terms of the strain 

tensor. This can also be seen by the presence of out-of-plane shear stresses, as shown in Figure 

5.12. Since it is assumed that the stress normal to the surface is absent at equilibrium and is imposed 

equal to zero, as discussed in paragraph 3.4.2, the out-of-plane shear stresses are expected to be 

equal zero too. However, noise in the displacement gradient tensor, i.e. that obtained measuring 

the zone axis shifts between reference and test patterns, causes an erroneous separation of 

symmetric and anti-symmetric components and the creation of artificial shear components in the 

final tensor (with standard deviations of up to 200 MPa). It is important to bear in mind that this 

is solely related to specific preparation of this sample and quality of the EBSD patterns. 

 

 

Figure 5.12 — Out-of-plane shear stresses for PCD G4 Map 2.  Histograms of stress distributions for the out-of-plane shear 
stresses are shown. The presence of non-zero out-of-plane shear stresses is a consequence of noise in the displacement gradient 
tensor, in turn arising from poor pattern quality. 
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This study has revealed that the processing of PCD is not only responsible for generating large 

type I and type II stresses, as found in the literature, but also for large gradients of type III residual 

stresses. The presence of these stress gradients can be ultimately seen as a disruption of the 

individual grain homogeneity, in particular the response to fracture of this polycrystalline material 

does not only modify as we move across the sample in a discrete fashion from grain to grain 

(according to size, shape and orientation), presence of defects or interfaces, but is likely affected 

by such stress patterns.  

5.4 Relating microstructure and residual stresses to fracture path 

In chapter 1 it has been discussed how in brittle polycrystalline material the fracture path is 

affected, besides the far field stress, by the crystallographic orientations and local stresses ahead of 

the crack tip. The path followed by the crack is, therefore, of great importance to understand the 

conditions that triggered the failure and compare the change of fracture behaviour due to different 

processing. Being able to control the fracture path can yield an increase in the life of component 

or increase its toughness. In chapter 2 it has also been discussed how the fracture in PCDs has 

been observed in both transgranular and intergranular modes, yet little is known about what 

influences the change in behaviour.  

Combining the investigation techniques presented in the previous chapter with a controlled 

fracture offers the possibility to gain a better understanding of the relation between microstructure, 

texture and type III residual stresses on fracture behaviour in PCDs. The idea was to first map the 

residual stress gradients present within diamond grains in a selected area and then initiate a crack 

within the same region to correlate crack path to pre-existing type III stress state. 

A preliminary investigation was performed on PCD on CVD indenting the sample with a Vicker 

indenter, shown in fig Figure 5.13. The crack formed by the indent followed a straight direction, 

yet with a jagged path. An EBSD map taken around the crack revealed that the crack tended to 
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follow the {111} cleavage when growing across a grain, although it followed the boundaries for a 

short distance, as shown in Figure 5.13.  

 

 

Figure 5.13 — Vickers indentation on PCD. The indentation was able to form a crack of ~ 50 μm. An EBSD map collected 
after the indentation reveals that the crack follows the {111} cleavage planes preferentially, however the central portion grows 
along the grain boundaries.   

Following this experiment, microindentation was chosen as a suitable technique to initiate cracks 

that would grow across a few grains. These tests were performed using a Micro Materials Ltd. 

instrument equipped with an optical microscope in order to indent selected regions of the sample 

with sufficient location accuracy. Although indentation generally is relatively easy to execute, given 

the extreme hardness of the sample, comparable to that of any diamond indenter, this is an all but 

trivial task to execute successfully on PCDs; Figure 1.8 shows a typical example of indenter failure 

in such a test. Consequently, previously damaged cube corner and Berkovich tips were used for 

this type of test. Given its flat profile, the Berkovich indenter has the advantage of being less 

subject to gross damage but in turn the pressure it can apply before failure is significantly smaller 

when compared to the cube corner. On the other hand, in case of gross damage following an 
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indentation on diamond the cube corner might flatten, thus offsetting the original benefit of the 

sharper profile. Therefore, the indenter had to be selected upon empirical observation of the 

indents. Indentations were first performed on different fine and coarse grained PCDs to select the 

best indenter geometry and record the load required to form cracks that would propagate at least 

more than one grain. Although the indents did not present the typical well defined geometry, 

cracks were observed forming at the corners for both Berkovich and cube corner indentations. In 

the first, however, the indents were shallow, barely visible at low magnifications, and the crack 

formed at 20 N, i.e. the maximum load applicable by the microindenter employed, were only 

~5 μm long in coarse grains. In the case of cube corner indentations, the geometry of the indent 

suggests that the tip was severely damaged, nonetheless cracks of ~15 μm were observed Figure 

5.14. In addition to confirm the feasibility of the experiment, these indentations provided 

indications that the crack would not simply follow a straight line across the grains in all cases. The 

crack originating at the bottom left and right corners of the cube corner indent in PCD G30 is 

seen growing in the general radial direction while changing angle abruptly several times. 

 

Figure 5.14 — Cube corner indent and associated cracking in PCD G30.  Overview of the indent from top (a) and tilted view 
(b). The impression does not present the typical geometry of cube corner indentation due to failure of the indenter, however 
cracking ensued from the bottom left and right corner. (c) and (d) show close-ups on the crack extending from the indent, showing 
several deflections and interaction with the cobalt pools during its growth. 
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The study of the effect of residual stresses on the crack path was finally carried out on PCD 

G4/30 TC, a sample chosen for its good surface finishing and the banded macrostructure, i.e. with 

bands of fine grains (lighter bands in Figure 5.15 and Figure 5.16) alternated regularly to bands of 

coarse (darker bands). 

 

A montage of SEM images taken on the top and cross section surface of the sample, together with 

a schematic of its location on the cutter is provided in Figure 5.15. 

 

 

Figure 5.15 — Montage of SEM micrographs taken from the top and cross section surface of the tape casted PCD sample 
extracted by the cutter as shown in the schematic 

Microstructure and texture of coarse grains the sample were analysed on 4 EBSD maps of 

1000×750 μm2 taken in different areas of the sample, as indicated in Figure 5.16, with a 1 μm pixel 

size and filtering out grains smaller than 20 pixels. Two additional EBSD maps of ~600×100 μm2 

with a 0.4 μm pixel size were collected in area 2 and area 3 to analyse the finer grains. 
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Figure 5.16 — Montage of SEM images showing the location of the 4 EBSD maps collected for texture and 
microstructural analysis 

The texture was analysed first by combining all data from the 4 maps in a single data set to obtain 

information on the macrotexture. The result shows a very weak texture and agrees well with similar 

analyses presented earlier in this chapter on PCD G4 and G30. 

However, given the peculiar structure of the sample, microtexture analysis was also performed 

after isolating the grains contained in a specific band. This analysis revealed that a stronger texture, 

although in absolute terms still weak, forms in individual bands. In particular there seems to be a 

preferential alignment of the (100) with the band structure walls itself. Caution must be taken when 

comparing the texture analysed from a smaller number of grains to that of a larger data set as the 

former can bring uncertainties on statistical accuracy; it is noted however that ~500 grains is a 

sufficient number of single orientations for statistical accuracy as discussed at the start of this 

chapter. 
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Figure 5.17 — Microtexture analysis on the coarse grained bands in the tape casted PCD. (a) IPFz map detailing the region 
where data were extracted to investigate the microtexture. (b) angle of the band from the cross section, i.e. as viewed from the 
EBSD detector, and from the top surface, that is corresponding to the angle of the band below the surface. (c) The band spatial 
orientation within the sample frame is compared to the crystal orientations calculated by the ODF.  

Two HR-EBSD maps of 150×113 μm2 with 0.25 μm pixel size, 800×600 pixel2 EBSP resolution 

and 200 ms exposure time were taken in two different regions of the sample characterised by a 

different distribution of the microstructure: one comprised between a large band of fine grains at 

the top and of coarse grains at the bottom (named PCD G4/30 TC area 1), the other on an area 

presenting six coarse grains encompassed on top and bottom by two patches of finer grains (PCD 

G4/30 TC area 2). The two maps were analysed through XEBSD and the stress found are 

presented in Figure 5.18 and Figure 5.19. 
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Figure 5.18 — Stress state in PCD G4/30 TC area 1. (a) Map of in-plane residual stresses, two normal and one shear, measured 
across the map (b) histograms of stress across the map. (c) normal probability plots of the stress distributions.  

 



EBSD analysis of polycrystalline diamonds 

184 
 

 

Figure 5.19 — Stress state in PCD G4/30 TC area 2.  (a) Map of in-plane residual stresses, two normal and one shear, 
measured across the map (b) histograms of stress across the map. (c) normal probability plots of the stress distributions. 

It is apparent from the stress maps [Figure 5.19-(a)] that in area 2 the finer grains have small or 

absent stress gradients while the coarser grain have wide stress distributions varying in sign within 

the grains. However, the coarse grains in area 1 are subject to weaker residual stresses, with only 

those towards the top portion of the map showing relatively higher gradients [Figure 5.18-(a)]. 

This is somewhat expected given the differences in the surrounding microstructure for both maps. 

Area 1 is a homogenous region of coarse grains at the top of which runs a band of finer grains, 

likely containing a higher volume of cobalt, while at the bottom there are more coarse grains. Area 

2 was instead selected because presented a rare region within the sample in which coarse and fine 

grain patches alternated in a rather small volume. Given that the composite CTE for PCD is given 
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by the relative volume fractions of the two phases [5] and that regions with finer grains are usually 

surrounded by a higher volume fraction of cobalt than coarser grains [3,4], strong local variations 

of grain sizes increase the likelihood of strong variations of the CTE. The different volume fraction 

of cobalt between the different bands in this sample it is also evident by the different contrast in 

the SEM pictures, i.e. the bands of fine grains appear brighter than coarse grains indicating a higher 

average atomic number, compatible with a higher volume of cobalt. 

Measurement performed in this work from backscatter images of PCD G30 and G4 indicated that 

cobalt content can vary from 7-10 vol% in the former to 20-22 vol% in the latter. 

Subsequently, in order to assess the effect of residual stresses on the crack path indentations were 

performed so that one of the indenter corner would land a few microns within or just out of the 

frame of the maps. Three indents, two on the right and one on the left, were performed next to 

area 1, still none of the three indent formed significant cracks growing in the area of interest. 

Similarly, three indents were performed next to area 2, however in this case the third indent was 

accompanied by a ~35 μm long crack, see Figure 5.20-(a).  
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Figure 5.20 — Crack path superimposition to pre-existing residual stress state. (a) SEM micrograph of crack ensued from 
indentation. (b) Detail of IPFz map from EBSD data collected before the indentation. (c) Schematic of crack path in relation to 
grain boundaries, in red, as calculated using EBSD data shown in (b). Detail of crack path superimposed to residual stress map for 
σ11 (d) and σ22 (e). 
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Several different behaviours can be identified along the crack path. In the first section the crack 

follows the radial direction of the indentation on a curved line moving along the grain boundaries 

of small grains until it encounters a large grain, see Figure 5.20-(a,b) and Figure 5.21-(1). As it 

enters this coarse grain the crack keeps advancing in the general radial direction, however here it 

starts deflecting several times along straight lines all lying in two different directions at the same 

angle between them; analysis of the grain texture reveals that the crack is following the {111} 

cleavage planes, see Figure 5.21-(2). Suddenly, the crack path straightens again; here the crack has 

entered a region where σ22 tensile stresses and σ11 compressive stresses both of 100 MPa are 

perpendicular and parallel, respectively, to the crack direction [compare Figure 5.20-(d) and Figure 

5.21-(3)]. Given the very low or absent shear stresses in this region, the maximum principal stresses 

essentially correspond to the normal stresses, as shown in Figure 5.21-(3). However, a few microns 

ahead a spot of the σ11 stresses become tensile, in between the crack jumps (Figure 5.20-d and 

Figure 5.21-4) and then changes direction abruptly. A measurement of the average stresses on a 

square of 10×10 μm2 around the location where the crack extends again with a new angle returns 

a value of 200 MPa in σ11 direction, 500 MPa in σ22 and -100 MPa in σ12. These values result in a 

biaxial stress state in which the two maximum principal stresses are both tensile and nearly 

perpendicular and parallel to the crack direction respectively, as shown in Figure 5.21-(5). From 

this point the crack grows perpendicular to the maximum tensile stress and avoids the regions 

above and below where both the normal stresses turn compressive, as can be noticed in the close 

up of the stresses in Figure 5.21-(4,5). 

As the crack extends in this region it also curves gradually until it finally aligns with the {111} 

again, Figure 5.21-(6). Towards the end, as it approaches the grain boundary, the crack deflects 

again at an almost right angle to finally stop shortly after Figure 5.21-(7). 
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Figure 5.21 — Schematic of different stages of crack extension and their correlation with crystallographic planes and 
residual stress state within the grain.  Note: gap in section 4 is not to scale. 
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5.5 Summary 

 The combined use of EBSD and HR-EBSD has been exploited here to investigate 

microstructural features, texture and type III stresses in the sample provided. 

 As observed by other authors, PCD prepared with grade 4 powders tend to have a final 

grain size slightly smaller than the starting particle size. PCD prepared with grade 30 

powders exhibit a strong average reduction of the particle size, with a final average grain 

size ~8.4 μm. However, in this case the size distribution is bimodal. This is similar to what 

has been observed in literature after the phase of cold compaction but before sintering. 

The bimodality is difficult to assess using traditional methods for grain size analysis.  

 Grains are weakly elongated, the long axis has wide orientation but not random especially 

in the direction parallel to cylindrical axis of the PCD cutters. This can be attributed to 

pressure gradients arising during sintering and leading to cobalt infiltration from the 

substrate. 

 PCD G4 and PCD G30 show a weak texture. PCD G4/30 TC shows a weak macrotexture 

but texture in single bands is stronger.  

 Type III stresses were found to vary significantly within the grains, giving rise to 

differences of up to 2 GPa between two different points. 

 Observing the crack path in polycrystalline diamond it appears evident that the crack path 

has a strong tendency to follow {111} plane. However, stress and grain boundaries have 

the ability to deflect the crack. 
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Conclusions and future work 

Conclusions 

Through testing of single crystal SiC and diamond at the micron scale it was shown that, once the 

influence of microstructure is removed, the fracture energy measured is close to twice the surface 

energy. This result was obtained through minimisation of undesired effect caused by notching, 

focused-ion-beam-induced damage, influence of friction and local deformation observed in similar 

other works at small scales. It was also demonstrated the application of this method to more 

complex brittle and brittle/ductile bi-crystals. In particular, it was showed that the fracture energy 

of a glassy interface of ~10 nm bonding two crystals of SiC could be measured with crack 

extension. Furthermore, the investigation on DCBs made of sapphire bi-crystals bonded by 30 

and 60 nm thick niobium interlayers showed how through this approach it was possible to capture 

the variations of energy expenditure needed to extend the crack when bridging or plasticity at the 

crack tip was activated. This study also highlighted how differences in thickness of the metal 

interface, even at this scale, can affect the activation or not of toughening mechanism, and proved 

possible to obtain a straight crack along the interface despite the large elastic mismatches between 

the two materials. 

The method proposed introduces a new opportunity to study the fracture energy of individual 

grain boundaries, interfaces and crystallographic planes. 

The study of grain size distribution in PCD using EBSD highlighted the importance of considering 

the real grain size distribution, and not an average value, when investigating the change of different 

mechanical properties with grain size. It was shown that the average grain size value measured for 

coarse grained samples in this work actually falls in a minimum of the bimodal size distribution 

and therefore it is within the least representative fraction to describe the grain sizes encountered 

across the sample. Still using conventional EBSD, while exploiting data for statistical analysis, it 
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was also possible to observe from the angle distribution of the longest axis of grains that elongated 

grains tend to align parallel to the cylindrical axis of PCD cutters. In addition, the map of these 

axes directions showed a tendency for smaller grains to align with other neighbouring fine grains 

and these together follow the curvature of larger grains. It was hypothesised that this 

rearrangement could occur during the stage of cobalt infiltration from the carbide substrate 

towards the top of the cutter. It does not seem related, instead, to preferential growth of the 

diamond as the local microtexture remains weak, although further data collection would be needed 

to confirm these assumptions. 

Analysis of the local residual stress distributions also showed that stress variations can reach large 

gradients in diamond and along with the maps indicate that a few grains are subject to much higher 

stress gradients than average, within the regions investigated. This information along with data on 

texture, grain boundaries and residual stresses were used to explain the different stages of the crack 

growth observed. In particular, it was noticed that the crack path had a strong tendency to follow 

{111} planes. However, the presence of the stress patterns within the grain affected the crack path 

significantly. This essentially translates into an additional order of inhomogeneity encountered by 

the crack during its growth that adds to grain boundaries and defects. In particular, this highlights 

the importance of investigating the residual stresses present in this materials not only at the large 

scale, but also at the microscale. 
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Future work 

Despite the encouraging results of the test conducted using the displacement-controlled wedge-

opening of a double cantilever beam at the microscale, the method still requires detailed study of 

the effect of higher order terms on the fracture energy measured. In particular, it was not 

investigated the role of tapering of the DCB walls due to the geometry of FIB milling. Tapering is 

not in itself an issue for the wedge-opening DCB geometry, in fact it is exploited to achieve stability 

also at constant load. However, it modifies the geometry of the DCB as the cross section is not 

constant anymore and therefore modifies the analytical solution.  

The application of the method on brittle/ductile systems also requires an in-depth study of the 

effect of plastic confinement at this lengthscale on the values measured.  

In addition it was an objective of this work to apply this method to the investigation of diamond-

diamond boundaries and diamond-cobalt interfaces. Despite a few attempts at fabricating DCBs 

with cobalt interfaces running through their central axis, no successful experiments were 

performed in this direction, yet valuable insights were gathered by these experiments: 

 The sputtering yield of diamond is lower than both SiC and sapphire. As a consequence, 

higher currents or significantly longer time should be used for the milling of the notch in 

this material, since the currents used for SiC and sapphire seem to be ineffective.  

 Assuring that a notch is present and that right angles at the base of the trough are avoided 

is of particular relevance for diamond since, given its extremely high Young’s modulus, it 

stores a much larger amount of energy for a given displacement, thus increasing the 

probability of a catastrophic release of the same. For similar reasons, particular care should 

be taken to avoid loading misalignments. 

 The thickness of cobalt layers present in PCDs is of the order of microns and might require 

larger DCBs to confine it in the middle. Alternatively, bi-crystal system should be produced 

to facilitate the execution of the experiments. 
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 Diamond-diamond boundaries are not easily detected through secondary electron imaging 

or ion beam channelling. Therefore, small regions in selected locations should be marked, 

e.g. using FIB, before mapping them with EBSD to facilitate the task. 

 

The work could also be extended to the broader variety of cutters produced using different 

sintering conditions and would be interesting to compare the effect of different sintering 

apparatuses. The aspect ratio analysis has shown that an influence of the pressure gradients during 

sintering might cause a weak preferential alignment of the grains. A stronger microtexture was also 

observed in the tape casted sample and related to the spatial orientation of the layers. However, 

the analysis conducted here were limited to only a few samples. Analogously, the work on the 

residual stress gradients has provided precious insights on their role on the deflection of cracks in 

diamond, however further analysis should be now carried out to tie these residual stresses to 

processing routes. An in-depth study would also be needed to understand if these crack deflections 

are beneficial or detrimental in terms of fracture toughness of the material. 
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