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Opportunistic Multiuser Two-Way Amplify and

Forward Relaying with a Multi Antenna Relay

Duckdong Hwant, Bruno Clerckx*, Sung Sik Narfi* and Tae-Jin Leé

Abstract

We consider the opportunistic multiuser diversity in theltmser two-way amplify and forward
(AF) relay channel. The relay, equipped with multiple ami@hand a simple zero-forcing beam-forming
(ZFBF) scheme, selects a set of two way relaying user paesh@ance the degree of freedom (DoF) and
consequently the sum throughput of the system. The propdsathel aligned pair scheduling (CAPS)
algorithm reduces the inter-pair interference and keegssignal to interference plus noise power ratio
(SINR) of user pairs interference free when the number of ps@&s becomes very large. When the
number of user pairs grows fast enough with the system signabise ratio (SNR), a DoF equal to the
number of relay antennas can be achieved. For a realistibeuof user pairs, we propose an adaptive
CAPS and an adaptive semi-orthogonal CAPS (SCAPS) to inepitoey performance. Simulation results
show that adaptive CAPS and adaptive SCAPS provide thraugign in the low to mid SNR region.

Index Terms

Two-way relaying, opportunistic user pair selection, afgpnd forward, degree of freedom.

. INTRODUCTION

Two-way amplify-and-forward (AF) relaying?], [?] is an attractive technique to enhance

the spectral efficiency of AF relaying system, where a paiusérs exchanges bidirectional
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messages in two phases. The two transmissions from the axgeniap in the first phase and the
AF relay simply broadcasts the received signal toward the users in the second phase. Each
user subtracts out the reflected self-interference and eand# the message signal from the
other user. Space division multiple access (SDMA) techescat the multiple antenna AF relay
enable a set of user pairs to exchange the two-way trafficgyube same spectral resouré®,
[?], [?], [?]. Since the reflected self-interference of a user can beracted out, the handling
of the inter-pair interference is the key challenge. A basgi® and a set of users form a
two-way traffic through a multi antenna relay ifl][ Here, the inter-pair interference is jointly
handled by the base station and the relay and the achievablea of freedom (DoF) is the
minimum of the numbers of the base station antennas and tag aatennas. Multiple pairs
of two-way users through a multi antenna relay are consitlarg?], [?], [?], [?]. When users
have a single antenna, the relay only handles the interipiirference ], [?], [?] and a DoF
up to the integer floor 0%2*1 is achievable. Alternatively, the relay and the users boltate

to suppress the inter-pair interferenc® yith multi-antenna relay and users, where a DoF of
M is achieved whenl/ is the number of relay antennas, is the number of user antennas and
they satisfyN > (M +1)/2.

When there are multiple users as in the cellular network, iticdependent fading of user
channels can be exploited to provide the system with varpmréormance gains?], [?], [?].
This opportunistic multiuser diversity is utilized to sclude semi-orthogonal user channels in the
conventional multiuser multiple input multiple output (MAIMO) zero forcing beam-forming
(ZFBF) system7)]. Also, it can be used for interference alignment in theudal networks P] or
in the interference channel8][ For the two-way relay channel with single antenna usedsan
AF relay with M antennas, we propose an opportunistic channel aligneggaeduling (CAPS)
scheme and the DoF is guaranteed toMég(M pairs of two-way traffic can be served in two
phases) if the number of pair users)(scales fast enough according to the signal to noise ratio
(SNR). The DoF is improved compared to those ?f [?] but remains the same as the one in
[?]. Instead, the requirement for multiple antenna usersgkaoed by the opportunistic multiuser
diversity from a large number of user pairs compared to theses in P]. For realistic values of
K, we propose an adaptive version of CAPS where the numbehefisted user pairs is adapted
depending on the channel realizations. A semi-orthogarteduling as in7] can be embedded

into the CAPS and the resulting semi-orthogonal channgheall scheduling (SCAPS) further
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enhances the system sum rate performance in the low-to-MRl @gime when the adaptive
version is applied to finité< cases.

The paper is organized as follows. The system model appededtion Il. The presentation
of CAPS algorithm and its properties appear in Section MoTadaptive scheduling schemes,
adaptive CAPS and adaptive SCAPS, are introduced in SetWowith numerical results.
Section V concludes the papéiotations. The bold lower case letter represents a vector and
the bold upper case letter represents a mattix.| denotes the average of a random variable
a. The notationsA”, A”, AT andTr[A] are the transpose, the Hermitian transpose, the pseudo
inverse and the trace of a matriX, respectively.A+ and ||al| denote the projection onto the
space orthogonal to the columns Afand the norm of a vectat, respectively|.4| denotes the
cardinality of a setA. I, denotes the identity matrix with x £ dimensionsCA/ (0, C) denotes
the complex white Gaussian random vector with zero mearov@céind the covariance matrix

C. The integer floor functiona| returns the largest integer less than or equal.to

II. SYSTEM MODEL

In Fig. 1, the multiuser two-way relay channel is depictetiere the half-duplex AF relay
hasM (M > 2) antennas and th2K single antenna user terminals maketwo way pairs,
where two users in a pair exchange bidirectional infornmatiorough the relay. Thé/ x 1
channel vector between the ugeaand the relay is denoted ly;.. The elements of these channel
vectors are independent and identically distribuigdd() CN'(0,I). We assume that theth user
(t=1,...,K) is paired with the(i + K)-th user without loss of generality. Each user sends a
pilot signal so that the relay can learn the channels forsdrsih,;, : = 1,...,2K), based on
which m (m < M) two way pairs are selected by the relay.

The transmission of two-way relaying is composed of two pea$he2m users in the selected
pairs transmit their messages toward the relay in the figs@land the relay broadcasts the beam-
formed signal toward theém users in the second phase. All the channel vectors do nogehan
during the two transmission phases. THé user sends the message symhol(E[|z;|?] = P;)

through the antenna in the first phase. The received sigrtakatelay is given as

m

Yr = Z(hzxz +hi k2iik) + 1, (1)

i=1
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yj = h;‘-FWT hj itk + Z(hzxz +hi kT k) + 1] + 0,
i

= hi W, h;, k2 i + T + 10 + 1y, ©)

where theM x 1 vectorn, is CN(0,1,,). The relay applies &/ x M beam-formeW.. to the
received signal (1) and transmits the product ved¥ry, in the second phase. Then the signal

received at theg-th user in the second phase is given as

Y; = h?WTYT + n;

i=1
wheren; is CN(0,1) again. Ifththj is known to thej-th user from the embedded pilots, it
can subtract out the self-interference telfiw.h;z;. Then, (2) becomes as (3), wherg; =
h!W,n, and the inter-pair interference terf) = h] W, > iz (hizi + hyy g wiy ). The signal
to interference plus noise power ratio (SINR) of théh user is given as
Pi[hTW, h;, g|?

INR; = ) 4
SN = 1 Wi 1 1 )

A. Relay beamformer Design

To limit the transmit power at the relay, the relay beamfari®é, should meet
TrP,W,HH"W/ + W.W! = P, (5)

where the columns dfl are2m channel vectordh(;) of the selected user pairs afflis the relay
power constraint. Let be the power control parameter so that Eq. (5) is to be satjgshen we
haveW, = SWHW,, where thej-th row of them x M matrix W, is denoted asg x M vector
w;, (]|w;|| =1) and has the property that the angular distance toward thechsenels of the
other pairs are bounded. Also, let the selected user pai$ sef1,...,m, K+1,..., K+m}.
Mathematically, we can write the property of thieh row as

|why|

LI <5 ke S, (6)
b | ’
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whereS; =S\ {j,j + K}. Whend can be made equal to zero, the inter-pair interference can
be forced to zero by the relay beamformé¥,. It is well known that the beamformer with
M antennas has the capability to suppress the interferencagthe M/ channel vectors by
satisfying (6). Ifm(> M/2) two-way pairs are scheduled, there are more thaohannel vectors
from these overloaded user pairs awd, suffers from handling the inter-pair interferenceés (
in (6) becomes large). By aligning the channels within a ysar, we can keep small enough
and thus maintain the inter-pair interference within aaartevel.

With the aid of the property in (6), the following Lemma 1, theoof of which is provided
in Appendix-A, shows that the inter-pair interference powan be bounded ifn < M.

Lemma 1: As long asm < M, the inter-pair interference power is bounded|&8?/P; <
(Bm)?6 s |[* e, e
Similarly, we can show that the relay noise power term dedgleto the j-th user receiver
[W/h*||* is bounded ag W/ h:||> < 52||h;||*(1 + (m — 1)d)*. Once thej-th user pair beam-
formers fv;) satisfy the property in (6), the power of the two hop chariéW, h;_  is lower
bounded agh] W,h;, x|* > *|hlw!'w;h; «|*. Therefore, a reasonable choicewf is to

maximize [h] wiw;h;. k| within the constraint given in (6).

IIl. CHANNEL ALIGNED PAIR SCHEDULING

In this section, we utilize the opportunistic diversityriica large number of user channels to
align the channels of users in a pair so that the well knowmibeamers like ZFBF, applied at
the relay, can handle the inter-pair interference easilgdtisfying (6). The CAPS algorithm in
Table | picks upm(< M) user pairs whose channels within a pair are mostly aligneattisg
from the largest correlation, reorder the selected paiideicreasing order. Let= ¢(k) denote
this reordering, wheré runs from1 to m. Find the mean direction vectobetween the two
vectors in each selected pair and construct the relay peeddd based on these mean direction
vectors. From the SINR expression in (4), it is easy to seeth@inter-pair interference power
|Z;|> becomes the bottleneck to theth user throughput at high SNR if the alignment of the

channels within a pair is imperfect so that the relay beamé&wiW,. fails to reduce this quantity.

1The mean direction vector is the one that halves the angledeet two vectors. Simple interference power analysis with
trigonometry reveals that, if we pick vectors, each of them vector from a pair vectors, and form a ZFBF from these vscto

we have about twice more interference than the mean direggotor approach. Note that (6) is satisfied by ZFBF.
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Therefore, we will see in this section that the CAPS algarmitteduces this interference power
and achieves a DoF af/ through the opportunistic multiuser diversity/Af goes to the infinity.

First, we are interested in the distribution of the worstecasrrelation,,-1,,) since we will
use the upper bound of the interference power. Lemma 2, drové\ppendix-B, presents the
probability density function (pdf) of,-1(,,, selected by the CAPS algorithm.

Lemma 2. The pdf ofu = Vifl(m) is given as in (7).

Let us defingd;, = cos™! 1, the angle between the two channel vectors offthk pair. Since
the relay beamformeW, of CAPS is constructed to zero-force the mean channel \&abr
other pairs, they in (6) is determined by? = sin? /2. Using the trigonometric identity, we
can defineo(K, M, m) = E[§%] = I‘TE“‘] Proposition 1 provides the convergence behavior of
o(K, M, m) with a large K.

Proposition 1: In a large K, o( K, M, m) converges to

Pm+ms) 1

A (K, Mym) = lim —5 e e = O ®
Proof: See Appendix-C. [ |

+
Here, 4 determines the convergence speed whﬁgF(Ll) decides the overall scale

17
of o(K, M\/,;). The convergence speed slows downldsincreases while the scale increases
with m. This results suggest that opportunistic multiuser ditensrovides an opportunity to
schedule more tha//2 pairs at the same time whefd is sufficiently large. For a largé/,
the convergence of( K, M, m) becomes slow. In this case, we can lower the scale by taking a
small m (schedule less pairs) since the overall scglfér(gfb—l) decreases with a smallet.

Second, the upper bound of the inter-pair interference pd#ig?, the CAPS algorithm
produces, is presented in Lemma 3.

Lemma 3: With the CAPS algorithm, the inter-pair interference poWgy* can be upper

bounded in large<s as in (9).
F(m )
pram 2D Il (©)

keS;

17, < (57”)213
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Proof: Combining the results of Lemma 1 and Lemma 2 by insertioly, M, m) into §°
in (11), we can arrive at the upper bound in (9). [ |
Finally, Lemma 4 with the proof in Appendix-D gives the DoFwergence property of CAPS.

Lemma 4. The CAPS algorithm can achieve the DoF df as K goes to the infinity.

However, the DoF result of Lemma 4 should not be over stressee the property holds in the
infinite X' and the convergence speed of the interference power beavesr as)/ increases.
For a finite K, |Z;|> cannot be nulled out so that the CAPS suffers from ceilingatfin the high
SNR region though a smaller. or a largeK raises the ceiling upward. Hence, the DoF values
more than)M /2 can be hardly achieved for a finit&. In the following sections, we provide
adaptive scheduling approaches for realigficwhich enhance the low-to-mid SNR performance
rather than the DoF.

IV. ADAPTIVE (S)CAPSALGORITHMS AND NUMERICAL RESULTS

When K is finite and thus it is hard to reduegi’, M, m). In this section, we will show how
to implement the idea of CAPS in realisti¢ cases by, first, decreasing the scale@t’, M, m)
(choosingm(< M) pairs) and, second, embedding the semi-orthogonal sdhgdufl [?]. If the
CAPS chooses only:(< M) pairs, the relay ZFBF has a room to handle additional interfee
of up to M — m dimensions if we assume that the aligned pair channel \&¢&de up only
m spatial dimensions. Therefore, we can modify the CAPS beduwling additional/ arbitrary
pairs at the same time, where< | (M — m)/2]. The total number of channels in the system
is given as2(m + J). Then, the total spatial dimensions of the channel vectuas the relay
ZFBF deals with becomes: + 2J (< M). The ZFBF handles weaker inter-pair interference
than theM pair scheduling case and a better sum rate is expected ablowd SNR due to

the additional/ pair channels. The relay beam-former is constructed aswsl|

G=lhy,...,hyhgy o hg g By, )]
W, = Bwq{{wra wr = pGT (10)

Here,h;, hx;, (j =1,...,J) denote the channel vectors of additionally scheduled zaics

’,

h,11,...,h

o are the mean vectors of the pair channels selected by CAR8.fddceach

p~1(m)
channel realization, the CAPS is given a choice betweeeréifit combinations of. and .J for

the best sum rate performance. We call this scheduling appras adaptive CAPS.
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We define the system sum rate as

m+J/2
R= Y 5 [0g2(1 + SINRy) +logy(1+ SIN Ry x0)]

k=1

Thei.i.d. CN(0,1) distributed channel vectors df user pairs are generated so that the CAPS
algorithm can selectn pairs and formW,. The user terminals are assumed to be the same
distance apart from the relay and use the same poRgrwhile the relay power isP. = Pi,
which includes the path-loss effect. Figure 2 compares yiséem sum rate of adaptive CAPS
scheme with that of ZFBF scheme without scheduling. Alsottetl are the system sum rates of
three combinationsnf, J) of modified CAPS. As we increases the system sum rate saturates
faster at high SNR while the gain in the low SNR region incesa3 he adaptive CAPS harvests
the benefits of the modified CAPS schemes throughout the StiBethough most of the gain
is observed in the low SNR region.

For a finite i, the gain from opportunistic channel alignment is limitEédrther improvement
in this case is expected if we embed the semi-orthogonaln&iaselection of P] into CAPS.
The SCAPS algorithm summarized in Table Il first selects adfetiser pairs whose pair
channel alignments are greater than a threshold. Themquesgially chooses pairs, the minimum
magnitude of the pair channel vectors after the projectiato the space oHy is the strongest,
where the columns oflg are composed of the already selected pair channel vectoris
better to make small to keep the channels of a pair well aligned, which fertee cardinality
of the setS, to be small as well. On the other hand,| needs to be large enough to reap
the benefit of semi-orthogonal channel scheduling. Sityilaith adaptive CAPS, the adaptive
scheduling through the modification of SCAPS is implemeritgda practicalX and we name
this scheduling as adaptive SCAPS. In Fig. 3(a) and Fig., 3(le) system sum rates of SCAPS
are compared fo/ = 2 and M = 4, respectively. In simulations, we contrelso that2\/
user pairs are selected f&@tep 2of the SCAPS algorithm. It is shown that adaptive SCAPS,
by introducing semi-orthogonal channel selection, furéighances the sum rate performance of

adaptive CAPS in the low to mid SNR region.

2The virtually orthogonal channels of SCAPS allow us to coesthe proportional fair scheduling similar t2] s well. In this
case, the pair selection in Table Il can be changéel te- arg maxyes, min[wy, log(1+||hy||* Ps), wi i log (14| hyy 5 || Ps)],

wherewy, is the fairness weight for the usér
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|Z;|? ~ o~ . 2
P% = B°|WWEW,H ||” < 82|y |P0BAE Y = 8 ((m — 2)6° +26)” |[hy]* > [[hy*.

5 keS;

(11)

V. CONCLUSION

We show that the opportunistic multiuser diversity can biézed to enhance the sum rate
performance of the multiuser two-way AF relay channel. Sempero-forcing based beam-
forming and an efficient scheduling algorithm implementetha multi antenna relay enhances
the degree of freedom and the sum throughput of the systerked@p the SINR of user pairs
interference free when the number of user pairs becomes laegg, we propose the CAPS
algorithm. The SCAPS algorithm not only aligns the pair ctea but also forms the inter-pair
channels semi-orthogonal to enhance CAPS. In practiceeanthernumber of pair&’ is limited,

adaptive CAPS and adaptive SCAPS provide scheduling gatineinow to mid SNR region.

APPENDIX
A. Proof of Lemma 1

Let H; be theM x (M —2) matrix, where the columns corresponding to jhi user pair are
struck out from the matriH and let thel x m vectorv = [4,...,0,1,6,...,4], where one is on
the j-th entry ofv. Also, let them x (2m — 2) matrix 2 be the matrix whose elements are @l
except for ones on the entries @f, k), k # j and(k, k+ K), where(i, k) denotes the entry on
thei-th row and thej-th column. Applying the property in (6) repeatedly, we gkt)( which is
certainly less than or equal (@m)?6°|[h;[|* 3, cs, IIhx . Here, A is the (2m — 2) x (2m —2)

diagonal matrix with||h;||?, ||hs||?, . .., ||hx.m||* on its diagonal entries.

B. Proof of Lemma 2

The cumulative density function (cdf) of the angular dis&rg’) of two complex random

vectors is derived in9] through a reinterpretation of Theorem 1 @&].[It is given as

F,v)=1-(1-v)M
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ot = () 1= (= "= R ) (12)

EOUIAUMLWWWIWMM¥4J<K>Kﬁﬂ—wMﬁ“MAM“”@—G—@M;vaEL (13)

over the setv € [0, 1]. Let us define a new random varialile= 1 — v, then it is easy to see
that the pdf and the cdf afare f;(t) = (M — 1)t =2 and F;(t) = t*~!, respectively. Note that
choosingm largest members among realizations ofv is statistically equivalent to choosing
m smallest members among the same number of realizatiohsUsging the property of order

statistics P], the pdf of x can be found as in (12), which can be rewritten as (7).

C. Proof of Proposition 1

From a different form ofF' (1) derivation, we can see the behavior@f<, M, m) in a large
K. Starting from (12), we have (13). In (13), let= (1 — x)~, theny = 1 — 271 and

du = (M—l_l)(l — u)‘M”dx. As a result, we can re-write the integral expression in @s3)

1 K—m
/M<1_M)M—2+(m—1)(M—1) (1_(1 _M)M—l) dy
0
1 ! .
- 0

Now, (14) can be re-written as the two simple integral exgimess in (15). By the definition of
[?, (3.191.3)], the first and the second inner integrals in (&5) be re-written as the following
closed-form expressions in (16,17), respectively whgre, -) is the beta function?, (6.2)].

After substituting (16) and (17) into (15) and some manipates, the desired closed-form

expression of (13) can be obtained as (18), wh&re is the Gamma function?] (8.32)] with

(t+1)
I'(t)

I'(z+a)
I'(z)

S [1_ F(?Tmﬁ) (Kil)] |

L T(meg) 1\
K1—1>noog<’ m) = 2I" (m) <K+1) '

the property* =z allows us

= t. For infinite K, the propertylim,.

(19)
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1 ! m—1 K—m ! m—1+-—— K—m
_ d — m-i(] — dx|. 15
(M—l)[/0 7 1-w) ’ /093 (1-2) z (15)

1
/ 2™ N1 —2)*"dr = B(K —m +1,m), for K —m+1>0, (16)
0
and
1 L 1
/xm_1+M1(1—x)K_mdx:B<K—77H-Lm-l—m> , for K —m+1>0, (17)
i _

In a very largeK, o (K, M, m) = (1 — E(u))/2 converges to zero for ali/ > 2.

D. Proof of Lemma 4

Let p; = m?||hy||> 3, cs, [hk/[>. The SINR expression in (4) can be lower bounded (invoking
Jensen’s Inequality) as in (20).

SINR; > Ry wjwihy il

i 2 25p, 2(M—1
s + By 12+ Hp) + 1

Assuming thatK' approaches infinity, we can ignore the inter-pair interieeeterms and have

(20)

SINR expressions as
AP |hfwiw h; k|
A2y 2 +1
Since 3? = (P, — M)/Tr[HEWEW HP,], it is clear thats scales withP,. Hence with P,
Twilwihj k|

increasing, theS/ N R; are dominated b‘f”hf Hihjng . If P, scales to infinity as well, DoF

of 1 is achieved per user as long as the relay beam-formerskﬂftmterm|hfwj{wjhj+K|

SINR; > (21)

non-zero. Since (21) is satisfied for all pairs and we can schedule up ié pairs, we can

achieve2M DoFs in two phases (DoF a¥/ achieved).
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Fig. 1. The Multiuser Two-Way MIMO relay channel with K useairs.
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Fig. 2. The average sum rates of the adaptive CAPS and modi#d5 with different(m + J) values. HereM = 2 in (a)
and M = 4 in (b) with the sameX = 100.
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TABLE |

THE CAPSALGORITHM

Step 1

hfn
For k =1 to K, calculater;, = m

Step 2

Pick upm user pairs

with the largest channel correlation values

Step 3

Starting from the largest correlation, order the selectaidsp

Let i = ¢(k) denote this reordering.

Step 4

Normalize the channel vectors of uspand userj + K
and take the mean vector of them as
By-1() = g1 /-1l

thy gk /b1 gyprl g =1, om.
hy-i() = hyo10 /b1l =1, m.
SetG = [hy, 1(y), ..., h, 1] and findW, = pG'
to meet the property in (6).

Here, p is set to makel'r[WHW,] = M.

Step 5

SetW, = SWHW,. and findj using (5).

Step 6

Inform the selected users of the scheduling grants.
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TABLE I
THE SCAPSALGORITHM

Step 1 | Take a small value (0 < e < 1)
and take an empty s&t = ¢.
Step2 | Fork =1 to K, calculatevy, = %}%
Step 3 | Let Sy be the set of user pairs with, greater thanl — e.
Step 4 | Sett = 1.

Among the user pairs iy, pick up a pair

k" = arg maxyes, minf|[h ||, [ x ]
SetS=SU{k™}, So =S80\ {k"}, (k") =t
andHg = [hg, hyyk].

Sett =t+ 1.

Step 5

Among the user pairs %y, pick up a pair

k* = arg maxyes, min[|[Hg hel|, | Hg her x|]).

SetS =SU{k*}, So =So\ {k*}, p(k*) =t and append

hy~ andhg- 1 i to the last two columns cHg
((2t — 1)-th and2t-th columns ofHzy).

Sett = t+ 1 and repeatStep 5while t < M.

Step 6

SetG = [h,-1(1),...,h,-10,] and findW, = pG.

Here, p is set to makel'r[WHW,] = M.

Step 7

SetW,. = SWHW,. and find3 using (5).

Step 8

Inform the selected users of the scheduling grants.
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Fig. 3. The average sum rates of the adaptive SCAPS and nb@IAPS with differentm + J) values. Here M = 2 in
(@) andM = 4 in (b) with the sameX = 100.
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