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Abstract

In the thesis we focus on encoding inpatient episode into standard codes, a highly sensi-

tive medical task in French hospitals, requiring minute detail and accuracy, since the hospital’s

income directly depends on it. Encoding inpatient episode includes encoding the primary diagno-

sis that motivates the hospitalisation stay and other secondary diagnoses that occur during the

stay. Unlike primary diagnosis, encoding secondary diagnoses is prone to human error, due to the

difficulty of collecting relevant data from different medical sources, or to the outright absence of

relevant data that helps encoding the diagnosis.

We propose a retrospective analysis on the encoding task of some selected secondary

diagnoses. Hence, the PMSI1 database is analysed in order to extract, from previously encoded

inpatient episodes, the decisive features to encode a difficult secondary diagnosis occurred with

frequent primary diagnosis. Consequently, at the end of an encoding session, once all the features

are available, we propose to help the coders by proposing a list of relevant encodings as well

as the features used to predict these encodings. Nonetheless, a set of challenges need to be

addressed for the development of an efficient encoding help system. The challenges include, an

expert knowledge in the medical domain and an efficient exploitation methodology of the medical

database by Machine Learning methods.

With respect to the medical domain knowledge challenge, we collaborate with expert

coders in a local hospital in order to provide expert insight on some difficult secondary diagnoses

to encode and in order to evaluate the results of the proposed methodology.

With respect to the medical databases exploitation challenge, we use ML methods such

as Feature Selection (FS), focusing on resolving several issues such as the incompatible format of

the medical databases, the excessive number features of the medical databases in addition to the

unstable features extracted from the medical databases.

Regarding to issue of the incompatible format of the medical databases caused by re-

lational databases, we propose a series of transformation in order to make the database and its

features more exploitable by any FS methods.

To limit the effect of the excessive number of features in the medical database, usually

motivated by the amount of the diagnoses and the medical procedures, we propose to group the

excessive number features into a proper representation level and to study the best representation

level.

Regarding to issue of unstable features extracted from medical databases, as the dataset

linked with diagnoses are highly imbalanced due to classification categories that are unequally

represented, most existing FS methods tend not to perform well on them even if sampling strategies

1Programme de Médicalisation des Systèmes d’Information, a huge database that documents all the
inpatient episodes information across France.
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are used. We propose a methodology to extract stable features by sampling the dataset multiple

times and extracting the relevant features from each sampled dataset.

Thus, we propose a methodology that resolves these issues and extracts stable set of

features from medical database regardless to the sampling method and the FS method used in the

methodology.

Lastly, we evaluate the methodology by building a classification model that predicts the

studied diagnoses out of the extracted features. The performance of the classification model indi-

cates the quality of the extracted features, since good quality features produces good classification

model. Two scales of PMSI database are used: local and regional scales. The classification model is

built using the local scale of PMSI and tested out using both local and regional scales.

Hence, we propose applying our methodology to increase the integrity of the encoded

diagnoses and to prevent missing important encodings. We propose modifying the encoding

process and providing the coders with the potential encodings of the secondary diagnoses as well

as the features that lead to this encoding.



Résumé

Dans cette thèse, nous nous concentrons sur le codage du séjour d’hospitalisation en

codes standards. Ce codage est une tâche médicale hautement sensible dans les hôpitaux français,

nécessitant des détails minutieux et une haute précision, car le revenu de l’hôpital en dépend

directement. L’encodage du séjour d’hospitalisation comprend l’encodage du diagnostic principal

qui motive le séjour d’hospitalisation et d’autres diagnostics secondaires qui surviennent pendant

le séjour.

Nous proposons une analyse rétrospective mettant en oeuvre des méthodes d’apprentissage,

sur la tâche d’encodage de certains diagnostics secondaires sélectionnés. Par conséquent, la base

de données PMSI2 est analysée afin d’extraire à partir de séjours de patients hospitalisés antérieure-

ment, des variables décisives (Features). Identifier ces variables permet de pronostiquer le codage

d’un diagnostic secondaire difficile qui a eu lieu avec un diagnostic principal fréquent. Ainsi, à

la fin d’une session de codage, nous proposons une aide pour les codeurs en proposant une liste

des encodages pertinents ainsi que des variables utilisées pour prédire ces encodages. Les défis

nécessitent une connaissance métier dans le domaine médical et une méthodologie d’exploitation

efficace de la base de données médicales par les méthodes d’apprentissage automatique.

En ce qui concerne le défi lié à la connaissance du domaine médical, nous collaborons

avec des codeurs experts dans un hôpital local afin de fournir un aperçu expert sur certains

diagnostics secondaires difficiles à coder et afin d’évaluer les résultats de la méthodologie proposée.

En ce qui concerne le défi lié à l’exploitation des bases de données médicales par des

méthodes d’apprentissage automatique, plus spécifiquement par des méthodes de "Feature Se-

lection" (FS), nous nous concentrons sur la résolution de certains points : le format des bases de

données médicales, le nombre de variables dans les bases de données médicales et les variables

instables extraites des bases de données médicales.

Nous proposons une série de transformations afin de rendre le format de la base de

données médicales, en général sous forme de bases de données relationnelles, exploitable par

toutes les méthodes de type FS.

Pour limiter l’explosion du nombre de variables représentées dans la base de don-

nées médicales, généralement motivée par la quantité de diagnostics et d’actes médicaux, nous

analysons l’impact d’un regroupement de ces variables dans un niveau de représentation approprié

et nous choisissons le meilleur niveau de représentation.

Enfin, les bases de données médicales sont souvent déséquilibrées à cause de la répar-

tition inégale des exemples positifs et négatifs. Cette répartition inégale cause des instabilités

de variables extraites par des méthodes de FS. Pour résoudre ce problème, nous proposons une

2Programme de Médicalisation des Systèmes d’Information, une grande base de données médicales qui
documente toutes les informations sur les séjours d’hospitalisation en France.
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méthodologie d’extraction des variables stables en échantillonnant plusieurs fois l’ensemble de

données et en extrayant les variables pertinentes de chaque ensemble de données échantillonné.

Nous évaluons la méthodologie en établissant un modèle de classification qui prédit les

diagnostics étudiés à partir des variables extraites. La performance du modèle de classification

indique la qualité des variables extraites, car les variables de bonne qualité produisent un bon

modèle de classification. Deux échelles de base de données PMSI sont utilisées: échelle locale et

régionale. Le modèle de classification est construit en utilisant l’échelle locale de PMSI et testé en

utilisant des échelles locales et régionales.

Les évaluations ont montré que les variables extraites sont de bonnes variables pour coder

des diagnostics secondaires. Par conséquent, nous proposons d’appliquer notre méthodologie

pour éviter de manquer des encodages importants qui affectent le budget de l’hôpital en four-

nissant aux codeurs les encodages potentiels des diagnostics secondaires ainsi que les variables

qui conduisent à ce codage.
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2 Introduction

1.1 Background and motivation

We are living in an age where computer applications are easy to use, intuitive and provide

useful information. However, some medical domains suffer from specific challenges

that do not exist in other areas. For example, in some areas a lot of medical sources are

available and it is difficult to decide which piece of medical information is useful and

which piece of information leads to an efficient decision without specialist experience.

Moreover, medical data is unique, especially when Machine Learning algorithms are

applied on it (J.Cios and Moore, 2002). Therefore, it is not easy to provide an application

based on medical data that facilitates the work of the specialist.

This thesis focuses on a difficult medical task of encoding diagnoses in the inpa-

tient episodes of the hospitals. A lot of hospitals hire specialist and trained coders in order

to encode properly all the diagnoses. Coding diagnosis involves reading and analysing all

the information in the medical record such as discharge letters, reports and radio images

of an inpatient episode and extract all the diagnosis, classify them into primary, secondary

and related diagnoses. Then, coders look up diagnoses codes in the dictionary and finally

register them in the hospital’s local database. Finally, each month, the hospitals send

all the codes to the national health agencies to provide the hospitals with fair payment

according to their encoded activity.

The national health agency stores all the received inpatient information in a

database called PMSI (Programme de Médicalisation des Systèmes d’Information) database

in France. Over years, billions of medical records have been recorded in this national

databases.

A lot of scientific challenges exist to analyse the PMSI database in order to sup-

port the task of encoding diagnoses. Most of the medical databases suffer mainly from

imbalanced distribution of examples. One of the core technical issues we treat in the

dissertation is related to applying Feature Selection methods on imbalanced medical

databases such as PMSI. The fundamental issue with the imbalanced learning problem

is the ability of imbalanced data to significantly influence the performance of standard

learning algorithms because most of the standard algorithms assume or expect balanced

class distributions.
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We propose on one hand a solution to enhance the encoding of secondary diag-

noses on the other hand we address the challenges related to the exploitation of imbal-

anced medical databases using ML methods.

1.2 Overview of the research

In the dissertation we are interested in the medical domain, more particularly we focus on

the encoding of secondary diagnoses in the context of PMSI. Encoding diagnoses depends

heavily on human effort. Moreover, encoding all the diagnoses of a patient’s medical

record is a difficult task.

Actually, there are few methods to increase the quality and the integrity of the

encoded diagnoses. Moreover, there are few methods that benefit from the immense

information available in the PMSI database using previously encoded diagnoses in order

to increase the quality of the encodings.

The current research of this thesis primarily addresses the encoding secondary

diagnoses and tackles the drawback in the existing studies of diagnoses predication

approaches and the related technical challenges.

1.3 Research objectives

Our proposed study addresses challenges related to the Machine Learning methods,

more specifically on the feature selection methods in order to explore medical databases

and provide adapted help to the specialist working in a specific task, such as encoding

diagnoses.

In order to reach the aim of this research, the following objectives are addressed:

• Explore medical databases and prepare them for Machine Learning methods.

• Improve the sampling methods for imbalanced databases.

• Provide an efficient approach to select features from imbalanced medical databases.

• Insure the quality and stability of the selected features from imbalanced databases.
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• Determine what, when and how to help the coders encode diagnoses.

1.4 Contribution of the thesis

The major contributions of this thesis are stated as follows:

• We presented a comprehensive study of the approaches to Feature Selection and

evaluation methods.

• We provided a better understanding of how to select features from imbalanced

medical databases.

• The study clearly showed how the existing and most currently used models are

inadequate and not sufficient to give stable features from imbalanced datasets.

• We proposed a generic method to prepare medical databases to be used by Machine

Learning methods.

• We developed an approach to select stable features from imbalanced dataset.

• We proposed a method to provide values to the selected stable features.

• We proposed a use case to integrate our approach in the thought process of the

coders to spot missing diagnoses encoding of inpatient episodes.

1.5 Thesis roadmap

The reminder of the thesis is organised in two parts as follows.

The first part presents the state of the art and it consists of three chapters which present

the work context, the used technologies and the application domain.

• The second chapter presents the medical databases in general and the PMSI database

in particular. It presents encoding medical information in the medical database

PMSI as well as the challenges related to it. We emphasise especially on the proce-

dure followed in the hospitals to encode diagnoses which is the main application

domain of the dissertation.
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• The third chapter explores the Machine Learning methods more particularly in

the Feature Selection methods and the evaluation approaches of such methods.

This chapter introduces the technical challenges related to the usage of the Ma-

chine Learning methods with medical databases as well as the latest researches to

overcome this challenges.

• The fourth chapter introduces the main studies in the scientific literature to encode

diagnoses in the hospital. This chapter is particularly interested in providing details

on different approaches followed to encode diagnoses.

The second part of the thesis consists of three chapters dedicated to our contribution to

overcome the technical challenges as well as the contributions to provide adapted use

case to encode secondary diagnoses.

• The fifth chapter focuses on our experience in the real observation sessions on the

encoding diagnoses and propose a use case to our contribution in the hospital.

• The sixth chapter aims to present our approach to prepare the PMSI database to

the usage of learning algorithms more specifically to the usage of Feature Selection

methods. The proposed approach addresses the challenges related to the data

selection, data transformation, feature preprocessing and finally the imbalanced

datasets. We explain our approach to evaluate the preparation phase. Finally, we

implement and evaluate our approach on the PMSI database issued from a local

hospital.

• The seventh chapter is dedicated to study the influence of imbalanced dataset on

the stability of the selected features and present our approach to select stable feature

from imbalanced datasets. Additionally, we discuss the application of the approach

in providing aid in the encoding of diagnoses.

Finally, we end the dissertation with a conclusion and future research perspectives

to our contribution.





Part I

State of the art
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PMSI, the French national medical database
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-Isaac Newton
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2.1 Introduction

Thanks to the digitalization technologies in the healthcare domain and their rapid evo-

lution, a major part of the paper medical records are transformed into electronic ones.

Moreover, the new medical records are digital by default. Therefore, a lot of medical

databases have been developed. There are a lot of benefits of using medical databases

from which we mention the easy access to medical information, the security, since they

can be backed up in a secure place and of course the ability to capture and store a big

amount of data in order to use it to provide better care. However, the main drawback of

the medical databases is that the stored medical data is sensitive and private, therefore

anonymisation processes are necessary to insure the confidentiality of the patients private

information. Other complications are the heterogeneity of data from different sources

and other ethical issues which make medical data unique in these respects. (J.Cios and

Moore, 2002).

There are a lot of databases in the medical domain, the most notable ones being

Electronic Medical Record (EMR) databases, lab results, financial and administrative

databases. Some of them are of small scale, mostly used in a local hospital. Others can get

into very huge scale, such as a national or even international scale.

In the dissertation we use the PMSI (Programme de Médicalisation des Systèmes

d’Information) database. The PMSI is a French medical database that is available in

different scales. We detail in this chapter all the related information of the PMSI database,

such as the history, the data generation and the data storage of the PMSI.

2.2 The PMSI history

The PMSI (Programme de Médicalisation des Systèmes d’Information) project was inspired

from a model used in the United States called DRG (Diagnosis Related Groups), this project

was an empirical construction of hospitalization costs based on several million hospital

inpatient episodes. The collected data were classified into groups with similar medical

cases and similar cost. Around 500 DRG groups were created with medical and cost

homogeneity. The United States had set up the financing of certain inpatient episodes as

early as 1983, with the DRG system (Fetter, 1991).
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The beginning of PMSI in France dated back to 1985 when a project called "Médi-

calisation des Systèmes d’Information" took place. In 1989, the first Medical Information

Department or the so-called DIM was created (Kohler, 2006). The period between 1989

and 1994 was generalisation period of PMSI to be used in the public hospital and some pri-

vate hospitals. In 1995, the PMSI was used by all private hospitals. In the period between

1995 and 2004, the financial usage of PMSI took place with a global budget modulation

aimed essentially to reduce the inequalities between private and public hospitals.

Finally, starting from 2004, France used the information of PMSI to introduce an

activity based payment called in French T2A (la tarification à l’activité) to finance all acute

hospital cares. The T2A activity based payment is a method of financing French healthcare

institutions, it aims balancing the allocation of financial resources and aims to empower

health actors. Each month public health institutions send their information to ARS Agence

Régionale de la Santé which triggers the payment. The private health institutions send

their information to the medical insurance to get paid accordingly (ATIH, 2016a).

Since the PMSI creation, millions of inpatient episodes have been registered in

national database, which makes it an attractive target for data analysis to solve different

problems using data mining techniques (Busse et al., 2011).

2.3 The PMSI versions

The PMSI (Programme de Médicalisation des Systèmes d’Information) has multiple ver-

sions to describe different activities.

• MCO: (Médecine Chirurgie Obstétrique) which stands for medicine, surgery and

obstetrics. It is based on systematic collection each month of administrative and

medical information, which is standardised form of inpatient episode. It has T2A

implemented for activity based funding. (ATIH, 2016a)

• HAD: (Hospitalisation à domicile) which is based on systematic collection of admin-

istrative and medical information of home hospitalizations. It has T2A implemented

for activity based funding. (ATIH, 2016b)

• SSR: (Soins de Suite et de Réadaptation) which is based on systematic collection of

aftercare and rehabilitation information. Unlike MCO whose information concerns
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an inpatient episode, in SSR version of PMSI, it concerns one week of patient care

and rehabilitation. It does not have T2A system yet. (ATIH, 2016d)

• PSY: (Psychiatrie) which concerns systematic collecting of psychiatry episodes in-

formation. It does not have T2A system yet. (ATIH, 2016c)

The PMSI database can exist on three scales, all the scales have similar structures.

1. Local scale: each hospital has its own PMSI database.

2. Regional scale: this scale contains PMSI information from all hospitals of a particu-

lar region.

3. National scale: this scale contains PMSI information from all hospitals of France.

The ATIH organisation can distribute regional and national versions of PMSI

after an agreement from the National Commission of Informatics and Liberties CNIL1

organisation.

In the dissertation we are interested in PMSI-MCO because it describes the in-

patient episodes, we refer to it as PMSI. We use local and regional scales of the PMSI

databases, since they are available through collaboration of the "Centre Hospitalier Inter-

communal de Castres Mazamet" hospital.

2.4 The PMSI content

The PMSI-MCO contains essentially inpatient episode information (ATIH, 2016a).

1https://www.cnil.fr/



2.4 The PMSI content 13

Three steps are followed to produce PMSI information as show in the Figure 2.1.

1. Each patient in inpatient episode receives care from one or several medical units.

These medical units produce reports that describe patient’s state and describe all

the diagnoses and the received care. The first step consists in encoding all the

healthcare that the patient received in each medical unit. The encoded information

is called RUM (Résumé d’Unité Médicale) medical unit summary. One RUM is made

for each medical unit. The RUM contains information, such as gender, age and

length of stay, diagnoses and medical procedures performed during the medical

unit care.

For example, three medical reports are produced when a patient enters a hospital’s

emergency medical unit and receives care from the intensive medical care unit

and then receives care from the cardiology medical unit and finally is discharged to

home. The three medical units are (Emergency - intensive care - cardiology) medical

units. The three reports describe all the given care to the patient in each medical

unit. Afterwards, these reports are encoded to produce three RUMs (Figure 2.1).

2. The second step consists in combining all the RUM reports into one report called

standard episode summary or RSS (Résumé de Sortie Standardisé). The contents

of RUM reports are combined into one RSS using special algorithms. The RSS

is eventually classified within one of the existing GHM (Groupes Homogènes de

Malades) groupings. A GHM grouping contains similar diagnoses and facilitates the

management of the inpatient episode.

3. The third step, an anonymisation process is applied, thus producing a so-called

anonymised episode summary RSA (Résumé de Sortie Anonymisé). In the anonymi-

sation process, information, such as name and identification are removed. Birthdate

information is processed to become age; entry date and discharge dates are pro-

cessed to become length of stay, etc. Finally, the RSA reports are sent to the Regional

Health Agencies ARS (Agences Régionales de Santé) where they are stored in the

national PMSI database. Each hospital is eventually refunded according to the GHS

(Groupe Homogène de Séjours) grouping of the RSA. The GHS grouping contains

similar inpatient episodes with similar costs.
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Fig. 2.1 The PMSI information workflow

The RUM is the core component of the PMSI, containing two categories of information as
classified by ATIH2.

1. Administrative information

• Identification of the inpatient episode.

• Identification of the establishment.

• Gender.

• Birth date.

• Residency zip code .

• Admission.

– Admission date.

– Admission mode (home, emergency, etc.,)

– Provenance (from psychiatry or from home hospitalisation etc.,).

• Discharge.

– Discharge date.

– Discharge mode (transfer, death, etc.,).

– Destination (to aftercare and rehabilitation or to psychiatry).

• Length of stay.

• Session’s count.
2http://www.atih.sante.fr/mco/presentation
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2. Medical information

• Diagnoses.

– Main Morbidity.

* Primary Diagnosis (DP).

* Related diagnosis (DR).

– Secondary Diagnoses (DS).

* Significant secondary diagnoses.

* Secondary diagnoses by convention.

• Medical procedures.

• Other information, such as weight at entry into the medical unit for the new-
born.

• Documentary information.

The administrative information consists of information that describes the inpa-

tient episode. The identification numbers are encoded with special format to identify the

inpatient episode, personal information, such as birthdate is encoded as dd-mm-yyyy and

gender is encoded as (1 for male and 2 for female). Admission and discharge information

is encoded using standard numbers. For example, an admission code of (6-1) indicates

that the patient is transferred from another MCO medical unit. The first part of the code

"6" indicates the admission mode, in the example "6" indicates "transfer". The second

part of the code indicates where the patient is coming from, in the example "1" indicates

from another MCO medical unit (ATIH, 2016a).

The administrative information is easy to encode, whereas the medical informa-

tion uses standard codes that are difficult to choose, especially when encoding diagnoses.

Therefore, most of the hospitals hire special coders in order to encode them properly.
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2.5 Encoding medical information

2.5.1 Diagnoses encoding

To encode diagnoses, the International Classification of Disease3 (ICD-10) is used. In

France, the French version of ICD-10 is named CIM-104 (Classification Internationale des

Maladies). There are different versions of CIM, France started to use the 10th version of

CIM in 2006, but CIM-10 was designed in 1992. Some countries still use the 9th version

of CIM. The CIM-10 has hierarchical classification: the first levels of hierarchy consist in

chapters gathering same characteristic diseases (such as chapter II dedicated to tumoral

diseases), categories help refining this classification. Currently, about 2,049 categories are

commonly used for coding. The last level precisely describes each disease and the CIM-10

contains 33,816 codes in which the first three characters stand for code categories.

For example, “J96.101” is a CIM-10 code which is composed of two parts separated

by a point. The first part consists of three characters and it designates the category of

the diagnosis and can stand alone as a code. The second part is an option to add more

specificities to the diagnosis. In the example, the letter “J” designates that the diagnosis is

related to the respiratory system diseases, “J” used in conjunction with the numerals “9”

and “6” indicates that the diagnosis falls into the category of “Respiratory failure diseases”.

The second part, the characters after the decimal point, is used to add more precision on

the diagnosis. For example the “101” indicates that the respiratory failure is chronic type 1

restrictive (Hypoxia).

There are two kinds of diagnoses:

1. Main morbidity it consists of the primary diagnosis, supplemented if necessary by

the related diagnoses.

(a) Primary diagnosis (DP) is the main diagnosis of the RUM, it is the health prob-

lem that motivated the patient’s admission to the medical unit, it is confirmed

when the patient is discharged.

3http://www.who.int/classifications/icd/
4http://www.atih.sante.fr/mco/presentation
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(b) Related diagnoses (DR) are complementary diagnoses used when DP is not

sufficient to admit the patient. These diagnoses can also represent the chronic

diseases that affect the DP.

2. Secondary diagnoses (DS) there are two kinds of secondary diagnoses: significant

secondary diagnoses and secondary diagnoses by convention.

(a) Significant secondary diagnoses are ailments, symptoms or any other reason

that requires a healthcare alongside with the DP, such as additional health

problems or complications of the DP, or complications of the treatment of the

main morbidity. These diagnoses are coded at the end of the inpatient episode

using all the knowledge acquired during the inpatient episode including the

reports arrived after the discharge of the patient. A secondary diagnosis is

significant when it requires additional care or management, such as (medical

procedure, diagnostic consultations, etc.).

However, there is a big difference between significant DS and DR, the former

corresponds to additional health problem or an ailment in addition to the DP

or complication to it or complication of a treatment to DP, whereas DR is a

precision and an essential part of the main morbidity.

(b) Secondary diagnoses by convention are all other diagnoses that do not satisfy

the previous definition. For example, diagnoses that have external causes of

morbidity, or infection, or complications of medical procedures.

It is essential that the RUM describes the inpatient episode as accurately as

possible, without forgetting any diagnosis specially DS, because each inpatient episode

is classified into a severity level. Each level of severity has different range of funding,

it is important to classify the inpatient episodes into the right class in order to get fair

payment. The ensemble of the diagnoses plays big role to define which class of severity is

the inpatient episode in, forgetting or adding one DS can change the severity level of the

inpatient episode. It is also important to have good quality PMSI database in order to be

analysed properly.

In the dissertation we focus on the Primary Diagnoses and they are referred as

DP, we also focus on Secondary Diagnoses they are referred as DS.
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2.5.2 Medical procedures encoding

Medical procedures are encoded in France using the Common Classification of Medical

Procedures CCAM (Classification Commune des Actes Médicaux)5. The CCAM was de-

veloped between 1996 and 2001. The first version was published in 2002. It is updated

frequently, the 39th version was released in 2015. The CCAM has a hierarchical classi-

fication: the first level of hierarchy consists of 19 general chapters which organise the

medical procedures according to anatomical or functional structure. For instance, chapter

1 is for nervous system procedures and chapter 2 is for eye procedures. The second level

of hierarchy separates the diagnoses and therapeutic medical procedures, it is possibly

followed by one or more sub-levels.

The CCAM codes are defined with seven characters (four letters and three num-

bers). There are around 7,583 standard medical procedure codes. The first letter indicates

the system or the anatomical device. The second letter provides additional information

of the organ or the function of the first letter. The third letter designates the performed

action. The fourth letter assigns the access mode. Finally the three numbers are used to

differentiate the procedures that have the same four letters.

For example, HEQE003 is CCAM code, the first letter H alone indicates digestive

system procedures, the first two letters are HE, they relate to more specific organ proce-

dure: oesophagus. The third letter Q indicates the performed action which is examination.

The fourth letter E indicates the access mode which is Transorifice endoscopic access. Its

location in the hierarchical tree is 7.1.9.1. and it costs 100,45".

In the dissertation we concentrate more on the first level of the tree which contains

19 general chapters structured according to anatomical or functional structure. The

chapters are considered enough to help encoding diagnoses. Table 2.1 shows the 19

chapters of CCAM.

2.5.3 Documentary information

Finally, the RUM contains optional documentary information that could be anything,

such as digit, code of procedure or diagnosis, or any free text. Encoding documentary

5http://www.atih.sante.fr/version-39-de-la-ccam
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Table 2.1 CCAM chapters

Chapter Label

01 Central nervous system, device and independent
02 Eye and notes
03 Ear
04 Circulatory
05 Immune system and hematopoietic
06 Respiratory
07 Digestive
08 Urinary and genital
09 Acts on the reproductive, pregnancy and the newborn
10 Endocrine and metabolic
11 Osteoarticular apparatus and muscle of the head
12 Osteoarticular apparatus and muscle neck and trunk
13 Osteoarticular apparatus and muscle of the upper limb
14 Osteoarticular apparatus and muscle of lower limb
15 Osteoarticular apparatus and muscle without precision surveying
16 Integumentary system - mammary glands
17 Acts without precision surveying
18 Anesthetic actions and additional statements
19 Transitional adjustments to the acpc

information is optional and it does not change the severity classification of the inpatient

episode. It is encoded according to the information type, such as in CIM-10 if it is a

diagnosis or in CCAM if it is a medical procedure. For instance, "Prostate hyperplasia"

encoded in CIM10 as "N40" is a documentary diagnosis because it does not cost anything.

In the dissertation documentary information is not treated.

2.6 How to encode diagnoses

Hospitals try to document their activities as accurately as possible to get fair payment.

Inaccurate encodings of inpatient episode information could cause inaccurate refundings.

Consequently, a lot of effort is made by hospitals to increase encoding accuracy of the

diagnoses and medical procedures.

Within each hospital the Medical Information Department DIM (Département

d’Information Médicale) is responsible for the encoding process which is very sensible

as explained by (Busse et al., 2011) "If up-coding or incorrect coding is detected, hospitals

must reimburse payments received. In addition, hospitals may have to pay high financial
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penalties of up to 5 per cent of their annual budgets". Depending on the hospital’s size, the

DIM usually consists of one or more physicians in charge of the department, specialist

coders that have strong medical background, nurses that collect important field informa-

tion necessary to encode diagnoses properly and finally technicians that are familiar to

deal with the management of DIM information.

All the diagnoses are important to encode in order to get an exhaustive informa-

tion of the performed healthcare and classify the inpatient episode into the right level of

severity. It is not an easy task to encode the diagnoses without missing any diagnosis. In

order to encode the diagnoses properly, medical data is collected from different healthcare

sources, such as discharge letters, laboratory reports, radiology images, patient’s consul-

tations, observations, interpretations of the physician and nurses collected information.

When all the information is available, the specialist coders read all the sources and code

all the diagnoses accordingly in a dedicated program. One of the encoding challenges is

encoding all the secondary diagnoses. Unlike primary diagnosis, which is unique and not

too difficult to detect, some secondary diagnoses require an extra effort to be identified,

because sometimes they are not clearly mentioned in the medical reports and cannot be

directly implied.

2.7 Conclusion

In this chapter, the PMSI was introduced emphasizing all the relevant aspects to the

dissertation topic, more particularly we emphasized the contents that are related to the

diagnoses and how it is encoded. In the dissertation we aim to help the coders encode

all the secondary diagnoses. In order to propose appropriate solution for this particular

problem of encoding all the secondary diagnoses, we investigate this problem even further

in the Chapter 5 by observing real encoding sessions in the hospital and study possible

solutions to facilitate the tedious task and increase coders awareness to encode all the

secondary diagnoses.



Chapter 3

Relevant information elicitation from med-

ical database

"Intelligence without ambition is a bird without wings."

-Salvador Dali
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3.1 Introduction

Artificial Intelligence (AI) is one of the most interesting fields in computer science, it is

attracting a great deal of attention in the information industry and in the society thanks

to its role of helping people to achieve everyday tasks more easily. There is no specific

definition to AI because of its wide range of applications, it is rather defined by the

problems that it deals with. These problems have one thing in common, they automate

the intelligent behaviour.

Most of the researchers agree that learning is the basic requirement for any intelli-

gent behaviour. Therefore, one of the major branches of artificial intelligence is Machine

Learning (ML). The idea of ML is to identify strong patterns in a database and generate a

model that can predict or detect similar cases in the future. Other typical branches of AI

are reasoning, knowledge representation, planning and natural language processing.

Feature Selection (FS) is the process of selecting a subset of relevant features (vari-

ables, predictors) for the use of a ML model construction. Feature selection techniques

are used for many reasons:

• To increase the interpretability of a ML model by removing irrelevant features.

• To accelerate the training of ML models.

• To enhance generalization by reducing overfitting (Guyon and Elisseeff, 2003).

In this chapter some of the most popular FS methods in the scientific literature

are presented as well as the applications of these methods in real life. A lot of factors

influences the quality of the selected features, the main factors are related to the quality of

the database. These factors are explained in this chapter as well as the technical challenges

that encounter ML methods to exploit medical databases efficiently. Furthermore, some of

the works that address these challenges are presented. Moreover, evaluation approaches

of the selected features are explained in general context and detailed furthermore in

the context of medical data. Additionally, some of the popular performance metrics are

presented in both contexts.
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3.2 Feature Selection (FS) methods

The instances used to build a learning algorithm consist of attributes. In supervised

learning context, the attributes are divided into input attributes and an output attribute.

The input attributes are used to build the ML model and they are called features. The

output attribute is the attribute to predict and it is called the prediction class.

The FS methods are part of feature reduction methods. Other feature reduction

methods exist that transform and combine the input features creating different features,

whereas FS methods choose the most relevant features to the prediction class and ignore

other features. The former group methods are referred to as feature extraction algorithms.

This dissertation is concerned primarily with the latter group.

The main advantage of FS methods is that they provide a better understanding of

the underlying process that generates the data. "They preserve the original semantics of the

variables, hence, offering the advantage of interpretability by a domain expert" (Saeys et al.,

2007). Moreover, they contribute to a better learning performance i.e., better accuracy for

learning models and lower computational cost.

3.2.1 FS categories

Feature selection methods can be classified into different categories according to differ-

ent factors, such as supervised for labeled dataset and unsupervised unlabelled dataset.

Supervised methods can be further classified into three categories Filter, Wrapper and

Embedded according to how the features are chosen and according to how these meth-

ods employ learning models in the selection process. In this section, the supervised FS

methods are detailed, since our application domain has labeled training set.

3.2.1.1 Filter methods

Filter methods use a measure quality to rank each feature according to its relevance to the

prediction class without the intervention of the learning algorithm. Usually low scoring

features are removed and the remaining features are presented as input to the learning

algorithm.
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Furthermore, filter methods are often classified into Univariate and Multivariate

categories. The former category evaluates only single feature at a time and the later

category evaluates and compares whole set of features.

Filter methods are considered lightweight because they do not require much

time nor resources and they are independent of the employed data modeling algorithm,

therefore they work equally well with all the algorithms. Filter methods are scalable since

they can evaluate unlimited number of features in linear time. Filter methods ignore the

interactions with learning methods which in some cases could lead to better results if they

would have been considered.

Famous filter methods are Chi-square (Magidson, 1994), Fisher score (Richard

et al., 2001), ReliefF (Robnik-Šikonja and Kononenko, 2003), ReliefC (Dash and Ong, 2011),

Information Gain (Han et al., 2012), Gain Ratio (Witten et al., 2016), Gini index (Han et al.,

2012) and Multi-cluster feature selection (Alelyani et al., 2013).

We provide some details on the most popular filter methods Information Gain

(IG), Gain ratio (GR) and Correlation-based feature selection (CFS) methods.

Information gain (IG) This measure is based on information theory, which studies the

information content of messages. The IG is used in ID3 decision trees (Quinlan, 1986)

in order to choose best feature to split in each node. The IG is univariate FS method, it

orders the features according to the IG equation 3.3. The information gain for a feature F

having v distinct values, f1, f2, ..., fv in a dataset D is given by the (equation 3.1).

Gai n(F ) = In f o(D)° In f oF (D) (3.1)

Where In f o(D) is just the average amount of information required to identify the class

label of a tuple in the dataset D (equation 3.2), and In f oF (D) is the expected information

required to classify a tuple from D based on the partitioning by F (equation 3.3).

In f o(D) =°
mX

i=1
pi log2(pi ) (3.2)

In f oF (D) =°
vX

j=1

|D j |
|D| £ In f o(D j ) (3.3)
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Where pi is the probability that an arbitrary tuple in D belongs to class Ci and is

estimated by |Ci ,D |/|D|. D j contains those tuples in D that have outcome f j of F .

The IG of a feature F is the difference of information in the original dataset D and

the information in the datasets divided according to the values of the feature F .

Gain ratio (GainR) The information gain measure is biased toward features having a

large number of values. The gain ratio is an extension to the information gain to alleviate

this bias. GainR applies a kind of normalization to IG using a "split information" value

defined analogously with In f o(D). It is used in C4.5 decision tree (Salzberg, 1993) a

successor to ID3. The GainR is a univariate FS method, it orders the features according to

the GainR given by the equation 3.4.

Gai nRati o(F ) = Gai n(F )
Spl i t In f o(F )

(3.4)

Where the Spl i t In f o(F ) is given by the equation 3.5.

Spl i t In f oF (D) =°
vX

j=1
£l og2(

|D j |
|D| ) (3.5)

Correlation-based feature selection (CFS) The CFS is a multivariate FS method used to

rank subset of features and choose the best subset. Unlike univariate filters, multivariate

filters aim to find a set of features that is highly correlated with the prediction class, and

the features are not correlated with other features in the set. Therefore, the CFS evaluates

the subset of features by considering the individual predictive ability of each feature along

with the degree of redundancy between them (Hall, 1999).

Correlation coefficients are used to estimate correlation between subset of fea-

tures and class, as well as inter-correlations between the features.

Relevance of a group of features grows with the correlation between features and

classes, and decreases with growing inter-correlation.

CFS is used to determine the best feature subset and is usually combined with

search strategies, such as forward selection, backward elimination, bi-directional search,

best-first search and genetic search.
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The correlation of CFS is given by the equation 3.6

rzc =
krzip

k +k(k °1)ri i
(3.6)

Where rzc is the correlation between the feature subsets and the class variable, k is the

number of subset features, rzi is the average of the correlations between the subset features

and the class variable, and ri i is the average inter-correlation between subset features

(Hall, 1999).

3.2.1.2 Wrapper methods

Wrapper methods use a previously chosen learning algorithm to select and to assess a

subset of features. Exhaustive search can be done in order to assess all the possible subsets.

However, subsets count grows exponentially with the features count, and evaluating all

the subsets is not always possible, therefore heuristic methods are used in order to find

and evaluate the optimal subsets. After defining the strategy to select the subsets, they are

evaluated using any desired ML algorithm, then the best evaluated subset is retained.

The advantage of wrapper methods over filter methods is their simplicity, the

learning algorithm can be considered as a black box used to assess the usefulness of the

features. The main disadvantages of wrapper methods are the high risk of overfitting to

the learning algorithm used to assess the features set as well as the high computational

cost implicated from assessing each features set (Han et al., 2012).

Famous methods are Sequential Forward Selection (SFS) (Kittler, 1978), Sequen-

tial Backward Elimination (SBE) (Kittler, 1978) and Beam search (Siedelecky and Sklansky,

1998).

3.2.1.3 Embedded

Embedded methods incorporate the search for the best features into the process of training

a classification model, and are thus specific to one learning algorithm.

This category is less complicated in terms of computations compared to wrapper

methods and it is more efficient in terms of considering feature dependencies. The
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main drawback of these methods is that they are not highly dependent to the learning

algorithms. Embedded methods are not new, such as CART that has a built-in mechanism

to perform feature selection (Breiman et al., 1984), weighted Naïve Bayes (Saeys et al.,

2007) and Recursive Feature Elimination (RFE-SVM) (Guyon et al., 2002).

3.2.1.4 FS methods comparison

In the dissertation we use filter methods because they are independent from any ML

algorithm, scalable and lightweight methods. On the other hand, wrapper and embedded

methods are ML algorithm dependent. Some comparison is proposed in the Table 3.1. We

intend to use Feature Selection methods independently from any ML algorithm therefore,

filter method category is the best candidate to explore its methods.

Table 3.1 FS methods comparison

FS
method

Advantages Drawbacks

Filter
Lightweight; Scalable; Inde-
pendent from learning models

Ignores interaction with the model

Wrapper
Simple to implement; Model-
ing feature dependencies.

Computationally intensive (compared to
filter methods); Risk to overfitting to a
learning model

Embedded

Less computational complex-
ity (compared to wrapper
methods); Feature dependen-
cies

Computationally intensive (compared to
filter methods); Dependant to a learning
model; Complicated to implement.

In the Table 3.2 the class of some known filter methods is presented including the

application task if it is supervised or unsupervised learning. In the dissertation we use

labeled dataset, therefore we are interested in supervised methods. Concerning which

filter class to use in the dissertation experiments, we decided to use one method from

each class (univariate/multivariate). We use Gain ratio method as a representative to

univariate methods and CFS as a representative to multivariate.
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Table 3.2 Common filter FS methods

Filter methods Class Application task Reference
Information gain Univariate Supervised (Han et al., 2012)
Gain ratio Univariate Supervised (Witten et al., 2016)
CFS Multivariate Supervised (Hall, 1999)
Chi-square Univariate Supervised (Magidson, 1994)

ReliefF Univariate Supervised
(Robnik-Šikonja and
Kononenko, 2003)

Fisher score Univariate Supervised (Richard et al., 2001)
ReliefC Univariate Unsupervised (Dash and Ong, 2011)
Multi-cluster feature
selection

Multivariate Unsupervised (Alelyani et al., 2013)

3.2.2 Applications of FS methods

There are various application domains for the FS methods, we review some well known

application domains with additional emphasis to the healthcare domain which is related

to our application domain.

3.2.2.1 Text analytics

Text analytics also referred to as text mining. It is the process of deriving quality infor-

mation from text (Liu et al., 2003). It involves the process of structuring the input text by

extracting features, such as word counts, word presence or absence. Text analytics usually

produce high dimensionality of feature space. This occurs because usually text analytics

consist of using all the words from all the documents in the dataset to build their features

which is not necessarily important to their final application. Most of the text analytics

applications are text clustering (Liu et al., 2003) and text classification (Forman, 2003).

Feature selection methods are applied to select only the important features and accelerate

the learning period of the intended model.
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3.2.2.2 Image processing

Similarly to text analytics the number of features extracted from an image can be limitless

(Bins and Draper, 2001). One of the application domain in image processing is image

classification, such as in (Bins and Draper, 2001), they used multiple filter methods

(Relief, K-means clustering and sequential floating forward/backward feature selection

(SFFS/SFBS)) to rank the important features and exclude the irrelevant and the redundant

ones. Other application is detecting breast cancer in x-ray images (Mustra et al., 2012)

using different categories of FS methods.

3.2.2.3 Industrial application

Fault diagnosis (Forman, 2003) are the most important examples in the domain of indus-

trial applications. Among fault diagnosis application is fraud detection (Lima and Pereira,

2017) where the best set of features is an essential task to build classification methods that

identify frauds. For example, (Lima and Pereira, 2017) used CFS, Gain ratio, Relief filter

methods to achieve better classification model in fraud detection application. Industrial

applications are proved to be enhanced by using feature selection methods.

3.2.2.4 Healthcare

In the healthcare domain FS methods are used to improve the accuracy of disease predic-

tion, such as (Akay, 2009; Chen et al., 2011) who used filter FS techniques to detect breast

cancer and (Su and Yang, 2008) who used FS methods to detect hypertension. (Abeel et al.,

2010) used multiple FS methods to detect four cancers: Colon, Leukaemia, Lymphoma

and Prostate Cancers.

Other applications of FS, particularly in medical diagnosis, are to identify all the

elements that have influenced or triggered a particular symptom or events that chained

together to cause a disease. There are three application domains in bioinformatics accord-

ing to (Saeys et al., 2007): feature selection for sequence analysis, microarray analysis

and mass spectra analysis.

The FS for sequence analysis is the focus of many researches, since the early

days of bioinformatics, one of the applications is to predict the sub-sequences that code
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for proteins (Al-Shahib et al., 2005; Chuzhanova et al., 1998), other applications involve

recognizing less conserved signals in the sequence representing mainly binding sites for

various complex proteins, such as (Keles et al., 2002; Tadesse et al., 2004).

Concerning microarray analysis, its objective is to identify the responsible genes

that cause certain disease, the primary source of data is microarray database which

consists of several hundred of thousands of gene features against small sample sizes. Uni-

variate filter methods category is the most popular category used in microarray analysis

thanks to its simplicity and efficacy with huge number of features (Dudoit et al., 2002;

Lee et al., 2005; Statnikov et al., 2005). Other FS categories have been also used, such as

multivariate filter in (Ding and Peng, 2005; Wang et al., 2005) to discover the responsible

genes for NCI, Lymphoma, Lung, Child Leukemia and Colon cancers. Embedded methods

are used in (Guyon et al., 2002) to detect a distinctive pattern of DNA or the responsible

genes for cancer disease using SVM methods.

Finally, Mass spectro analysis is a framework for disease diagnosis and protein-

based biomarker profiling. A mass spectrum is the distribution of ions represented by

thousand of mass to charge ratios against their intensities. It is used to discover the

patterns in complex mixtures of proteins derived from tissue samples or fluids. For

example, (Petricoin et al., 2002) analysed the mass spectrum and clustered the patterns

that cause ovarian cancer (Coombes et al., 2007). (Ressom et al., 2005) processed mass

spectral data to achieve high prediction accuracy in distinguishing liver cancer patients

from healthy individuals.

3.2.3 Evaluation approaches

The common practice in the literature to evaluate the quality of the features is to build

a ML model out of the features and to measure its performance. The proper features

produce good quality classification model and vice versa. Features selected using filter

and wrapper methods can use any ML model. The main objective of FS methods is to

produce better classification models.

Since wrapper methods depend on a specific learning method to select the fea-

tures, by default these methods use the performance of the same learning method to

evaluate their features (Chrysostomou, 2009).
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For pattern recognition and image processing neural networks are generally used

(Egmont-Petersen et al., 2002). For other applications SVM, Naive Bayes and Decision

Trees are often used, such as in (Alonso-González et al., 2010; Cavallaro et al., 2015; Lima

and Pereira, 2017; Maldonado et al., 2014; Popescu and Khalilia, 2011)

In this section, we detail some of the most used classifiers to evaluate feature

selection methods in the literature. We emphasize some points that are important in the

context of the dissertation, such as accuracy, training speed, scalability, interpretability,

clarity and simplicity. In the dissertation, we use medical databases and we collaborate

with medical experts, therefore we are particularly interested in two issues (scalability,

interpretability). First, medical databases are huge in volume and require scalable ap-

proach. Second, we collaborate with medical experts and we are interested in showing

and discussing the results with them therefore interpretability is a very important area to

consider.

The first issue we emphasize is the scalability, traditional methods assume that all training

examples can be stored in main memory (Han et al., 2012), therefore they are limited to

an equal or smaller memory size of training sets. Nowadays, the data generation becomes

very fast and the traditional classification methods are not adapted anymore to process

the enormous volume of data.

Actually, two methods are proposed in the literature to handle scalability issue,

either by using MapReduce techniques or by adapting the existing methods to process

huge volumes of data.

The first method uses MapReduce technique (Dean and Ghemawat, 2004), a sim-

ple but powerful programming technique, large number of computer clusters to process

and to distribute data automatically. The computing model consists of two functions,

Map and Reduce. The Map function processes a part of the input and transforms it into

key-value pairs. Then, the Reduce function combines all the intermediate values related

to the same key. The MapReduce takes care of all the complicated steps for developing

parallel applications so the user only needs to program two functions to develop a scalable

application.

The second method modifies the existing model to a streaming model (Han et al.,

2012) that processes learning instances one by one i.e. the adapted version can learn

sequentially when the examples arrive.
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The second issue we emphasize is the interpretability and the clarity of the built model.

Each ML algorithm produces a model that predicts and assigns the class of the future

instances, some of the produced models are easy to interpret and are self-explanatory, it is

easy to understand how the prediction has being made and it is easy to diagnose the error

by tracking each decision, whereas other ML algorithms produce models that are very

difficult to interpret and explain, and there is no way to understand how the prediction has

been made, these kind of models are called black box models (Witten and Frank, 2005).

We present in the following subsections four of the most used classification

algorithms to evaluate the FS methods. (Artificial Neural Network (ANN) - Decision Trees

(DS) - Naive Bayes (NB) - Support Vector Machines (SVM))

3.2.3.1 Artificial Neural Network (ANN)

A neural network is a complex adaptive system that can change its structure based on

the input used in the training set. The basic component of the ANN model is a node also

named an artificial neuron, since it has similar functioning to an actual neuron in the

human brain. The model can have numerous nodes build up on many levels where each

node builds connection with other nodes depending on the desired output (Han et al.,

2012), as shown in Figure 3.1.

The advantage of this method is that it can handle large amount of input features

without knowing their nature. The ANN is best used in pattern recognition field which is

considered as one of the difficult tasks for a computer to perform. The pattern recognition

applications range from character recognition to facial recognition. The ANN is also used

in simple classification problems where the output is 0 or 1 i.e. two class classifiers (Witten

and Frank, 2005).

To explain how a neural network works we explain the perceptron invented in 1957

by Frank Rosenblatt which represents the simplest neural network possible, a network

with only one neuron Figure 3.2. A perceptron has 3 inputs, a weight for each of the inputs

and a processor. Depending on the input and the weight for each input the processor

decides what is the output. The Equation (3.7) represents the output of the perceptron

where the b is the bias. The bias shifts the decision boundary away from the origin and

does not depend on any input value (Shiffman, 2012).
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Fig. 3.1 Neural Network structure

Out put = f (ßn
k=1ik .Wk +b) (3.7)

Fig. 3.2 A perceptron

The simple form of the perceptron can decide whether an input belongs to one

class or another, it is a type of linear classifier, i.e. a classification algorithm that makes

its predictions based on a linear predictor function combining a set of weights with the

feature vector.

A group of perceptrons forms a network that can solve nonlinear classification

problems, usually the perceptrons are grouped in three layers, the first layer is called input,

the second layer is called hidden layer, the third layer is the output layer Figure 3.1. Deep

learning is a new type of neural networks where more than one hidden layers is used in

order to solve even more complicated problems, such as speech recognition and visual

object recognition. (LeCun et al., 2015)

Scientist used the ANN in the medical field in order to predict medical diagnosis.

On one hand, the ANN offers a number of advantages, such as requiring less training to

develop a good model, the ability to implicitly detect complex nonlinear relationships

between independent and dependent variables, a good performance if it is configured
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properly. On the other hand, there are some disadvantages related to this model, such as

the black box nature of the model and the proneness to overfitting compared to other ML

algorithms (Tu, 1996). In addition, it requires a lot of experimentations in order to choose

the right parameters that lead to the best results. i.e. the number of neurons, the size of

the hidden layers and the value of the learning rate. The most important disadvantage of

the ANN is the significant amount of time required in order to build a prediction model, it

is considered slower than other ML methods (Witten et al., 2016).

As one of our objectives is to identify the best features used in a model, we have

disconsidered the use of ANN, since they use a black box model, difficult to determine

which elements contributed most to predict the output.

An important aspect we are interested in is the scalability, since we plan to use

large databases that cannot fit necessarily in the RAM memory of a computer, the ANN

with backpropagation learning method has straightforward ability to learn from streamed

dataset (Bifet and Kirby, 2009), which can be useful to avoid the problem of not being able

to fit the entire training set in the RAM memory of a certain computer. In addition, it is

possible to use the ANN under MapReduce algorithm which divides the training sets into

small chunks and distribute them into parallel machines (Wu et al., 2014).

3.2.3.2 Decision Trees (DT)

One of the famous ML classification methods is Decision Tree (DT). A DT is a flowchart

tree structure, where each internal node denotes a test on an attribute, each branch

represents an outcome of the test, and each leaf node (terminal node) holds a class label,

the topmost node in a tree is the root node (Han et al., 2012). A typical DT is shown in

Figure 3.3, representing the concept buys_computer and predicting whether a customer

is likely to purchase a computer. Internal nodes are denoted by rectangles, and leaf nodes

are denoted by ovals. Some DT algorithms produce only binary trees where each internal

node branches to exactly two other nodes, whereas others can produce n-ary trees (Han

et al., 2012).

DT can make a prediction by testing the attribute values of a tuple against the

nodes of the DT. A path is traced from the root to a leaf node, which holds the class

prediction for that tuple.
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DTs are considered popular because they offer structural description of what has

been learnt. The description can be understood by people and can be used later to explain

on what basis the prediction has been made.

The applications of ML in the medical domain and some other domains prefer

understanding the explicit knowledge structure that are acquired, because gaining knowl-

edge from data can be much more important than the ability to perform well on new

examples (Magoulas and Prentza, 2001).

Fig. 3.3 AN example of a Decision Tree

DTs are widely used because they generate simple models, easy to interpret. Any

DT can be converted into a set of rules explaining each prediction. Therefore, DTs can be

validated by physicians who are not necessarily specialists in ML. DTs are scalable and

produce efficient models even when using large amounts of data (Magoulas and Prentza,

2001).

There are many algorithms that implemented DTs, the very beginning was in the

late 1980s with the ID3 algorithm (Iterative Dichotomiser) (Quinlan, 1986) later on the

C4.5 algorithm (Salzberg, 1993) was implemented the DTs which is considered a successor

of ID3. Another group of statisticians published Classification and Regression Tree (CART)

(Breiman et al., 1984) algorithms as induction algorithm as it allows to build a binary

DT. Later, other types of DTs are designed, such as Random forest (Breiman, 2001) which

consists of multiple trees, NBtree (Kohavi, 2011) which combines Naïve Bayes algorithm

in it and Ensemble methods (Polikar, 2006) which consists of combining multiple DTs in

order to have better classification model.

A common problem in the DT algorithms is overfitting. The errors made by

a learning model are divided into types training set errors and testing set errors. The

training set is the data used to build the model, whereas the testing set is unseen and
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not used to build the learning model and it is usually used to measure the prediction

power of the learning model. Usually a learning algorithm should perform well on both

training and testing sets. Overfitting problem occurs when a learning algorithm is trained

to perform well only on the training data. This occurs often in the DTs because they

fully grow branches to consider all the outliers in the training set at the expense of poor

performance on the testing set. Tree pruning methods address overfitting problem in DTs

by removing the least reliable branches. Pruned trees tend to be smaller and less complex

therefore faster, easier to understand and classifies better on the testing set.

There are two kinds of tree pruning: prepruning and postpruning (Han et al.,

2012). In the prepruning approach, a tree is pruned by halting its construction early e.g.,

by deciding not to further split or partition the subset of training tuples at a given node.

The second and more common approach is postpruning, which removes subtrees

from a “fully grown” tree. A subtree at a given node is pruned by removing its branches

and replacing it with a leaf. The leaf is labeled with the most frequent class among the

subtree being replaced.

Concerning scalability issues, the standard version of DT cannot handle large

training sets that cannot fit into the memory, therefore new DT algorithms are proposed

to address the scalability issues, such as “Adaptive Hoeffding trees” proposed by (Bifet

and Gavaldà, 2009) (Han et al., 2012). The idea behind an adaptive DT is that it is built

incrementally from data streams. The main advantage of Hoeffding adaptive trees over

other adaptive trees is that it does not require user defined parameter to guess how fast

the stream flows.

Concerning the second method to scale the DT algorithm, most of the researches

programmed MapReduce functions to cover most of the DT algorithms, such as CART

(Chrysos et al., 2013), ID3 (Wang-Wei, 2012), C4.5 (Dai and Ji, 2014) regression trees

(Yin et al., 2012), random forest (Li et al., 2012) and ensemble trees (Panda et al., 2009).

MapReduce functions permit the algorithms to run over many computers in parallel,

consequently speeding them up and eliminating the dataset size problem.
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3.2.3.3 Naive Bayes (NB)

Bayesian classifiers are statistical classifiers based on Bayes theory (Domingos and Pazzani,

1997). They can predict class membership probabilities by measuring the probability that

a given tuple belongs to a particular class.

The classifier is called “Naïve” because it assumes that the effect of an attribute

value on a given class is independent of the values of the other attributes. Thanks to this

assumption, the calculations are simplified and the learning is faster. It is one of simplest

approach yet very powerful compared to other ML classifiers.

The idea behind Bayes theorem is that it relates conditional or posterior probabil-

ity with the marginal probabilities. For example, for two events A and B, the Bayes rule

can be written as:

P (A|B) = p(A)P (B |A)
P (B)

(3.8)

where p(A) is the prior probability of A. P (A|B) is the conditional/posterior

probability of A given B . P (B |A) is the conditional/posterior probability of B given A.

P (B) is the prior probability of B .

Based on the Bayes theorem and the naïve assumption of class conditional in-

dependence, the attributes can be predicted X = (x1, x2...xn) to which class they belong

C = (C1,C2...Cn) by the equation below

P (X |Ci ) =
nY

k=1
(xk |Ci ) = P (x1|Ci )P (x2|Ci )...P (xn |Ci ) (3.9)

These probabilities can be easily measured from the training set and assign the highest X

with the highest class probability. For the full details of how NB classifier works check the

reference (Han et al., 2012).

NB model is stable and robust, not too difficult to interpret (Murali et al., 2016)

thanks to its independent attributes assumption. The main advantage of NB classifiers

is the high accuracy and the high speed when applied to large databases. It can learn

naturally without any adaptation from unlimited dataset thanks to its sequential algorithm.

The model can learn incrementally example by example without the need to scan all the

training set, therefore the memory usage is small and bounded. (Bifet and Kirby, 2009)
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NB can be used on parallel computers thanks to MapReduce implementations,

such as Liu (Liu et al., 2013) and it can be used freely using “Mahout1” an open source

implemented by “Apache2”. Therefore, NB is one of the best scalable algorithms that

can learn both by streaming the dataset or by parallel programming using MapReduce

method.

3.2.3.4 Support Vector Machines (SVM)

A Support Vector Machine SVM is an algorithm that uses a nonlinear mapper to transform

the original training data into a higher dimension (Cortes and Vapnik, 1995). Within this

new dimension, the algorithm searches for an optimal linear separating hyperplane i.e.

separating the tuples of one class from another. With an appropriate nonlinear mapping

to a sufficiently high dimension, data from two classes can always be separated by a

hyperplane. The SVM finds this hyperplane using support vectors essential training tuples

and using margins defined by the support vectors.

The first paper on SVM was presented in 1992 by Vladimir Vapnik and his col-

leagues Bernhard Boser and Isabelle Guyon, although the groundwork for SVMs has been

around, since the 1960s (including early work by Vapnik and Alexei Chervonenkis on

statistical learning theory). Although the training time of even the fastest SVMs can be ex-

tremely slow, they are highly accurate, thanks to their ability to model complex nonlinear

decision boundaries. They are much less prone to overfitting than other methods (Suykens

et al., 2015). Other methods are proposed and explored to improve the performance and

accelerate the calculations (Do and Poulet, 2006; Graf et al., 2005), SVMs can provide a

compact description of the learned model. SVMs can be used in prediction as well as in

classification. They have been applied to a number of areas, including handwritten digit

recognition, object recognition, and speaker identification, as well as benchmark time

series prediction tests (Cavallaro et al., 2015).

The SVM model is considered as one of the models that is difficult to understand.

Some papers tried to solve the problem by using fuzzy logic to make the model more

interpretable (Nguyen and Le, 2014). A complete introduction to SVMs and for more

technical details can be found in (Cortes and Vapnik, 1995).

1http://mahout.apache.org
2http://apache.org
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A traditional SVM algorithm is not scalable, because it is formulated in terms of

quadratic program that requires a lot of resources and time, for a training set of N records,

the storage requirement is O(N2) and time complexity is about O(N3). Therefore, a major

research goal regarding SVMs is to improve the speed in training and testing so that SVMs

may become a more feasible option for very large data sets. Some papers solved the

scalability problem by adapting the algorithm to build the model in iterative steps, some

of them require one pass (Rai et al., 2009) others require multiple passes on the training

set (Domeniconi and Gunopulos, 2001) in order to build a model with better performance.

Other papers solved the scalability problem by creating parallel algorithm (Do

and Poulet, 2006; Graf et al., 2005) and more recently using MapReduce method (Caruana

et al., 2011; Sun and Fox, 2012).

3.2.3.5 Classification methods summary

There are a lot of other ML algorithms in the literature, such as logistic regression, KNN

K-Nearest Neighbor, Adaboost and other adaptations depending on the application needs,

we tried to cover the most known algorithms and the ones we use in the thesis.

A brief summary of the reviewed classification methods are presented in the table

3.3 highlighting the important points that we are interested in.

• Scalability: the ability of the method to function well when the dataset contains

millions or billions of data objects.

• Interpretability, comprehensibility, understandability: the ability of the model to

express the behaviour of the learnt model in an understandable way.

• Training speed: the time required to build a model.

We work with sensitive medical data that cannot be moved outside the hospital.

In addition, we are allowed to work only on one computer, therefore, streaming data has

big advantage in our case over MapReduce technique that uses more than one computer.

In the dissertation we use DT mainly for the interpretability reasons, since the

evaluations are discussed with medical experts as well as for the high training speed and
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Table 3.3 Classification methods comparison

Method Interpretability
Scalability Training Implementation

Streaming MapReduce speed difficulty

Naïve Bayes Medium High High High Easy
Decision Trees High Medium High High Easy

SVM Low Medium High Low Difficult
Artificial Neural Networks Low High High Low Difficult

acceptable streaming scalability compared to other algorithms. We use also NB algorithm

for the sake of performance comparison. Furthermore, both NB and DT are easy to

implement, since they have either few or no parameters to be tuned.

3.2.4 Performance metrics

Evaluation is the key to measure the performance of Machine Learning methods and

choose the best one.

For a classification model, its performance is measured in term of error rate. The

classifier predicts the class of each instance, if it is correct, it is counted as a success; if it is

not correct, it is counted as an error. Therefore, the error rate represents the proportion

of the errors made of the all predicted instances. It is not interesting to measure the

performance using the same instances used to train the model, the main objective of

training a model predicts future cases which are not seen by the model. Therefore, the

performance of a model is measured on new dataset that played no part in the formation

of the model.

This independent dataset is called testing set used only to measure the model

performance, and the dataset used to train the model is called training set, with the

assumption that both training and testing set represent most of the cases of the problem.

If there is enough of instances, the dataset can be divided into training set and testing

set, otherwise if the dataset is limited other adapted methods are required to alleviate the

dataset shortage. One of the general methods is called “Cross-validation” used mainly

when there is not enough data or to have more reliable evaluations. The idea behind cross-

validation is to repeat the dataset dividing process several times with different random

training and testing sets. In each iteration a certain proportion of the data is randomly
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selected for the training set and the rest is used for testing set. The error rate at the end of

the iteration is calculated to estimate an overall error rate. In the k-fold cross-evaluation,

the k is the number of the iteration. 10-fold cross-validation is the most standard way used

to measure the error rate of Machine Learning model, however other dataset dividing

methods exist used in particular scenarios, such as “The bootstrap”,”Leave-one-out”

(Witten and Frank, 2005).

In most applications simple error rate is not enough to evaluate the ML perfor-

mance, specially if the classes distribution is imbalanced. For example, if there were 90%

of the examples from the first class and 10% from the second class the model could be

easily biased towards classifying all the examples as the first class. The overall error rate is

10%, but in practice the classifier has 0% error rate for the first class and 100% error for

the second class. Therefore, other methods exist to alleviate this problem.

Table 3.4 Different outcomes of a two-class prediction “Confusion-matrix”

Predicted class
Yes No

Actual class
Yes True Positive (TP) False Negative (FN)
No False Positive (FP) True Negative (TN)

Table 3.4 has the basic 4 units that most of the evaluation methods are based on

to build their equations.

• TP is the number of True Positive instances, which represent instances that are

correctly assigned to positive examples.

• TN is the number of True Negative instances, which represent instances that are

correctly assigned to negative examples,

• FP is the number of False Positive instances, which represent instances that are

incorrectly assigned to positive examples,

• FN is the number of False Negative instances, which represent instances that are

incorrectly assigned to negative examples.

The standard metrics are used to evaluate classification Accuracy, Precision, Recall

and F1-measure. The measurements are defined based on the following sets according to

(Tuffery, 2007).
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Accuracy is the ratio of correctly assigned negative and positive examples to the total

number of examples.

A = T P +T N
(T P +T N +F P +F N )

(3.10)

Precision is the ratio of correctly assigned examples to the total number of examples

produced by the classifier. A precision score of 1.0 for a Class C means that every item

labeled as class C indeed belongs to Class C but it says nothing about the number of items

from class C that were not labeled correctly.

P = T P
(T P +F P )

(3.11)

Recall or Sensitivity or True Positive Rate is the ratio of correctly assigned examples to

the number of target examples in the test set. A perfect recall score of 1.0 means that every

item from Class C was labeled as belonging to class C but it says nothing about how many

other items were incorrectly also labeled as belonging to class C.

R = T P
(T P +F N )

(3.12)

False Positive Rate is the rate of the negative examples predicted as positive.

F PR = F P
(F P +T N )

(3.13)

Specificity is the proportion of negatives examples that are correctly identified as such.

S = T N
(T N +F N )

(3.14)

F-measure represents the harmonic mean of precision and recall according to the Equa-

tion 3.15 with the possibility to give more weight to either the precision by choosing a

value for Ø smaller that 1 or to give more weight to Recall by choosing a value greater than

1, the most common value of Ø is 1, Equation 3.16.

FØ = (1+Ø2)§ P §R
(Ø2 §P )+R

(3.15)

F1 =
2§P §R
(P +R)

(3.16)
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G-mean evaluates the degree of inductive bias in terms of a ratio of positive accuracy and

negative accuracy, Equation 3.17.

G °mean =
s

T P
(T P +F N )

£ T N
(T N +F P )

(3.17)

ROC and AUC: Receiver Operating Characteristic (ROC) is a curve created by plotting the

true positive rate against false positive rate. Area Under Curve (AUC) it is used to have

normalised value in order to compare different curves. The AUC of a classifier is equivalent

to the probability that the classifier will rank a randomly chosen positive instance higher

than a randomly chosen negative instance (Fawcett, 2006). AUC has a range of [0.5,1] 0.5

rate indicates that the model classifies the examples in complete random manner while

the 1 rate indicates that the model classifies them perfectly.

In the context of medical diagnoses, the specificity, sensitivity and AUC are used

more often to indicated how well the classifier is performing detecting the positive and

negative examples. For example, test sensitivity is the ability of a test to correctly identify

those with the disease (true positive rate), whereas test specificity is the ability of the test

to correctly identify those without the disease (true negative rate) and AUC combines the

two measures in a single normalised unit.

3.3 Technical challenges of using FS with medical databases

Learning from real data, especially when dealing with medical data sets, raises several

challenges.

One common challenge is the imbalanced datasets, where the targeted observa-

tion is usually under-represented among other representations of the data sets. The unfair

repartition of the examples can reach up to 10,000:1 ratio in some medical databases

(PMSI). For example, Respiratory failure, a common pneumonia disease concern at best

1% of the inpatient episodes. Most learning algorithms, including classification and FS

methods, build their models using the majority examples and ignore the few "important"

examples. Even the common evaluation methods, such as accuracy fail to measure the

performance of classification algorithms.
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Another issue is the simplicity to understand and use the algorithm. The learnt

model will be used as medical decision aiding tool. Therefore, the proposed solution

should provide a good interpretability, allowing the users assessing the validity of the

proposed aid.

In ML domain, in order to effectively learn from a dataset it should be in a proper

format, i.e. all the information of the studied subject should exist in a flat database. (Han

et al., 2012). Generally, most of the medical databases are relational databases, where

an information concerning a particular subject exists in multiple tables with different

relationships "one to one", "one to many" and "many to many".

Finally, the last issue treated in this section is the excessive number of features

in the medical databases that can limit the performance of the ML methods.

3.3.1 Imbalanced database

In recent years, the imbalanced learning problem has drawn a significant amount of

interest from academia, industry, and government funding agencies. The fundamental

issue with the imbalanced learning problem is the ability of imbalanced data to signifi-

cantly compromise the performance of most standard learning algorithms. Most standard

algorithms assume or expect balanced class distributions. Therefore, when presented with

complex imbalanced data sets, these algorithms fail to properly represent the distributive

characteristics of the data and resultantly provide unfavourable accuracies across the

classes of the data. This challenge is relatively new and it receives an increased rate of

attention over years. The rapid expansion and the consistent assessments of past and

current works in this field contribute to the received attention. Moreover, the possible

projections for future research are essential for long-term development (Haibo He and

Garcia, 2009).

3.3.1.1 Resampling methods

These methods are used to rebalance the class inequality in the imbalanced dataset to

alleviate the risk of the dominance of the majority class at the expense of the minority
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class. Resampling methods are the most used methods so far, since they are independent

from learning algorithms.

Three main sampling methods that tackle this problem are presented:

• Undersampling: It creates new dataset of the original dataset by eliminating in-

stances from the majority class.

• Oversampling: It creates new dataset of the original dataset by adding instances

from the minority class.

• Hybrid: A combination of the undersampling and oversampling methods

Some of the most famous methods are presented in the following section:

• Random sampling : or non informed methods, these methods are the simplest

techniques since they use non heuristic methods. The most famous methods are

random undersampling and random oversampling. As the name suggest, it is about

adding and removing instances randomly. The major draw back of the random

undersampling is that it can discard potentially useful data to the learning process,

whereas the drawback for the random oversampling is the increased likelihood of

overfitting, since it duplicates the existing instances. The random sampling methods

are simple to both understand and visualize, thus we refrain from providing any

specific examples of its functionality. Random sampling is considered the baseline

method in order to compare other new more complicated sampling methods.

• Informed sampling : these methods use heuristics in order to alleviate the defi-

ciency of information loss introduced in the traditional random undersampling

method.

– Examples of informed undersampling are: NearMiss-1 which removes negative

examples whose average distances to three closest positive examples are the

smallest, NearMiss-2 which removes negative examples based on their average

distances to three farthest positive examples in addition to NearMiss-3 which

removes negative examples to guarantee every positive example is surrounded

by some negative examples. These algorithms are proposed by (Zhang and

Mani, 2003) that use the K-nearest neighbor (KNN) classifier to achieve un-

dersampling. Similar algorithm Condensed Nearest Neighbor is proposed by

(Angiulli, 2005).
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– An example of informed oversampling is "Synthetic Minority Oversampling

TEchnique" SMOTE (Chawla et al., 2002). The main idea of SMOTE is to

add new artificial minority examples by interpolating between pre-existing

minority instances.

– An example of hybrid informed sampling is (Outlier sampling) proposed by

(Lima and Pereira, 2017). The main idea of this method is to remove the rare

instances of negative class and replicate the rare instances of positive class,

using the SMOTE method.

Although sampling methods increase the performance of the learning methods in

general, not enough research is done to assess the quality of the features extracted using

feature selection methods in particular.

Among the related works that targeted the feature selection is an embedded fea-

ture selection approach proposed by (Maldonado et al., 2014) using backward elimination

approach based on successive holdout steps of features. Starting from S full set of features,

they search for a subset K (K µ S) features so that the performance of the SVM classifier

using this subset of features is maximized. The contribution of (Maldonado et al., 2014) is

to add hold out set of data in order to evaluate the SVM classifier. The main drawback of

the proposed approach is the dependency to the classification algorithm (SVM algorithm).

Another related work is proposed by (Yin et al., 2013), clustering the dataset with

the majority class into numerous clusters, applying a FS method on each cluster and

finally retaining the common features among all the clusters. The evaluation of the paper

showed that the method enhanced the classifiers performance in comparison with the

performance when only one FS method is applied. Another similar work is proposed by

(Martín-Félez and Mollineda, 2010) in the context of identifying the melodic track given

by a MIDI file they proposed a new sampling method based on clustering the training set.

Moreover, they studied the effect of combining sampling methods with feature selection

methods and the order in which they are applied. The paper concludes that applying

sampling methods first has better effect on the features.
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3.3.1.2 Cost-sensitive learning

Contrary to the sampling methods that create balanced data distributions through dif-

ferent sampling strategies, cost-sensitive learning addresses the imbalanced learning

problem by adding the notion of the cost associated with misclassifying examples. In

other words, it assigns cost matrices to describe the cost for each classified example where

Ci j represents the misclassification cost of assigning examples of the class i to class j

(Elkan, 2001).

The costs can be determined by experts in the domain, or by other approaches

(Sun et al., 2007). In the case of imbalanced learning, when recognizing that the minority

class is more important than recognizing the majority class, the cost of misclassifying

the minority class is higher than the majority class. In this way, the classifier gives more

importance to the minority class.

Two main methods exist to incorporate the cost sensitivity into the learning process:

• Direct methods: The direct methods modify the behaviour of the learning algorithm

to consider the misclassification costs while building the model. For example, in

the decision trees, the split criteria is adapted to consider the misclassification costs

(Witten et al., 2016), or the pruning methods of the tree can be adapted to use the

matrix in order to determine if a subtree can be pruned or not (Bradford et al., 1998).

• Indirect methods: The indirect methods do not modify the main learning algorithm,

they just integrate in the preprocessing or the postprocessing of the data. For

example, in the postprocessing method, a tradition decision tree assigns the node

with the majority class, in the cost-sensitive learning, the decision tree assigns

the node with the class that minimizes the classification cost (Domingos, 1999).

Another example to preprocessing case, is to resample the training set according to

the matrix cost. In this case, cost-sensitive method is equivalent to the sampling

method (Zadrozny et al., 2003).

Compared to the sampling method, cost-sensitive learning is computationally

more efficient, however it is less popular due to two reasons according to (Haixiang et al.,

2017). The first reason is the difficulty to assign cost values to the matrix even if the expert

are available, the second reason is the difficulty to integrate cost matrices in the learning

process compared to use sampling methods.
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A lot of works used cost-sensitive learning with imbalanced dataset which in-

dicates it is a good alternative to overcome the imbalanced learning problem. In some

cases, it surpasses the sampling methods (McCarthy et al., 2005; Zhou and Liu, 2006).

Consequently, cost-sensitive learning is a practical alternative to the sampling methods.

3.3.1.3 Ensemble methods

A good technique to overcome imbalanced learning is to combine multiple learning meth-

ods and use them as one. Ensemble methods also known as multiple classifier systems

(Polikar, 2006) are used in order to produce a new learning method that outperforms every

independent method.

One of the most famous methods is Adaboost (Schapire, 1999); the outputs of the

used methods in the Adaboost are combined into a weighted sum that represents the final

output of the boosted learner.

Ensemble learner have become a popular solution for class imbalance problems

(Haixiang et al., 2017). The ensemble learners for imbalance problem are classified into

two main categories according to (López et al., 2013): Cost sensitive ensembles and Data

preprocessing + Ensemble learning.

Examples of the first category "Cost sensitive ensembles" include: AdaCost (Fan

et al., 1999), CSB1,CSB2 (Ting, 2000), RareBoost (Joshi et al., 2001) and AdaC1, AdaC2,

AdaC3 (Sun et al., 2007).

Examples of the second category "Data preprocessing + Ensemble learning" in-

clude: SMOTEBoost (Chawla et al., 2003), MSMOTEBoost (Holte et al., 1989) RUSBoost

(Seiffert et al., 2010), OverBagging (Wang and Yao, 2009), UnderBagging (Barandela et al.,

2003), EasyEnsemble (Liu et al., 2009) and BalanceCascade (Liu et al., 2009).

This taxonomy identifies cost-sensitive boosting methods, which differ from cost-

sensitive approaches by the use of a boosting algorithm that guides the minimization costs

procedure. Furthermore, the second category distinguishes three families of ensemble

methods (boosting, bagging and hybrid) that apply data preprocessing techniques before

applying the ensemble method.
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The main disadvantage of the ensemble methods is the high correlation of their

performance with the base classifier used in them. The user should carefully choose the

base classifier according to the application domain. For example, SVM classifier is good at

handling missing values but has difficulty with large scale data, whereas decision trees are

good at handling missing values but fail to model small size data (Li et al., 2016).

3.3.1.4 Adapted learning algorithm

An alternative strategy to deal with the imbalanced datasets is altering the base model

to adapt and to improve the classification performance for imbalanced data. There are

a lot of works in the scientific literature that modified the algorithms. The most used

base classifiers are SVM, decision tree, Neural networks, K-nearest neighbour, rule-based

classifiers in order, based on a review performed by (Haixiang et al., 2017).

For example, (Cieslak and Chawla, 2008) proposed a decision tree with a new

splitting criteria "Hellinger distance" less sensitive to the class imbalance which showed

better performance than traditional DTs when no sampling methods are applied.

One of the interesting works in the medical domain is done by (Jacques et al.,

2015) who proposed an algorithm called MOCA (Multi-Objective Classification Algorithm

for Imbalanced data), it deals with the uncertainty of the negative examples justified by

the absence of real negation in the medical files, i.e. the absence of medical diagnosis in

the medical file does not mean necessarily the patient does not suffer from the disease.

The modified learning algorithms proved to enhance the base classifiers, however

they are designed to work well only in specific application domain. Moreover, the users

are restricted in the choice of the learning algorithms that have been modified in order to

meet their goals.

3.3.1.5 One-class learning

Traditional classifiers use two or more classes in order to train a model, one used as

positive examples and other classes as negative examples. In one-class learning, only a

single class is used to train the classifier. The classifier is usually built by estimating the

density of the target class (Tao et al., 2004).
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For example, the traditional SVM strategy is to map the examples into a higher

dimensional feature space corresponding to a kernel and separate the classes using a

hyperplane. On the other hand, the one-class SVM strategy is to use a hypersphere is

used instead of hyperplane to surround the single class examples. This technique is

called Support Vector Data Description (SVDD) (Schölkopf et al., 2001). One-class SVM is

proposed by (Schölkopf et al., 2001). The downsides of one-class SVM are that it requires

high computation power, has low accuracy compared to the traditional classifier and more

crucially that the user is required to supply suitable values for crucial parameters in order

to maximize the performance of the classifier, which is not an easy task.

Some enhancement are proposed to the one-class SVM, such as in (Zhang et al.,

2015) who proposed Least square fuzzy approach to increase accuracy and to decrease

the complexity by solving linear equation instead of complex equation. (Theissler et al.,

2015; Wang et al., 2010; Zhuang and Dai, 2006) proposed automatic assignment of the

one-class SVM by using the negative examples if they are available. (Hovelynck and

Chidlovskii, 2010) propose an extension to the one-class evaluation framework when only

some positive training examples are available.

Using one-class learning in the context of imbalanced datasets has shown a good

potential in achieving good performance classifiers (Chawla et al., 2004). However, one-

class learning is still not competitive enough to the sampling method to overcome the

imbalanced dataset challenge.

3.3.1.6 Evaluation methods

Model evaluation is a very crucial process in machine learning. There are a lot of perfor-

mance measures to evaluate the effectiveness of the learner. However, in the context of

imbalanced learning, not all of the measures are adapted to evaluate the learners. For

example, the accuracy is the most commonly used measure in traditional learning, but it

is not adapted for the imbalanced dataset because of the bias toward the majority class.

Some of the performance metrics used with imbalanced learning are F-measure, precision,

recall, ROC, AUC and G-Mean (explained in the Section 3.2.4). These metrics are less likely

to suffer from imbalanced distributions as they take class distribution into account.

There are some works focused on proposing novel evaluation metrics for imbal-

anced data, such as (Maratea et al., 2014) who proposed adapted version of F-measure,
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called Adjusted F-measure, (Batuwita and Palade, 2012) who proposed adjusted geometric

mean, and (Weng and Poon, 2008) who proposed weighted AUC, they divided the area

under ROC curve into sections and assigned each section with different weight in order to

overcome the imbalance problem.

3.3.1.7 Summary

In the dissertation we focus on the sampling methods to solve the imbalanced problem,

since it is the only method independent of the learning algorithm. All other methods

provide better results with specific learning algorithms, whereas we search for a general

method that can work with any learning algorithms in general, and can work with feature

selection method in particular.

Therefore, we propose an approach based on sampling methods, independent

from the learning algorithm.

3.3.2 Interpretability

One of the important challenges related to the usage of medical databases with learning

methods in general and feature selection methods in particular is the interpretability

of the extracted results. The understandability of the generated results allows the users

assessing their validity, since the selected features will be part of a medical decision aid

tool.

Some of the classification methods are interpretable by nature, such as Decision

Trees (DT) since its model can be decomposed easily into simple if-then rules which

enable a transparent understanding of model behaviour and validation by practitioners.

Other classification methods are considered as a black boxes by practitioners who there-

fore suffer to interpret the results, such as Artificial Neural Networks (ANN). Other ML

methods are somewhat interpretable, such as SVM but it has been proposed to increase

the interpretability of these methods by decreasing the dimensional space of the feature

representation by using feature selection methods. The reduced feature makes the model

more interpretable (Maldonado et al., 2014).
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Concerning feature selection methods, they all select the important features.

Their main role is to enhance and accelerate the ML model. However, these features

lack the interpretability, and are useless outside the learning process context. They are

not understandable by humans because their values are unknown and the relationships

between each other are undiscovered. For example, it is impossible to diagnose a disease

if only important features are presented to a physician without being aware of the features

value and the relationship between each other.

The interpretability of the features selection methods are rarely addressed in the

scientific literature. We are interested in the dissertation not only in selecting stable and

robust features but also in the interpretability of these features. Therefore, we propose

methods to understand the features and use them in order to achieve important tasks

more easily. In the context of bio gene selection (Haury et al., 2011) investigated which FS

method provide better understandability to the physician. Moreover, the interpretability

of the features are pointed out in more general context in future perspectives in the

(Maldonado et al., 2014).

3.3.3 Database format

Generally, most of the medical information are stored in relational databases, where

a relational database decomposes data in multiple tables (relations). These tables are

related to one another according to relational model. In the ML domain, in order to

effectively analyse a relational database two options are available.

1. Transform the relational database into flat dataset, i.e. all the information of the

studied subject should exist in single table.

2. Use special relational data mining algorithms.

Each option has its own advantages and disadvantages. Transforming relational database

into a flat dataset makes the data exploitable by all the traditional learning algorithms. The

transforming process is usually done through a series of joining tables and aggregation

functions. This process is known as the construction of the Universal Relationship (Codd,

1990). However, the transformation process could lead to information redundancy if not

carefully designed and chosen.
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The second option uses special relational data mining algorithms. "A relational

data mining algorithm searches a language of relational patterns to find patterns that are

valid in a given relational database" (Džeroski, 2010). Most of these algorithms come from

the field of inductive logic programming (ILP) (Lavrac and Dzeroski, 1994; Muggleton

et al., 1992): ILP has been concerned with finding patterns expressed as logic programs.

The advantage of the relational data mining is that it can be applied directly to a relational

database without transforming the relational database into a flat one. However, relational

data mining methods are mostly dependent to the ILP algorithms which is not suitable to

all kinds of problems. Moreover, most of the relational data mining algorithms are not

highly scalable due to the computational expense of repeated joins (Han et al., 2012).

There are few works in the scientific literature that support feature selection

methods in the context of relational database. Therefore, in the dissertation we have

chosen to transform the relational database into a flat dataset so it can be compatible with

the existing feature selection methods. We provide an efficient transformation approach

that avoids information redundancy and information loss.

3.3.4 Data preprocessing

The appropriate format and accuracy of the data is an important issue for learning algo-

rithms, as real-world data tends to be incomplete, noisy, and inconsistent. Data prepro-

cessing includes data cleaning, data integration, data transformation (Han et al., 2012).

Although numerous methods of data preprocessing have been developed, data

preprocessing remains an active area of research, due to the huge amount of inconsistent

or dirty data and the complexity of the problem. Specially in the context of medical

data, the problem of missing information is a very active and sensitive research area,

because of the specificity of medical data (J.Cios and Moore, 2002). Data integration of

heterogeneous medical data is another active research area. However, the nature of the

medical data we treat in the dissertation does not suffer from these issues. The PMSI

database does not contain much missing or inconsistent data, but it does contain a lot of

numerical attributes in addition to the possibility to represent the attributes on different

hierarchy levels. Therefore, in the dissertation we focus on data transformation methods

before using them in any learning algorithm including feature selection methods. Data
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transformation includes data discretization and creating hierarchy concepts to represent

the attributes on the appropriate level of granularity.

Concerning data discretization "Many Machine Learning (ML) algorithms are

known to produce better models by discretizing continuous attributes" (Kotsiantis and

Kanellopoulos, 2006). In general, there are two kinds of discretization methods, supervised

and unsupervised (Dougherty et al., 1995). Famous discretization methods are Entropy

based methods (Kohavi and Sahami, 1996). Cluster analysis based methods are also

popular (Chmielewski and Grzymala-Busse, 1996). Some other works in the domain

include novel methods, such as the one proposed by (Rahman and Islam, 2016) who used

a discretization technique called low frequency discretizer (LFD) that does not require

any user input. However, to our knowledge, meaningful discretization is missing in the

scientific literature where the meaning of the data is taken into consideration specially in

the unsupervised discretization, except for (Vannucci and Colla, 2004).

Concerning the creation of hierarchy concept to represent the attributes, it is

important to represent necessary background knowledge which controls the general-

ization process (Han et al., 1992). Using a concept hierarchy, the rules learned can be

represented in terms of generalized concepts and stated in a simple and explicit form,

which is desirable to most users. This is specially true in the case of categorical attributes,

which have a finite number of distinct values, without any type of ordering among the

values. Examples include geographic location, job category, and diagnoses type. There are

several methods for the generation of concept hierarchies for categorical data, supervised

and unsupervised described in (Han et al., 2012).

In the dissertation we investigate the possibilities to represent attributes, such as

diagnoses and medical procedures on different level of hierarchies in order to increase the

readability as well as to avoid the curse of dimensionality by decreasing the number of

features.

3.3.5 Stability and robustness of feature selection methods

An important factor to consider when medical databases are used with feature selection

methods is the stability and robustness of the features. Two types of features stability can

be distinguished:
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1. Stability of the features over feature selection method.

2. Stability of the features over training sets.

The first kind of stability is when obtaining different features over with different

FS methods applied on the same dataset. This kind of instability is studied in the context

of biomarker discovery from genomics data (Haury et al., 2011; Jovic et al., 2015). The

paper concluded that the outputs of univariate methods seem to be more stable than

to the multivariate methods. In addition, filter methods are more accurate compared to

wrapper and embedded methods.

The second type of feature instability is obtaining different features over slightly

different training sets when the same FS method is used. "Stability of a feature selection

algorithm can be viewed as the consistency of an algorithm to produce a consistent feature

subset when new training samples are added or when some training samples are removed"

(Chandrashekar and Sahin, 2014). This problem is pointed out by (Dunne et al., 2002;

Yang and Mao, 2011). They demonstrate examples of instabilities by running the feature

selection algorithm multiple times and changing the training set by adding or removing

some examples. If the algorithm produces a different subset in each run then the algorithm

might not be reliable for feature selection.

For example, in (Dunne et al., 2002) the authors studied the instability of the

wrapper methods, and proposed to use "Hamming distance" to measure the instability

of features. They proposed to alleviate the instability by repeating the wrapper method

multiple times and by retaining the frequent ones. (Somol and Novovi, 2010) investigated

in a various feature stability measures, using these measures, a more robust features

can be selected from different datasets. Another method used in the scientific literature

is combining the results of different FS methods instead of choosing one particular FS

method and accepting its outcome, such as (Yang and Mao, 2011; Yang et al., 2004).

Bayesian averaging approaches are proposed in (Yeung et al., 2005). Boosting has been

adapted to improve the robustness and stability of the final features (Ben-Dor et al., 2000;

Dudoit et al., 2002). Overall, ensemble methods produce robust and stable features, the

main disadvantage of these methods being the additional computational resources which

in some case is not tolerable when huge datasets are used.



56 Relevant information elicitation from medical database

In the dissertation we focus on the second type of stability of feature selection

over training set, since we plan to use feature selection after applying sampling method

that can change the training set which can lead to instability to the features.

3.4 Conclusion

In this chapter, we presented the background of learning algorithms in general and the

background of feature selection methods in particular. This study of related work helped

us formulate the rationale for the technical choices made in the remainder of the thesis.

The evaluation of feature selection methods is discussed, as well as the performance

metrics used for this purpose. We presented some of the technical challenges related to

the usage of feature selection method with medical databases and the related works to

overcome these challenges. Our contribution addresses some of these challenges, namely

the imbalance of datasets by providing a new stable and robust approach to select features.

Moreover, the approach is interpretable so any non expert can understand the how the

features are selected and the relation between the features are extracted.
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4.1 Introduction

In this chapter we review different researches that propose aid in encoding diagnoses.

Most of the researches concentrate on proposing automatic diagnosis coding. This prob-

lem falls under data prediction category and researchers address this problem in a variety

of applications, such as marketing, e-business and other industrial sectors, but in in the

medical domain, data prediction has specific constraints, since it deals with sensitive data,

which is considered unique in terms of heterogeneity, privacy-sensitive, ethical, legal,

and social issues (J.Cios and Moore, 2002). Therefore, various methods are proposed to

overcome these constraints and to use medical data properly.

4.2 Encoding diagnoses data sources

In the scientific literature, encoding diagnoses is performed through different techniques

according to the different types of sources used. We clearly distinguish two types of data

sources used to predict diagnoses:

1. Non-structured data where the main sources are clinical reports, physician’s inter-

pretations, discharge letters and other medical documents that are usually written

in free text and that are frequently used by coders to determine the medical code.

2. Structured data one of the important sources is PMSI database, which contains

well formatted data concerning inpatient episodes.

4.2.1 Non-structured data

Automatic encoding of diagnosis based on non-structured data can be further classified

into two types of methods:

1. Methods using previously coded examples.

2. Methods not using any previously encoded examples.
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The first type of methods uses a database of previously encoded diagnoses in

order to construct rules or learning model that predict the new diagnoses code. These

methods are usually text classification methods. These methods consider each code as

class label and use machine learning methods to build models that assign the diagnosis

code.

Usually text classification methods use Natural Language Processing (NLP) meth-

ods as a first step of data analysis. NLP methods consist of translating free text into formal

representation of features so that machines can understand the text and manipulate it.

Afterwards, learning algorithms are often applied to extract coding knowledge.

Machine Learning techniques study features to produce an intelligent model

that interprets these features and finds a logical relation in them in order to assign the

prediction class (Collobert and Weston, 2008), consequently one of the problems is to

determine which features could be extracted from the data to perform efficient learning.

In the medical area, researchers extract feature matrices from medical reports and other

non-structured medical sources from patient episodes. Next, machine learning methods

are applied on these matrices in order to generate models that can predict a diagnosis

code.

Different learning algorithms are used to tackle this prediction problem, such

as the one proposed by (Farkas and Szarvas, 2008) which used Decision Trees to acquire

rules and synonyms to assign codes. Other supervised learning methods are proposed,

such as Naïve Bayes Classifiers (Okamoto et al., 2012; Pakhomov et al., 2006), Support

Vector Machine (SVM) (Yan et al., 2010) and Scikit-Learn (Kavuluru et al., 2015). Likewise,

regression methods are proposed by (Lita et al., 2008; Xu et al., 2007). Similarly, (Aronson

et al., 2007; Erraguntla et al., 2012; Ruch et al., 2007) used unsupervised learning methods,

such as K-Nearest Neighbours (KNN) to acquire the prediction rules.

The second type of methods do not use any previously encoded examples of

coding, they directly map the sources into the corresponding diagnoses codes through

knowledge base or word comparison.

Some methods use expert rules to assign encodings to the diagnoses. Researchers

transform experts’ coding knowledge into rules directly applied on the medical reports.

An example for expert rules is proposed by (Goldstein et al., 2007). The authors used

hand crafted rules applied directly on radiology reports. The rules aim to extract lexical
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elements from radiology reports written in free text, lexical elements can be generated

using semantic features to include negations, synonyms and uncertainty.

Semantic similarity between words or terms are estimated through knowledge-

based methods and corpus-based methods. In the medical domain, "SNOMED-CT" and

"UMLS" are the most famous knowledge bases used for semantics implementation. A

semantic based work is proposed by (Pereira et al., 2006), the UMLS thesaurus is used to

make automated MeSH-based indexing system that maps between prescription drug and

the relevant ICD-10 codes. However, semantic similarity methods are highly dependent to

the knowledge base, i.e. what works in the USA does not work in China and vice versa. For

example, a Chinese study is published by (Ning et al., 2016). The authors used "HowNet"

knowledge base which can only encode Chinese discharge letters to ICD-10 codes.

The results of both types of methods (semantic and expert rules) reach interesting

prediction performances, for instance 88% F1 measure score in (Farkas and Szarvas, 2008).

Nonetheless, the limit of these methods is the dependence to the quality of the text, the

text language, the knowledge base used and other factors, which make these methods

relevant only in their designed context. We search for more independent methods even if

the quality of the results is not as much as the methods that use non-structured data.

4.2.2 Structured data

Few works in the literature used structured patient data for diagnosis prediction. Unlike

non-structured methods, these methods are based only on previously encoded cases. In

such cases, the data is mostly extracted from medical records, such as patient information

(i.e. age, sex, length of stay), clinical information (i.e. prescription, medications) and

other related medical data, such as medical procedures and diagnoses. The interesting

study of (Lecornu et al., 2009) is based on statistical methods and probabilities. The

authors focus on three types of medical data in order to estimate the probability of a

diagnosis code. The first type is patient information (age, sex, length of stay), the second

type is medical unit information and the third type is medical procedures. According to

their study, diagnosis prediction is considered valid if it falls within the first 10 diagnoses

ordered by probability score. The results of (Lecornu et al., 2009) show that medical

procedures were the most informative input, whereas the patient information was the
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least informative input. The authors report that better results could be achieved using all

the inputs together by defining the right coefficient for each input.

The limit of probabilistic and statistical approaches is the sensibility of these

methods with respect to the quality of the used data. In particular, these methods generate

imperfect results when they are applied on imperfect data, missing data or erroneous

codes. Data mining approaches are good alternative, since data preprocessing techniques

can help reducing the impact of imperfect data (Han et al., 2012).

The authors of (Ferrao et al., 2013) propose to use well structured data extracted

from electronic medical records and convert them to around 5000 features. They use

different data mining algorithms in several steps including feature selection methods and

various learning algorithms, such as Naïve Bayes and Decision Trees algorithms in (Ferrao

et al., 2012), SVM in (Ferrao et al., 2013) and finally regression algorithms in (Ferrao et al.,

2015), trying to assign codes during different periods of the inpatient episode. All the

proposed algorithms gave about similar evaluation in terms of F1-measure but the results

are still less effective than the F1-measure results reached by NLP techniques on radiology

reports (Farkas and Szarvas, 2008; Goldstein et al., 2007).

In France, two studies used data mining techniques to tackle the problem of

assigning medical codes to inpatient episodes (Djennaoui et al., 2015; Pinaire et al., 2015).

These approaches used the diagnoses occurred in the previous inpatient episodes and

constructed sequential patterns rules to predict a diagnosis code in the current patient

episode. Two out of three diagnoses were successfully predicted using sequential patterns

in (Djennaoui et al., 2015).

Although, these methods achieve acceptable rates of accuracy, they mainly avoided

addressing some technical challenges related to medical databases, one of the important

challenge being imbalanced datasets, which simply avoided addressing by choosing the

few diagnoses that have balanced datasets. Another difficulty not sufficiently addressed

or explained is the database transformation to a ML usable format. The use of feature

selection methods is modest, mainly used to enhance the performance of the learning

algorithms without involving them to increase the interpretability of the extracted results.
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4.3 Conclusion

In the state of the art of encoding secondary diagnoses the emphasis is on providing

automatic encoding of a few carefully selected diagnoses, very few of them proposing a

general approach that encodes well on a wide range of diagnoses. Since concentrating

only on one diagnosis is easier and it produces higher performance prediction models.

Additionally, the reviewed methods did not consider providing the coder with useful

information that helps to facilitate the encoding. In the dissertation, we emphasize on

the interpretability of the provided predictions as well as independent method that can

be generalised into large number of diagnosis encodings, in the maximum variation of

contexts.

The application domain of the dissertation mandates the use of a structured

medical database (PMSI), consequently we are interested in finding a general method that

uses structured data input, taking into consideration all the technical challenges related to

the medical database. Therefore, we used data structure similar to the data used in (Ferrao

et al., 2012; Lecornu et al., 2009) specially when patient information is used. Concerning

the data structure to represent diagnoses and medical procedures, we explore different

level of hierarchies inspired from (Ning et al., 2016), more details on our approach is to be

found in the contribution part of the dissertation.

Usually, non-structured data produces excessive amount of features. Therefore,

feature selection methods are more common in the approaches that uses non-structured

data compared to approaches use structured data. In the case of non-structured data, the

features are extracted mostly from text. Features extracted from text usually describe the

properties of the text, such as word count or word average. Consequently, these features

are irrelevant to be presented to the coders in order to have coding assistance or to support

an encoding decision made by a learning model. However, in the case of structured data,

the features carry semantic meaning to the encoding process, such as diagnoses features

or medical procedure features. Therefore, these features can be useful to be presented

to the coders when a predication is made. In the dissertation the features are extracted

from structured data and they have useful meaning. Consequently, we plan to show the

features to the coders in order to justify and support the decision of a diagnosis prediction

algorithm.
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5.1 Introduction

In this chapter, we observe the process of encoding diagnoses and we describe the thinking

process the coders follow in order to encode diagnoses properly. Moreover, we observe

the difficulties coders encounter in order to encode all the diagnoses occurring in each

inpatient episode. Therefore, we identify at which part in the encoding process it is the

best to intervene using intelligent informatics tools and to provide encoding help to the

coders.

The main problem in encoding diagnoses is encoding all of them without missing

any code. Unlike encoding the primary diagnosis which is not difficult to detect, encoding

secondary diagnoses needs a lot of effort investigating all the possible signs that exist in

all the possible sources of encodings.

5.2 Encoding observation

This section presents the preparation of the observation sessions organised in the hospital.

5.2.1 Observation preparation

In order to understand the ongoing thought process of the coders, we defined some

elements before starting the observation. We defined the objectives and the characteristics

of the observation based on the recommendation of (Taylor-Powell and Steele, 1996). The

following characteristics define our observation sessions:

1. Objective: description of the thinking process of the coders while they encode

inpatient episodes as well as observation of all the sources coders use to achieve

efficient encodings.

2. Who to observe: specialist CIM-10 coders of diagnoses.

3. What to observe: the encoding of the diagnoses in the inpatient episode.
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4. What to note: information concerning the inpatient episode as well as the observa-

tion session:

(a) Inpatient episodes information:

i. Personal information (age - gender).

ii. Administrative information (length of stay - entry mode - discharge mode

- diagnoses count - procedures count ...).

iii. Medical information (diagnoses - medical procedures).

(b) Observation session information:

i. The used sources, such as discharge letters and reports.

ii. Session’s period.

iii. Difficulties.

iv. Impressions.

v. Other.

5. How to observe:

(a) Recording the session.

(b) Taking notes using printed forms and checklists.

6. Who observes: By myself, a PhD student and the observations are validated by the

supervisors of the thesis and the head of the medical information department.

The sessions are optimised to be efficient and to not waste the coders time. In

order to achieve high efficiency of observation, the list below is prepared.

• Observation sheets and checklist are prepared in advance with the all the observa-

tion elements. An example of blank observation sheet is presented in the Appendix

Figure B.1

• Coders consent is taken before recording the observation session.

• The sessions are recorded.

• The coders are asked to think aloud and to explain on what basis each diagnosis is

encoded.
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• The observer checks the checklist and takes notes of all the observed elements.

• The observation notes are verified later by listening the recorded session.

5.2.2 Observations summary

We organised observation sessions in the hospital of "Centre Hospitalier Intercommunal de

Castres Mazamet" a local hospital in the town of Castres. We observed two specialist coders.

There was 30 pre-classified inpatient episodes according to two primary diagnoses, the

first primary diagnosis is related to lung disease which can be coded by different variations

in CIM-10 J15-J18-J69 codes, the second observed primary diagnosis is related to delirium

disease and all its variations which can be coded in CIM-10 by F05 code.

Some statistics on the observation sessions are given in the following:

• The observations count is 30 observations.

• The mean observation duration is 10 minutes.

• The mean count of diagnoses is 10 diagnoses.

• The mean count of medical procedures is 3.

• The mean age of the patients 86 years old.

• The male count is 18, the female count is 12.

• The lung disease count is 18.

• The delirium disease count is 12.

The detailed observation notes are presented in the Appendix Table B.1.

5.2.3 Encoding description

The main sources of diagnosis encoding during a coding session are the discharge letter,

the anesthesia sheet and the operative reports. These sources represent reports written

in free text that summaries the patient status and summaries the details of a surgery etc.,

each care service includes the patient’s received care during the inpatient episode. These
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sources usually do not follow a standard form, depending on the service care, they could

be well or less organized making coding diagnoses vary in difficulty.

Essentially, these main sources contain the physician’s remarks. Moreover, they

might contain antecedent diseases, abnormal behaviour, nutrition habit abnormalities,

special equipment used as well as any other remarks made by nurses.

First step the coders follow is analysing the main encoding sources. The obvious

diagnoses are then encoded, which are usually extracted from the physician’s remarks and

some antecedent diseases. Afterwards, coders look into signs for potential encodings. If

some signs are detected, coders register the potential diagnoses in a list of codes. These

potential diagnoses are verified and confirmed later by further research in other secondary

sources, such as lab reports, digital medical records and radio images. In some cases,

coders search for the right specification of the diagnosis and in other cases, they search

for criteria to confirm certain diagnosis.

For example, during an encoding session of an 86 years old female patient, entered

by the urgency service of the hospital for abnormal coughing suspecting Inhalational

pneumonia problem, the coders follow these steps:

First, the coder looks at the antecedents where some diseases are clearly men-

tioned, such as "Hemiplegia stroke=G811", "Bedridden=R26" and others. These diagnoses

are encoded directly without any further verifications. Moreover, the coder notices that

a team of palliative care has visited the patient and that the idea of life ending has been

mentioned in the discharge letter therefore the coder encodes "palliative care=Z515" diag-

nosis, later some other signs confirmed this diagnoses, such as the visit of the psychologist

doctor.

In the next step, the coder prepares a list of potential diagnoses to encode based

on signs extracted from the discharge letter. For instance, the coder said "We remark here

the usage of a bedsore mattress we will verify later from the medical record if the patient

has a bedsore disease" therefore the coder adds bedsore diagnosis in the list of potential

diagnoses. Another example of a sign that makes the coder suspect of potential diagnosis is

the presence of "Leukocytosis" which is a sign of "Inflammatory syndrome". This diagnosis

needs to satisfy some criteria in order to be encoded, such as temperature or the level

of white blood cells. Furthermore, the coder finds a sign of Malnutrition through eating
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disorder. Malnutrition has different severity levels that should be determined through

some criteria, such as height, weight and "Albumine" level.

Finally, the coder finds six potential diagnoses (Bedsore - Multi-resistant germ

- Inflammatory syndrome - Respiratory failure - Malnutrition - Cognitive disorder). To

confirm or to exclude a diagnosis, the coder needs to go further and search for evidences

and criteria. The main verification sources are medical records, lab tests and radio images.

After the verification and the research the coder excludes Bedsore and Respiratory failure

due to lack of evidence in the sources. The Malnutrition is confirmed through weight and

height. Moreover, the mild severity level is specified through Albumine level test. Similarly,

the Inflammatory syndrome is confirmed through lab tests.

The procedure is summarised into two principal steps:

1. The direct coding when there is no need to search for further evidence.

2. The potential coding when further evidence are required and criteria to be satisfied.

The encoding procedure is presented in the Figure 5.1.

Fig. 5.1 The procedure followed to encode diagnoses
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5.3 Proposition to enhance the procedure of encoding di-

agnoses

The main concern of encoding diagnoses is to avoid missing any diagnosis. The discharge

letter is not perfect and each care service provides the coders with different versions

of discharge letters. The objective we are looking for is to prevent missing diagnoses

codes. For that, we propose to modify the procedure and add an intelligent tool that

completes the list of potential diagnoses. The tool uses previously encoded inpatient

episodes stored in the PMSI database in order to build a model that suggests missing

diagnoses and completes the list of potential diagnoses. The modified procedure is shown

in the Figure 5.2 Each suggested diagnosis is supported by providing the information

pieces used to make the decision as well as the relation between these pieces.

Fig. 5.2 The proposed contribution to encode diagnoses

We propose completing the potential encoding at two different stages:

• At the beginning of an encoding session, some information is already coded prior

to diagnosis encoding session, such as age, gender, medical procedure, entry and

exit mode. We explore the possibility to suggest diagnoses based on the available

information prior to diagnoses encoding.
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• At the end of encoding session, we explore the possibility to complete diagnoses

that have high probability rates of association with the current inpatient episode

based on all the available information posterior to encoding.

5.4 Conclusion

In this chapter, the coding environment is described, the thinking process of the coders

is modelled. The difficulties of encoding secondary diagnoses from discharge letter are

highlighted, emphasising the fact that encoding sources are not perfect and these sources

do not have all the signs that permits to encode all the diagnoses properly. We presented

our proposition to modify the diagnoses encoding process in order to guide the coders

verify all the possible encodings of secondary diagnoses.

Our proposition does not replace the coders job but it supports them to inspect

further some secondary diagnoses that are likely to be present in the inpatient episode.



Chapter 6

Medical database (PMSI) preparation for

Feature Selection

"Science is not only a disciple of reason but, also, one of romance and passion."

-Stephen Hawking

Contents
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

6.2 The PMSI database preparation . . . . . . . . . . . . . . . . . . . . . . . 74

6.2.1 Data selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

6.2.2 Dataset transformation . . . . . . . . . . . . . . . . . . . . . . . . . 82

6.2.3 Dataset feature processing . . . . . . . . . . . . . . . . . . . . . . . 85

6.2.4 Imbalanced database . . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.3 Empirical Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.3.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.3.2 Evaluation approach . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.3.3 Implementation and results . . . . . . . . . . . . . . . . . . . . . . . 96

6.3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103



74 Medical database (PMSI) preparation for Feature Selection

6.1 Introduction

In this chapter we explain how to prepare a medical database, such as PMSI database for

the usage of Machine Learning methods.

A lot of preparation is required to extract knowledge from medical databases

using ML methods. Medical databases are usually imbalanced which means they contain

unequally distributed classification examples (positive and negative examples). Moreover,

medical databases are usually in relational database format and each instance has many

records. Furthermore, medical databases contain attributes format difficult to manage

using ML methods. Consequently, we propose an approach and a sequence of steps

to prepare a medical database properly, transforming the database into single flat table

with a single record for each instance. Moreover, the database attributes are prepared

by discretizing the continuous attributes and by choosing the best hierarchy level to

represent attributes. The preparation also includes balancing the database to address the

distribution of the classification examples. These preparations play big role to make the

medical databases more exploitable and effectively analysed by ML methods.

In order to evaluate the database preparation we selected some representative

diagnoses under a physician’s supervision and used the prepared database to predict these

representative diagnoses.

The rest of this chapter is organised as follows: the second section shows the

steps followed to prepare the database. The third section presents the evaluations of

the proposed approach. The fourth section provides a discussion of the results and the

seventh section concludes the chapter.

6.2 The PMSI database preparation

The PMSI database is one of the important sources of medical data, since it documents all

the inpatient episodes across the country of France. It provides a detailed information of

the inpatient episodes through standard codes. It provides useful information to encode

diagnoses if it is exploited retrospectively. The detailed description of PMSI is provided

in the state of the art Chapter 2. Therefore, the objective of this section is to make the
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PMSI database exploitable by ML methods, especially by feature selection methods. The

proposed approach is shown in the Figure 6.1, it is inspired from a procedure to extract

knowledge from databases presented by Fayad (Fayyad and Uthurusamy, 1996).

Fig. 6.1 The PMSI database preparation for Machine Learning analysis

1. Data selection: this step develops an understanding of the application domain by

capturing relevant prior knowledge from the end users perspective (in our case the

coders) and by identifying the application objectives i.e., selecting proper datasets

representative of the targeted problem based on the domain knowledge and based

on the help of the experts. For example, in our case we identified difficult secondary

diagnoses to encode, in addition to original combination of secondary diagnoses

and primary diagnoses that do not occur usually together.

2. Dataset transformation: this step projects the selected data into an appropriate

format that ML algorithms work on. The ideal format that most of the ML algo-

rithms prefer is (single record case) where each instance is represented by a feature

vector. The representation level of the features is inspected whenever multi level

representation is possible. For example, the diagnoses can be represented with

different hierarchy levels therefore we inspected the best hierarchy level to represent

in order to produce the best results.

3. Feature preparation: this step analyses the numeric features and discretizes them.

4. Dataset balancing: the last step balances the dataset in order to have fair represen-

tation of classification classes.
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The used PMSI database is extracted from "Centre Hospitalier Intercommunal

de Castres Mazamet" hospital. It contains around 90,000 inpatient episodes between

2011 and 2014. In order to facilitate the management of the PMSI content we use the

classification of the ATIH1 as reported in the state of art (Figure 6.2).

Fig. 6.2 The PMSI information classification by ATIH

6.2.1 Data selection

The first step of our approach identifies the relevant data that well expresses the studied

problem with the help of the domain expert. In the case of encoding secondary diagnoses

within PMSI domain, we propose to select interesting diagnoses to study in two stages.

In the first stage we identify the interesting Secondary Diagnoses (DS) that are difficult

to encode, whereas in the second stage we identify interesting Primary Diagnoses (DP)

occurred with the DSs in order to choose more targetted datasets that eliminates irrelevant

instances.

6.2.1.1 Interesting Secondary Diagnoses (DS)

With the help of the physician in charge of the Medical Information Department (DIM) in

the ’Centre Hospitalier Intercommunal de Castres Mazamet’ hospital, we identified the

interesting and the frequent secondary diagnoses that are difficult to detect as they are

usually not well described across the medical sources. Eight DS are retained as listed in

Table 6.1.
1http://www.atih.sante.fr/mco/presentation



6.2 The PMSI database preparation 77

Table 6.1 The studied secondary diagnoses.

ICD-10
codes

Label
Count
in PMSI
DB

Included specific diagnoses CIM10 codes

L89 Pressure ulcer 1131
L89.0(stage I Pressure ulcer) - L89.1(stage II Pressure ulcer)
- L89.2(stage II Pressure ulcer) - L89.3(stage IV Pressure
ulcer) - L89.9(Pressure ulcer without precision)

J96
Respiratory fail-
ure

4166
J96.0(Diagnosis Acute respiratory failure) - J96.1(Diagnosis
Chronic respiratory failure) -J96.9(Respiratory Failure, Un-
specified)

B96

Bacterial agents,
such as My-
coplasma and
pneumoniae

6514

B96.0(Mycoplasma Pneumoniae) - B96.1(Klebsiella Pneu-
moniae) - B96.2(Escherichia Coli) - B96.3(Hemophilus
Influenzae) - B96.4(Proteus) - B96.5(Pseudomonas) -
B96.6(Bacteroides Fragilis) - B96.7(Clostridium Perfrin-
gens) - B96.8(Other Bacterial Agents)

T81
Complications of
procedures

1150

T81.0(Hemorrhage and hematoma complication proce-
dure) - T81.1(Postprocedural Shock) - T81.2(Accidental
perforation and tearing during a procedure)-
T81.3(Disruption Of Wound) - T81.4(Infection Following
A Procedure) - T81.5(Comp Of Foreign Body Acc Left In
Body Following Procedure) - T81.6(Comp Of Foreign Body
Acc Left In Body Following Procedure) - T81.7(Vascular
Complications Following A Procedure) - T81.8(Other
Complications Of Procedures) - T81.9(Unspecified
Complication Of Procedure)

R29

Nervous and
musculoskeletal
systems, such as
(Neonatal tetany)

1596

R29.0(Tetany) - R29.1(Meningismus) - R29.2(Abnormal
Reflex) - R29.3(Abnormal Posture) - R29.4(Clicking Hip) -
R29.6(Repeated Falls) - R298(Other Symptoms And Signs
Involving The Nervous And Musculoskeletal Systems)

R26
Abnormalities of
gait and mobility

2378
R26.0(Ataxic Gait) - R26.1(Paralytic Gait) - R26.2(Difficulty
In Walking) - R26.3(Immobility) - R26.8(Other Abnormali-
ties Of Gait And Mobility)

E66
Overweight and
obesity

5453

E66.0 (Obesity due to excess calories) - E66.1(Diagnosis
Drug-induced obesity) - E66.2(obesity with alveolar hy-
poventilation) - E66.8 (other obesities) - E66.9 (Diagnosis
Obesity, Unspecified)

E44 Malnutrition 2144 E44.0 (Moderate malnutrition)-E44.1 (Mild malnutrition)

For example, malnutrition E44 and obesity E66 are frequently not well encoded in

a lot of inpatient episodes due to different reasons which can impact the hospital’s budget.

(Potignon et al., 2010)
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The diagnoses are encoded using CIM10 which consists of two parts "category"

and "precision". In this dissertation we used the category i.e. the first three characters to

indicate the diagnosis. The category is sufficient to identify the diagnosis, the second part

of the encoding, the precision is complementary, it can be identified easily if the category

is known. Table 6.1 presents all the chosen diagnoses CIM10 codes in addition to their

labels and all the specifications of each diagnosis.

6.2.1.2 Interesting DP-DS couples

In the second stage of selecting data we propose to use more targeted datasets as the

whole database holds a lot of non useful cases that cause irrelevant information to the

studied case. Therefore, we propose to work on targeted PMSI dataset where one DP

appears with the selected interesting DSs. It is realistic, since the DP is supposed to be

easily known by the coders in the most of the cases. In other words with the hypothesis of

fixing the DP, more focused dataset can be obtained that helps to facilitate the analysis.

Hence, for each selected DS, the most frequent DPs are queried and a dataset is built for

each DP. In this dissertation, we had 8 interesting DS, therefore 80 datasets are extracted

and analysed i.e. ten for each DS.

In the Tables 6.2 6.4 6.3 6.5 6.6 6.7 6.8 6.9 ten most frequent DPs for each DS are

presented with some details, the first column contains the label of the DP, the second

column shows the CIM10 code, the third column presents the count of the DP in the

database, the fourth column shows the number of the studied DS occurred during the

same inpatient episode (positive examples’ count), the fifth column shows the number of

the episodes that contain the DP, but does not contain the studied DS (negative examples’

count) and finally the last column shows the ratio of the positive examples to the negative

examples of the studied DS in the episodes that contains the DP.

After the first analysis of the datasets we have consulted the physician to classify

the extracted DP-DS couples and identify the interesting ones. The physician identified

three categories of DP-DS couples:

1. Trivial couples: These DS-DP couples are usually linked together and they do not

need any effort from the coders to identify the DS when the DP occurs.
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For example, in the case of a patient who entered an inpatient episode with abnor-

mality of breathing (R06) such as sneezing, it is easy to conclude that the patient has

respiratory failure (J96). Therefore, the couple DP-DS (R06-J96) is trivial to encode.

Other obvious (DP-DS) couples are (Medical care encounter Z51-L89 Pressure Ul-

cer; respiratory failure J96-J96 respiratory failure; Acute pyelonephritis N10-B96

Bacterial agents; Fever B96 Bacterial agents; Chronic obstructive pulmonary disease

J44-B96 Bacterial agents; Pneumonia J18-B96 Bacterial agents; Inflammatory dis-

eases of prostate N41-B96 Bacterial agents).

The Trivial couples are represented in red color background in the tables.

2. Original couples: These DS-DP couples represent interesting arrangements, they

are unusual to occur together. Therefore, more attention is needed by the coders in

order to encode the DS.

For example, it not usual for a patient that have pneumonia (J18) as primary diagno-

sis to suffer from malnutrition (E44), which makes the J18-E44 original combination

that does not occur very often. Therefore, encoding E44 requires more attention

from the coders in order to detect E44 and encode it properly. Other original couples

are (Abdominal and pelvic pain R10-E66 Obesity; Cholelithiasis K80-E66 Obesity;

Atrial fibrillation and flutter I48-E66 Obesity; Heart failure I50-R26 Abnormalities

of gait and mobility; Bacterial pneumonia J15-R26 Abnormalities of gait and mo-

bility; Acute bronchitis J20-R26 Abnormalities of gait and mobility; Fever R50-R26

Abnormalities of gait and mobility; Pneumonitis J69-R26 Abnormalities of gait and

mobility; Delirium F05-R26 Abnormalities of gait and mobility; Fracture de femur

S72-L89 Pressure Ulcer; Bacterial pneumonia J15-E44 Malnutrition; Pneumonia

J18-E44 Malnutrition; Delirium F05-E44 Malnutrition; Nervous and musculoskele-

tal system symptoms R29-E44 Malnutrition; cognitive function and awareness

symptoms R41-E44 Malnutrition).

The original couples are represented in green color background in the tables.

3. Frequent couples: These DS-DP couples occur often together but they are not as

easy as the obvious couples to encode.

For example, it is not surprising to have Pressure ulcer L89 as DS in a patient who has

Pneumonia as DP. The remaining diagnoses couples of the 80 couples are regular

couples.

The frequent couples have no color background in the tables.
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Table 6.2 PMSI information about L89 diag-
nosis

L89: Pressure Ulcer

DP Label
DP
code

DP
count

Pos. Neg. Perc.

Malaise and fatigue R53 3262 117 3145 4%
Abnormalities of breathing R06 2398 58 2340 2%
Heart failure I50 2428 56 2372 2%
Encounter of medical care Z51 3430 55 3375 2%
Bacterial pneumonia J15 694 35 659 5%
Pneumonia J18 1201 34 1167 3%
Fever R50 1184 34 1150 3%
Respiratory failure J96 877 34 843 4%
Acute bronchitis J20 879 31 848 4%
Fracture of femur S72 1110 25 1085 2%

Table 6.3 PMSI information about J96 diag-
nosis

J96: Respiratory failure

DP Label
DP
code

DP
count

Pos. Neg. Perc.

Abnormalities of breathing R06 2398 557 1841 23%
Respiratory failure J96 877 395 482 45%
Heart failure I50 2428 385 2043 16%
chronic obstructive pul-
monary disease

J44 759 333 426 44%

Pneumonia J18 1201 272 929 23%
Malaise and fatigue R53 3262 173 3089 5%
Acute bronchitis J20 879 148 731 17%
Bacterial pneumonia J15 694 124 570 18%
Encounter of medical care Z51 3430 90 3340 3%
Pneumonitis J69 272 72 200 26%

Table 6.4 PMSI information about B96 diag-
nosis

B96: Bacterial agents

DP Label
DP
code

DP
count

Pos. Neg. Perc.

Malaise and fatigue R53 3262 377 2885 12%
Acute pyelonephritis N10 435 351 84 81%
Abnormalities of breathing R06 2398 251 2147 10%
Heart failure I50 2428 231 2197 10%
Fever R50 1184 230 954 19%
Abdominal and pelvic pain R10 2650 200 2450 8%
chronic obstructive pul-
monary disease

J44 759 149 610 20%

Respiratory failure J96 877 138 739 16%
Pneumonia J18 1201 137 1064 11%
Inflammatory diseases of
prostate

N41 220 102 118 46%

Table 6.5 PMSI information about T81 diag-
nosis

T81: Complications of procedures

DP Label
DP
code

DP
count

Pos. Neg. Perc.

Encounter for other post-
procedural aftercare

Z48 771 76 695 10%

Malignant neoplasm of
colon

C18 261 25 236 10%

Abdominal and pelvic pain R10 2650 24 2626 1%
Cutaneous abscess, furun-
cle and carbuncle

L02 209 23 186 11%

Fracture of femur S72 1110 22 1088 2%
Cholelithiasis K80 1114 21 1093 2%
Paralytic ileus and intesti-
nal obstruction without her-
nia

K56 632 20 612 3%

Peritonitis K65 60 19 41 32%
Encounter for attention to
artificial openings

Z43 204 15 189 7%

Intestine K63 159 10 149 6%

In the dissertation most of the results are shown on the original DP-DS couples

(R10-E66; K80-E66; I48-E66; I50-R26; J15-R26; J20-R26; R50-R26; J69-R26; F05-R26; S72-

L89; J15-E44; J18-E44; F05-E44; R29-E44; R41-E44) and it can be generalised on any

diagnoses couple DP-DS.
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Table 6.6 PMSI information about R26 diag-
nosis

R26: Abnormalities of gait and mobility

DP Label
DP
code

DP
count

Pos. Neg. Perc.

Malaise and fatigue R53 3262 276 2986 8%
Abnormalities of breathing R06 2398 151 2247 6%
Heart failure I50 2428 104 2324 4%
Acute bronchitis J20 879 88 791 10%
Pneumonitis J69 272 80 192 29%
Delirium F05 540 73 467 14%
Bacterial pneumonia J15 694 70 624 10%
Pneumonia J18 1201 70 1131 6%
Fever R50 1184 68 1116 6%
Encounter of medical care Z51 3430 62 3368 2%

Table 6.7 PMSI information about R29 diag-
nosis

R29: symptoms and signs involving
the nervous and musculoskeletal systems

DP Label
DP
code

DP
count

Pos. Neg. Perc.

Malaise and fatigue R53 3262 135 3127 4%
Delirium F05 540 89 451 16%
Intracranial injury S06 1954 88 1866 5%
Symptoms and signs involv-
ing the nervous and muscu-
loskeletal systems

R29 446 87 359 20%

Symptoms and signs involv-
ing cognitive functions and
awareness

R41 669 61 608 9%

Hypotension I95 730 33 697 5%
Pain, unspecified R52 768 33 735 4%
Heart failure I50 2428 32 2396 1%
Fracture of femur S72 1110 24 1086 2%
Cerebral infarction I63 895 23 872 3%

Table 6.8 PMSI information about E44 diag-
nosis

E44: Protein-calorie malnutrition

DP Label
DP
code

DP
count

Pos. Neg. Perc.

Malaise and fatigue R53 3262 272 2990 8%
Delirium F05 540 137 403 25%
Heart failure I50 2428 96 2332 4%
Abnormalities of breathing R06 2398 93 2305 4%
Symptoms and signs involv-
ing the nervous and muscu-
loskeletal systems

R29 446 76 370 17%

Pneumonia J18 1201 72 1129 6%
Symptoms and signs involv-
ing cognitive functions and
awareness

R41 669 67 602 10%

Abdominal and pelvic pain R10 2650 57 2593 2%
chronic obstructive pul-
monary disease

J44 759 45 714 6%

Bacterial pneumonia J15 694 35 659 5%

Table 6.9 PMSI information about E66 diag-
nosis

E66: Overweight and obesity
the nervous and musculoskeletal systems

DP Label
DP
code

DP
count

Pos. Neg. Perc.

Heart failure I50 2428 229 2199 9%
Abnormalities of breathing R06 2398 148 2250 6%
Pain in throat and chest R07 1739 135 1604 8%
Malaise and fatigue R53 3262 110 3152 3%
Encounter for other post-
procedural aftercare

Z48 771 98 673 13%

Abdominal and pelvic pain R10 2650 95 2555 4%
Type 2 diabetes mellitus E11 336 95 241 28%
Respiratory failure J96 877 93 784 11%
Atrial fibrillation and flut-
ter

I48 961 91 870 9%

Cholelithiasis K80 1114 75 1039 7%
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6.2.2 Dataset transformation

Generally, most of the medical databases are relational databases, whereas in ML domain,

in order to effectively analyse a dataset it should be in one table, i.e. all the information

of the studied subject should exist in a flat database (Han et al., 2012). Another issue of a

relational database is that it suffers from redundancy of information i.e. multiple record to

describe an instance. Finally, the last issue treated in this section is the excessive number

of features in the medical databases that limits the performance of the ML methods.

Therefore, in this step, the selected datasets are transformed to a format that most

of the ML algorithms work on. The transformation consists of converting the dataset into

flat table with single record instance representation where each instance is represented

with a vector of features. Finally, the transformation decreases the excessive number of

features by representing them on different hierarchies and choosing the best granularity

level whenever possible.

6.2.2.1 Feature construction

Feature construction aims to project a relational databases with multiple record instances

into a flat format with a single record instance.

Relational model databases are organized in one or more tables of columns and

rows, with a unique key identifying each row. Rows are also called records or tuples. Each

table represents one entity, such as "diagnosis" or "medical procedure". The columns

represent attributes or features to the entity, such as "CIM-10 code" or "level" are attributes

to the "diagnosis" entity.

In order to have flat dataset, the first stage of the feature construction step is to

query the intended data by joining two or more tables.

However, a flat table can suffer from redundancy of information i.e. multiple

record instances to describe a subject. For example, if we have an inpatient episode

with two diagnoses stored in a relational database, the episode is represented with two

instances in a joined table (Table 6.10), whereas, in a single record instance dataset, an

instance is represented in one record using a vector of features, such as in (Table 6.11).

Table 6.11 represents a vector with the same two records in the (Table 6.10).
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In ML very few algorithms are adapted to work properly using multiple record

instances datasets. Most of the ML algorithms prefer to work with a single record instance

in order to avoid bias to the instances that have multiple records (Han et al., 2012). Single

record instance is usually represented with a vector of features ( f1, f2, . . . , fn), where the

features are either binary (i.e., fi 2 true, false), numerical (i.e., fi 2 R), or nominal (i.e., fi 2
S, where S is a finite set of symbols).

Therefore, the second stage in feature construction is transforming multiple in-

stance dataset into single record instance dataset where each instance is represented with

vector of features.

We propose to transform the dataset by targeting the features that cause multiple

records for the same instance. These features can be broken down into dummy features.

For example, if a feature has ten values, it can be broken down into ten features each

feature represents a boolean value indicating the presence or the absence of the value.

We distinguish two types of features based on the need of transformation:

• Simple record: These features occur once per inpatient episode instance. Therefore,

these features can be used directly in the dataset without any transformation. In

the case of the PMSI database, all the administrative information is considered

as simple features as it occurs once per inpatient episode. These features include

the age, the gender, the length of stay, the patient admission type, the patient

discharge status, the time interval between the admission date and the date of

the first medical procedure, the transfer count between medical units during the

inpatient stay, the medical procedures count, the season of the admission and the

previous hospitalisations count.

• Multiple record: These features occur multiple times per inpatient episode instance

therefore they need to be broken down into multiple features with the values of the

original feature. These features can be represented on different level of granularity.

More details on this are presented in the Section 6.2.2.2. In the case of the PMSI

database, the medical information including all the diagnoses and medical proce-

dures are multiple record features and they need to be broken down into multiple

features.

In summary, the feature contraction in the PMSI database, whose structure is

shown in the (Appendix C), has two stages.
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Table 6.10 Example of an inpatient episode that has two rows in a relational database

Inpatient episode id Age Diagnosis CIM-10 code

1 80 J96
1 80 B96

Table 6.11 Example of an inpatient episode that has two diagnoses expressed in a record

Inpatient episode id Age J96 B96 L89 ..

1 80 1 1 0 ..

• The first stage is transforming the relational database into flat datasets by joining all

the tables that contain selected (DP-DS) couples.

• The second stage is transforming the multiple record instance features into single

record instance with a vector of features.

However, in the PMSI domain the features can occur more than once for each

inpatient episode. Therefore, in order to avoid multiple records for the same inpatient

episode we broke down the features into their categorical values. In other words, a feature

that had 100 values has been transformed into 100 features, where the value of each

transformed feature is a boolean, indicating the presence or the absence of the feature in

the inpatient episode. For example, in medical information we have two main features,

the diagnosis and the medical procedure. The diagnosis has 2,049 possible values, since it

is encoded using CIM-10 codes. The medical procedure has around 7,583 codes classified

under 19 chapters. Therefore, if we break down these two categorical features into boolean

features we will have 2,049+7,583 = 9,632 features which are difficult to manage. It can

cause high memory consumption and it takes a lot of time to be analysed. In addition,

(Sebban et al., 2000) confirms that excessive number of features does not yield necessarily

to good results for ML algorithms.

6.2.2.2 Features representation

To manage and to limit the number of features we propose reducing the dimension of

the features by representing the values of the features in this category using different
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granularity and hierarchy levels. Two main features are concerned: medical procedures

and diagnoses.

• Concerning medical procedure features, we used the highest level of hierarchy chap-

ters defined in the CCAM to represent 19 features, each feature indicating whether

one or many medical procedures in the corresponding chapter have occurred dur-

ing the inpatient episode. The choice of this level of granularity is motivated by

coders recommendations. The coders do not look at the exact medical procedure

but they consider the nature of the procedure which can be obtained by the chapter

of the medical procedure.

• Concerning diagnosis features, 145 diagnoses categories are available to represent

these features. These categories can be organised into two hierarchical granular-

ity levels. (1) Coarse level granularity which contains 19 chapters of diagnoses

classification and (2) Fine level granularity which contains 126 specific chapters

of diagnoses classification. These two levels of diagnosis granularity were recom-

mended by the physician in charge of Medical Information Department (DIM), since

the coders understand these classification categories and can relate them to find

the right encoding of a diagnosis.

6.2.3 Dataset feature processing

"Many Machine Learning (ML) algorithms are known to produce better models by dis-

cretizing continuous attributes" (Kotsiantis and Kanellopoulos, 2006). In the dissertation

we use ML algorithms either to select feature or to build a classification model in order to

evaluate the extracted features, more details are provided on the evaluation in the Section

7.2.1.

In the PMSI database, there are two kinds of data:

1. Numeric (continuous or discrete) such as age, length of stay.

2. Categorical, such as gender, admission type, discharge type.

Some ML methods are more efficient using discrete values, for instance Decision

Trees (DT), Naive Bayes (NB) algorithms are more efficient with categorical values, if
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the values are numeric then they are discretized prior to build the model (Kotsiantis

and Kanellopoulos, 2006). In the scientific literature several methods are proposed to

discretize numeric values into categorical. For instance, "binning" is an unsupervised

method which discretizes the numerical values either into equal-interval binnings or into

equal-frequency binnings. Supervised discretization methods, such as "entropy-based",

measure the information gain to the class and split the intervals recursively (Witten and

Frank, 2005). Although these methods could generate a model with good performance,

the proposed intervals lack clarity in terms of interpretability. In a first test we performed

without treating this problem, ages for example were splitted into the following intervals

(>6),([7-12]),([13-30]),([31-40]),(<40) such intervals could not really make sense for medical

interpretation, especially when it is conducted on the entire database not on the diagnoses

couple DP-DS. It is important in the medical domain to help the physicians to interpret the

results. Therefore, with the help of the experts in the domain we retained three intervals

that could be helpful in the encoding process applied. One interval contains the average

population. The second interval contains below average population. The third interval

contains over average population. Therefore, the second and the third intervals contain

the extreme population.

These intervals are calculated on the filtered datasets, i.e. on the diagnosis couple (DP-

DS) in order to target specific problem and to avoid generalised intervals calculated on

the entire database. Therefore, these intervals help the experts work better by better

identifying the extreme cases compared to other discretization methods that choose

intervals in order to maximise the performance of the ML algorithm.

In order to verify the feasibility of feature discretization into the proposed intervals

("Below", "Mean", "Over"), the distribution of the continuous features are studied in order

to find out the best values to cut the intervals. The studied statistic measures are the min,

the max, the average and the median.

Therefore, studying the features consists of two parts:

• The distribution of the continuous features.

• The statistical measures of the continuous features.

In the case of the PMSI database, some new aggregated features are added to the

study, these features do not exist by default in the PMSI database but they are helpful for

the future analysis and they are often used in the hospital for activity reporting. The new
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aggregated features are diagnoses count, medical procedures count, previous inpatient

episodes count. Therefore, we study these new aggregated features in addition to the

existing numeric features: age, length of stay and sessions count.

In this section, we study the datasets that correspond to each diagnoses couple

(DS-DP).

6.2.3.1 The distribution of the features

In the first part of the feature analysis, in order to find out the distribution and the

population of the numeric features, the histograms of the attributes are plotted and

the distribution of the features are stated by the form of the histogram. The results show

that the distributions of a feature across different diagnoses have similar shapes, therefore

we chose one diagnosis couple as illustration example. The DP-DS couple is "Delirium"

as DP and "Abnormalities of gait and mobility" as DS" to present the histograms of the

features in the (Figure 6.3).

The histograms of the "Diagnoses count", "Medical procedures count" and

"Length of stay" have normal distribution with skew to the left, the histogram of "Age"

has also normal distribution but skewed to the right. The "Sessions count" and "Previous

inpatient count" do not follow a normal distribution they have exponential distributions.

The distributions are skewed to the left or to the right because of the location of

the normal values are close to the edge of the interval of possible values. For example,

in the length of stay the possible values are in the interval [0-n] and the normal value is

having short length of stay, consequently the distribution of the values are skewed to the

left. Similarly, medical procedures count, diagnoses count are skewed to the left. The only

feature skewed to the right is the age where the normal values are the high values, which

correspond to the old people.

Concerning the "Sessions count", the normal value is zero. The normal value of

the "previous inpatient episode count" is one. Therefore most of the values are concen-

trated on these values producing exponential distribution for these two features.
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(a) Histogram of age (b) Histogram of length of stay

(c) Histogram of diagnoses count (d) Histogram of medical procedures count

(e) Histogram of previous inpatient episode
count

(f) Histogram of sessions count

Fig. 6.3 Histogram of the PMSI features for the diagnoses couple of Delirium F05-R26
Abnormalities of gait and mobility

6.2.3.2 Statistic measures of the features

For the second part of feature study, we illustrate the statistics of the interesting diagnoses

couple DP-DS identified by the physician in the Section 6.2.1.2. The distributions of the
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studied features follow normal and exponential distributions. Consequently, mean is a

valid method to evaluate the average value.

For each interesting diagnoses DP-DS couple, Median and Mean measures are

studied and presented in the Tables 6.12 6.13. The studied features are: "Age", "Medical

procedures count", "Diagnoses count", "Length of stay", "Previous inpatient episodes

count" and "Session count".

• Min: The minimum value of all the values.

• Max: The maximum value of all the values.

• Mean: The sum of the values divided by the number of values–often called the

"average."

• Median: The value which divides the values into two equal halves, with half of the

values being lower than the median and half higher than the median.

Table 6.12 Statistics on Age - Medical procedures Count - Diagnoses count

Age Medical procedures Count Diagnoses count

DP-DS Min Max Median Mean Min Max Median Mean Min Max Median Mean

R10-E66 14 92 67 62 1 182 5 12 3 68 11 15
K80-E66 19 87 62 61 1 73 5 9 3 92 7 11
I48-E66 30 96 69 71 2 126 9 16 4 69 13 16
I50-R26 72 102 90 88 1 119 13 20 5 91 20 24
J15-R26 21 103 88 85 2 297 9 20 6 55 14 16
J20-R26 3 102 84 80 2 115 9 14 4 73 13 16
R50-R26 5 95 81 77 1 148 7 13 5 50 15 18
J69-R26 28 95 83 80 2 148 9.5 16 4 55 13 15
F05-R26 68 99 88 87 2 47 7 9 6 54 16 18
S72-L89 69 96 88 86 3 79 7 13 6 88 13 20
J15-E44 53 97 86 84 2 365 11 28 8 92 15 19
J18-E44 35 98 83.5 81 1 204 7 13 4 42 14 15
F05-E44 65 99 86 85 3 47 6 8 5 43 14 15
R29-E44 74 99 86 86 1 26 6 8 6 42 15 15
R41-E44 53 99 87 86 1 35 6 8 7 36 13 15

For example, we notice that for the R10-E66 couple, the minimum age is 14 while

the maximum is 92 the median is 67 and the mean age is 62 years old. The minimum

medical procedure count is 1 the maximum is 182 the median is 5 and the mean is 12. The

minimum diagnoses count is 3 the maximum is 68, the median is 11 and the mean is 15.
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Table 6.13 Statistics on Length of stay - Previous inpatient stays - Sessions count

Length of stay Previous inpatient stays count Sessions count

DP-DS Min Max Median Mean Min Max Median Mean Min Max Median Mean

R10-E66 0 38 6 8 1 39 2 4 1 5 1 2
K80-E66 0 31 5 6 1 14 2 3 1 5 1 1
I48-E66 0 29 5 8 1 33 3 5 1 5 1 2
I50-R26 1 54 13 14 1 14 3 4 1 6 2 2
J15-R26 1 98 12 14 1 12 3 3 1 5 1 2
J20-R26 0 52 8 11 1 13 3 4 1 5 1 2
R50-R26 0 32 10 11 1 50 3 5 1 4 2 2
J69-R26 1 89 10 14 1 12 3 4 1 5 1 2
F05-R26 1 60 13 16 1 7 3 3 1 3 1 2
S72-L89 3 45 10 12 1 7 2 3 1 5 1 2
J15-E44 3 56 12 14 1 7 2 3 1 7 2 2
J18-E44 2 39 10 11 1 34 2 4 1 3 1 1
F05-E44 2 48 11 13 1 7 3 3 1 4 1 1
R29-E44 0 25 8 9 1 14 2 3 1 4 1 1
R41-E44 0 48 10 11 1 13 2 3 1 4 1 1

6.2.3.3 Conclusion

We retained the cut points of the three intervals applied on each diagnosis couple (DP-DS).

• "Below" [Min, Mean-sd].

• "Mean" ]Mean-sd, Mean+sd[.

• "Over" [Mean+sd,Max].

The features, which have been discretized using the three intervals, are: medical

procedure count, diagnoses count, age, length of stay and delay, whereas the features that

are not normally distributed have been discretized using three equal interval binning,

such as previous inpatient episodes count and sessions count. In total, we have used 183

features to build our ML model. A detailed description can be found in Table 6.14.
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Table 6.14 The final retained PMSI features to prepare the database

Feature
Name

Description Valid values

Personal
Gender Patient’s gender F=Female, M=Male

Age
Patient’s age at admis-
sion

Below;Mean;Over

Length of
stay

Time interval between
admission date and dis-
charge date

Below;Mean;Over

Admission
type

Patient’s admission type

1= Emergency
2=Urgent
3=Elective
4=Newborn
5=Trauma
9=Information not available

Provenance
The place where the pa-
tient is coming from

1=Acute care unit
2= Rehabilitation unit
3=Long-term care unit
4=Psychiatric unit
5=Passing through the institution’s emer-
gency facility
6=Hospitalized at home

Inpatient
episode

Disposition
Patient’s discharge sta-
tus

1=Discharge to home
2=Transferred to short-term facility
3=Transferred to skilled nursing facility
4=Transferred to intermediate care facility
5=Transferred to other healthcare facility
6=Transferred to home health care
7=Left AMA(Against Medical Advice)
20=Expired/Mortality

Destination
The place where the pa-
tient is going after the
discharge

1=Acute Care Unit
2=Rehabilitation unit
3=Long Term Care Unit
4=Psychiatric unit
6=home hospitalization
7=Medico-social housing structure

Season
The season at the admis-
sion

Summer
Winter
Fall
Spring

Frequency
The count of the inpa-
tient episodes of the pa-
tient during his life.

Below;Mean;Over

Delay
Time interval between
admission date and first
medical procedure

Below;Mean;Over
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Continue: Used features.

Feature
Name

Description Valid values

Inpatient
episode

Inpatient
transfer
count

The count of the transfers between medi-
cal units in the inpatient episode

Below; Mean;
Over

Medical
procedures
count

The count of the medical procedures dur-
ing the inpatient episode

Below; Mean;
Over

Classified
A feature indicating whether the inpatient
stay has a classified/important medical
procedure or not.

0=No
1=Yes

Emergency
A feature indicating whether the inpatient
stay has an emergency case or not.

0=No
1=Yes

Clinical
Medical pro-
cedure group-
ings

19 features, each feature indicates
whether the inpatient stay has a diag-
nosis within the corresponding medical
procedure category.

0=No
1=Yes

Urgent medi-
cal procedure
grouping

5 features, each feature indicates whether
the inpatient stay has a medical procedure
within the corresponding urgent medical
procedure category.

0=No
1=Yes

Coarse level
diagnoses
granularity

19 features, each feature indicates
whether the inpatient stay has a diagnosis
within the corresponding diagnosis
granularity.

0=No
1=Yes

Fine level di-
agnoses gran-
ularity

126 features, each feature indicates
whether the inpatient stay has a diagnosis
within the corresponding diagnosis gran-
ularity.

0=No
1=Yes

Output Label
A feature indicating whether the inpatient
stay has the studied secondary diagnosis
or not.

0=Negative
1=Positive
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6.2.4 Imbalanced database

"A dataset is imbalanced if the classification categories are not approximately equally

represented" (Chawla, 2005). In other words, a database is imbalanced if the studied

subject does not have equal number of positive and negative examples. For example, if

the studied subject is headache diagnoses, a dataset is imbalanced if it contains three

times more cases of headache than cases without headache examples. Real life datasets

are often imbalanced, this is particularly true in the medical databases. In our case, the

Tables 6.2 6.4 6.3 6.5 6.6 6.7 6.8 6.9 show that the negative examples are nine times more

frequent than the negative examples in most of studied diagnoses therefore our database

is heavily imbalanced.

In the scientific literature different methods exist to solve the imbalanced dataset

problem, most of these methods are discussed in the state of the art section.

In the dissertation we chose the baseline methods of undersampling and cost-

sensitive, namely random undersampling and weighting methods, since they are effec-

tive and they do not cost much calculation power compared to oversampling methods.

Moreover, oversampling methods tend to add more data that need to be processed. Fur-

thermore, oversampling methods could add bias in the medical data and tend to perform

worse than undersampling methods (Drummond and Holte, 2003). However, weighting

methods could be considered equivalent to oversampling method if the minority class

instances are given more weight than the majority class instances in certain algorithms,

such as Decision Trees. For example, the minority class instances are considered twice

more often if they have the double weight assigned to them in the building phase of a

Decision Tree.

6.2.5 Conclusion

The main database preparation steps were presented as shown in the Figure 6.1. The

first step was the relevant datasets selection according to the studied problem, where we

used specialist help in order to select 80 relevant datasets to study. The second step was

dataset transformation, which consisted in transforming the dataset from relational form

(multi instances record) to flat form (single instance record) dataset. The second step also

consisted in feature representation according to hierarchical levels. The third step was
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feature preparations, it consisted in discretizing the continuous features according to three

intervals calculated on the selected datasets. Finally, the last step consisted in balancing

the dataset according to one of the balancing techniques (oversampling, undersampling,

cost-sensitive).

6.3 Empirical Evaluation

An empirical evaluation of the PMSI database preparations approach is performed in

this section. The evaluation is based on Machine Learning methods. In short, we use

the datasets prepared according to our approach in order to build a prediction model

that predicts secondary diagnoses. Finally, we evaluate the performance of the prediction

model in order to determine the quality of the prepared database.

6.3.1 Objectives

The objective of the evaluations is on one hand to evaluate if the prepared datasets are of

good quality, on the other hand, to compare different options in each preparation step.

Two main options in the preparation are compared:

• The impact of the diagnoses granularity representation level: which representation

level produces a better performing prediction model (fine level when specific diag-

noses groupings are considered, coarse level when general diagnoses groupings are

considered).

• The impact of the dataset balancing techniques: which balancing technique pro-

duces a better prediction model.

6.3.2 Evaluation approach

The general evaluation method is presented in Algorithm 1 in order to build and to evaluate

the prediction model. The first step (1->3) allows to choose the right configuration by

fixing 3 variables:
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• The weight of positive and negative examples (for instance, we decide to give the

positive examples twice the weight of the negative examples in order to highlight

their importance).

• The sampling option (Whether the dataset is going to be sampled or not).

• The granularity level of diagnosis (for instance, we represent the diagnoses based

on the 19 features issued from general diagnoses chapters).

The second step (4) queries the most 10 frequent Primary Diagnoses DPs occurred

with the studied secondary diagnosis. (for example, in case of "B96" bacterial agents

infection as DS, the most frequent primary diagnoses found in the database are "Acute

tubulointerstitial nephritis" with the code "N10", "Malaise and fatigue" with the code

"R53", "Fever" with the code "R50", etc...)

Afterwards, (6) for each DP the corresponding dataset that contains the positive

and negative examples are queried.

Then, all the pre-processings are performed(7->9), next (10) split the data into K

training and testing sets and for each set (12) the training set is used to build a prediction

model. We evaluate (14) the model using the testing set. Next (15), we average the

evaluations produced by each fold. Finally (17), we average the evaluations of all the

performances of the prediction model of the DPs.

In order to evaluate which preparation option is best, we compare the perfor-

mances of different prediction models, each one being built using different choices ac-

cording to following points:

• Granularity level: as the codification of the diagnoses belongs to a hierarchical

classification, it is possible to use different levels of description: either coarse level

with 19 features (which correspond to general chapters) or fine level of diagnoses

with 126 features (more specific chapters).

• Imbalanced dataset: as the PMSI database contains by nature more negative exam-

ples than positive ones, we have made the hypothesis that a better performance

prediction model can be built by balancing the number of positive and negative

examples. To verify the hypothesis three sampling methods are considered.
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Algorithm 1 The steps followed to build secondary diagnoses prediction model

1: Set(The weight of positive and negative examples)
2: Set (Sampling option)
3: Set (Granularity level of diagnoses)
4: Query the most 10 frequent DPs occurred with the DS
5: for each primary diagnosis DP do
6: Query the dataset using the chosen granularity level
7: Discretize the continuous features (age-length of stay - frequency - medical proce-

dures count...)
8: if sampling option is set then undersample the majority class
9: Give the positive and negative classes their weights

10: Split the data into k folds
11: for Each fold do
12: Build a prediction model with the training set
13: Evaluate the model by measuring (Precision -Recall- F1) on the testing set
14: end for
15: Calculate the average evaluations of the folds
16: end for
17: Calculate the average of the evaluations of DPs

– The first method uses the original dataset without any sampling method.

– The second method gives the positive examples in the dataset double weight

compared to the negative ones which is equivalent to oversampling the positive

examples.

– The third method uses randomly undersampling technique with 1:1 ratio.

Several preliminary tests helped us to choose the weights and the ratio of random

undersampling presented in this dissertation.

6.3.3 Implementation and results

Among the ML methods, we have chosen to use Decision Tree. The main reason behind

this choice is the interpretability of the model. The extracted model can be easily verified

by domain experts, such as physicians (Tuffery, 2007). In terms of performance, Decision

Trees can produce better prediction models compared to Naive Bayes or Neural Networks

using a similar structured data to predict some diagnoses as outlined in (Soni et al., 2011).
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Moreover, Decision Trees are less sensitive to imbalanced datasets i.e. when the dataset

contains unequally distributed classes (Cieslak and Chawla, 2008).

Decision Trees use an attribute selection rule at each node of the tree to split the

data (split criterion), this rule is important to classify the records correctly. The main

split criteria in the literature are Information Gain and Gini Index (Han et al., 2012). The

difference in the performance between those two criteria is not huge. The best criterion

is debatable and it depends on the used dataset (Raileanu and Stoffel, 2004). Since Gini

Index tends to perform slightly faster than Information Gain (Raileanu and Stoffel, 2004),

we retained Gini Index. For the Decision Tree, we have chosen the Classification and

Regression Tree (CART) algorithm (Breiman et al., 1984) that uses Gini Index. The CART is a

binary Decision Tree, which is built by recursively splitting each node into two child nodes,

until there is no significant decrease in the Gini Index criterion. Overfitting problem occurs

when the model is more accurate on the training set than on the testing data. Pruning can

be used to avoid the overfitting problem (Han et al., 2012). The minimal cost-complexity

pruning is implemented in the CART Decision Tree as described in (Breiman et al., 1984).

Default parameters for pruning were used in our case because such overfitting problem

could occur.

The performances are evaluated using 5-fold cross validation. In each fold, the

dataset is divided into 80% training set and 20% testing set. The standard metrics are used

to evaluate classification Precision, Recall and F1-measure.

The proposed evaluation approach is implemented using R-Studio 2 and Weka3.

R-Studio is used to query the subsets from MySql4 database where the PMSI is stored,

then the preprocessing of the dataset is performed using R-Studio, next a dataset with

the ARFF 5 format is produced, An ARFF (Attribute-Relation File Format) file is a text file

that contains features description in addition to the dataset instances in a special format

mostly used with weka. Finally, weka platform is used to build the CART Decision Tree,

as shown in Figure 6.4. The approach is experimented according to three scenarios. In

each scenario we represent features as described in the Section 6.2.2.2 which consists of

coarse and fine level of diagnoses granularity. Moreover, we have changed the methods

for sampling imbalanced data set. Hence, the three scenarios are described as following:

2https://www.rstudio.com/products/rstudio/
3http://www.cs.waikato.ac.nz/ml/weka/
4https://www.mysql.fr/
5https://weka.wikispaces.com/ARFF



98 Medical database (PMSI) preparation for Feature Selection

Fig. 6.4 Implementation of the database preparation algorithm

• Scenario 1 corresponds to using the original dataset without any sampling.

• Scenario 2 corresponds to cost-sensitive learning method for sampling imbalanced

dataset.

• Scenario 3 corresponds to random undersampling of negative examples to a ratio

of (1:1).

Scenario 1

Figure 6.5 shows the results of different measures on the original dataset. First, we

observe that even for fine and coarse granularity, using all the dataset is not an interesting

strategy as recall and F1-measures results are very low. Except for B96 (bacterial agents)

and J96 (Respiratory failure), our results approximate 2%. For B96 and J96, we observe

that the results of fine granularity are more interesting than the results of coarse level

granularity.

Scenario 2 In the lights of the results of the evaluations shown in Figure 6.6, we observe

that the measurement varied between different diagnoses. On one hand, B96 scored

the best for F1, precision and recall measurements, around 75%. On the other hand,

other diagnoses scored lower percentages using the same measurements. As reported by

(Stanfill et al., 2010), a same ML applied on different diagnoses, produces different results.
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Fig. 6.5 The average measurements of the Decision Tree’s performance in the scenario 1 -
based on original dataset - using fine and coarse levels of granularity for all the studied
diagnoses, F: Fine Level; C: Coarse Level

Our results confirm such a variation of measurements, and the complexity of the problem.

Concerning the highlighted issues about the effect of the granularity level, we notice that

using fine level granularity gives better measurements compared to using coarse level

granularity. We observe that the differences between fine and coarse level of granularity

range between 1% and 27% in the results Figure 6.6. In particular, for B96 we notice an

important enhancement of results quality using the fine level granularity.

Fig. 6.6 The average measurements of the Decision Tree’s performance in the scenario 2 -
based on Cost-sensitive/Oversampling learning - using fine and coarse levels of granularity
for all the studied diagnoses, F: Fine Level; C: Coarse Level

Scenario 3 Figure 6.7 shows the results of the third scenario. Clear improvement is ob-

served in the quality of detection of all secondary diagnoses. Compared to the results

presented in Figure 6.5 and Figure 6.6 in which the used sampling methods privileged

B96 and J96 diagnoses, this evaluation substantiates that sampling negative examples

according to 1:1 ratio is the best method to predict a right quality over all type of secondary
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diagnoses. In fact, the results show that the values of the quality measures range between

55% and 84%, which are very trustworthy to satisfy our main objective. The difference of

each sampling methods is observed clearly in Figures 6.8, 6.9 and 6.10, each figure shows

the performance and the differences between the sampling methods using the metrics F1,

Precision and recall in order.

Fig. 6.7 The average measurements of the Decision Tree’s performance in the scenario 3
- based on undersampled dataset - using fine and coarse levels of granularity for all the
studied diagnoses, F: Fine Level; C: Coarse Level

To sum up the differences between the performed experimentations, we overlap

the results of the three scenarios on the three metrics F1-measure, recall and precision

respectively in Figures 6.8, 6.9 and 6.10. The most important remarks are:

• Fine level granularity features give better results than coarse level granularity fea-

tures regardless the type of secondary diagnoses and the type of metric, this seems

coherent with the fact that detailed level provide more information and give better

prediction power.

• The method of sampling impacts the quality of results. We observe that the under-

sampling method improves the results significantly compared to the Cost-sensitive/

Oversampling and the original non sampled dataset regardless the type of secondary

diagnoses and the type of metric. Intuitively, sampling methods are improving the

quality because they make the number of positive examples more representative

compared to negative examples.
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Fig. 6.8 The F1 measurements on the three sampling methods

Fig. 6.9 The Precision measurements on the three sampling methods

Fig. 6.10 The Recall measurements on the three sampling methods

6.3.4 Discussion

The hypothesis of filtering the datasets according to DP is motivated by observing that,

in the hospital, encoding folders are distributed on the specialist coders according to
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the main hospitalisation motivation of the inpatient episode, i.e. the DP of the inpatient

episode. This hypothesis allowed to increase the quality of the dataset and target more

case specific datasets. The results shown in the Section 6.3.3 indicate that the hypothesis

is valid.

We proposed different preparation steps that have been evaluated by prediction

models, such as Decision Trees. Concerning the best granularity representation level of

diagnoses, as the codification of the diagnoses forms a hierarchical classification, it is

possible to use different levels of description: either coarse level with 19 features (which

correspond to general chapters) or fine level of diagnoses with 126 features (more specific

chapters). The performances of two Decision Trees were compared, each tree was built

using different level of diagnoses granularity. The results showed that by using the fine

level of granularity we enhance on average 5% to 10% all the quality measures regardless of

the predicted diagnosis code. The prediction power seems to be related to the preciseness

of the medical information.

Some diagnoses had better performance Decision Tree compared to others, such

as B96 "bacterial agents". B96 is the most frequent secondary diagnosis. The good

prediction performance is explained either by the low imbalance ratio of B96 dataset, or

by the medical specificity of bacterial agents. Since the selected datasets of B96 diagnosis

contain only frequent and trivial combinations of DP-DS, therefore it is not difficult for a

prediction model to discover the relation between DP and DS and predict the DS.

The customized discretization ranges for the continuous features adapted to each

dataset provides better interpretability and improves the prediction quality. Moreover, a

better understanding of predictive power of each feature could be established with the

help of the medical staff in the hospital. The understanding of the features used in the

predication models explain the behaviour and the performances of each model.

Concerning the imbalanced dataset, as the PMSI database contains by nature

more negative examples than positive ones, the improvement of results in the third

scenario when the balanced dataset is used confirms that balancing techniques are

useful to produce better performance Decision Trees. In the second scenario Cost-

sensitive/Oversampling learning is used by giving the positive examples in the dataset

double weight compared to the negative ones, this technique produced 25% better per-

formance model compared to the model based on original dataset. Finally, random

undersampling technique were used to reduce the number of negative examples to be
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equal with the positive ones, this technique generated the best performance model re-

gardless to the predicted diagnosis which is a good step towards better database quality.

6.4 Conclusion

This chapter outlined the results of our approach to prepare the PMSI medical database to

be used by Machine Learning methods. The proposed approach allowed us to determine

each step, and to make efficient choices for implementing the preparation as mentioned

in the figure 6.11

The strength of the proposed approach is to provide a generic structured dataset

that can be populated with any database, while allowing personalized data preprocessing

for each studied dataset.

Fig. 6.11 The PMSI database preparation for Machine Learning analysis: implementation
choices

The approach was evaluated by measuring the performance of CART predic-

tion model, which was built using prepared PMSI datasets. The good performance of

the CART showed the usefulness of the approach. Moreover, two options in the prepa-

ration steps were evaluated. The first option is the balancing method and the second

option is diagnoses feature representation level. These options were mainly meant to

address the imbalanced datasets and excessive number of features problems. In the first
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scenario the original dataset was used without any sampling, in the second scenario

Cost-sensitive/Oversampling learning was applied, and in the third scenario random Un-

dersampling was applied. In each scenario we used two diagnoses representations: coarse

and fine level of diagnoses granularity. The best performance model was achieved by using

the third scenario i.e. random Undersampling and by using the fine level granularity of

diagnoses representation. Therefore, we adopt these two options: random Undersampling

and fine level granularity in the following chapters.



Chapter 7

Stable feature selection from medical

databases

"Success is a science; if you have the conditions, you get the result."

-Oscar Wilde
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7.1 Introduction

7.1.1 Objective

The main issue we address in this chapter is the stability and the quality of the features

selected from Feature Selection (FS) methods.

• The features are stable when a FS method selects the same features from multiple

datasets that represent the same subject. For example, if two different datasets

exist for the same diagnosis, the features selected by FS method from both datasets

should be similar in order be considered stable.

• The quality of features is the performance of the ML model using these features to

predict the studied class.

Although the traditional sampling methods balance the datasets and enhance

the performance of the prediction models, a new challenge needs to be addressed when

sampled datasets are used with FS methods. The challenge is the difficulty to select stable

features, because each time a database is sampled, some information gets lost in the

case of undersampling or some information gets redundant in the case of oversampling.

Therefore, different features are selected each time the dataset is sampled.

Some questions are raised in order to guide us to propose a new approach to

select stable features.

1. How stable are the features when a FS method is applied on different sampled

datasets?

2. How to select stable features out of imbalanced datasets?

3. Are the stable features good quality features?

4. How does the imbalance ratio of each dataset influence the quality of the stable

features?

5. How to find out the values of the selected features from FS methods? knowing that

traditional FS methods do not provide the values for the features.
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Moreover, the new approach should not be affected from sampling methods and

should provide not only stable but also good quality features.

Finally, we use Decision Trees (DT) to find out the values of the extracted features

knowing that traditional FS methods do not provide them.

7.1.2 The used databases and preparation recall

Two scales of PMSI databases are used to implement the evaluations in this chapter: local

and regional scale.

• The local scale of the PMSI database is extracted from the hospital of "Centre Hospi-

talier Intercommunal de Castres Mazamet" described in the Section 6.2.1.

• The regional scale of the PMSI database is extracted from all the regional hospital in

Tarn. It contains around 1,200,000 inpatient episode records for the year of 2011.

We had limited access on the regional scale, since we were only allowed to work

on it inside the hospital campus and only using hospital’s computers. Therefore, we used

the regional scale only to evaluate the prediction models extracted from local scale of

PMSI.

All of the proposed methods in this chapter used database preparation is imple-

mented the same way explained in the Chapter 6. The main steps of the preparation

are:

1. Selecting relevant datasets to the studied problem.

2. Dataset transformation in order to transform the dataset an exploitable form by ML

methods.

3. Feature preparation to put the feature into an exploitable form by ML methods.

4. Sampling the dataset to limit the imbalanced database problem.

We have selected 80 interesting DP-DS diagnoses couples. However, only the

14 original datasets original DP-DS couples are presented in most of the results in this

chapter for the visibility reasons. The 14 original DP-DS couples are:
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• Delirium F05-E44 Malnutrition.

• Delirium F05-R26 Abnormalities of gait and mobility.

• Atrial fibrillation and flutter I48-E66 Obesity.

• Heart failure I50-R26 Abnormalities of gait and mobility.

• Bacterial pneumonia J15-E44 Malnutrition.

• Bacterial pneumonia J15-R26 Abnormalities of gait and mobility.

• Pneumonia J18-E44 Malnutrition.

• Acute bronchitis J20-R26 Abnormalities of gait and mobility.

• Pneumonitis J69-R26 Abnormalities of gait and mobility.

• Cholelithiasis K80-E66 Obesity.

• Abdominal and pelvic pain R10-E66 Obesity.

• Nervous and musculoskeletal system symptoms R29-E44 Malnutrition.

• Cognitive function and awareness symptoms R41-E44 Malnutrition.

• Fever R50-R26 Abnormalities of gait and mobility.

• Fracture de femurS72-L89 Pressure Ulcer.

7.2 Building a stable feature selection approach

The first section evaluates the features selected from sampled datasets by usual FS meth-

ods in order to compare them with our proposed approach. The second section studies

the instability issue of the FS methods and proposes an approach to select stable features.

The third section proposes an evaluation approach for the stable features. Finally, the

fourth section studies the values of the stable features.

7.2.1 Evaluation of the features obtained by usual FS methods

The FS methods choose the most relevant features to the prediction class and ignore other

features. The main advantage of FS methods is that they provide a better understanding

of the underlying process that generates the data (Guyon and Elisseeff, 2003).
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As we depend on FS methods, we want to evaluate first the features selected

by usual FS methods. The followed approach in the scientific literature to evaluate fea-

tures is to build a ML model using the selected features that predicts the studied class.

The best features produce better models that predict more accurately the studied class

(Chandrashekar and Sahin, 2014).

We propose an evaluation method presented in the Figure 7.1, where the first

step is the database preparation. Afterwards, the dataset is split into training set and

testing set. The training set is 80% of the database and the testing set is 20% of the dataset.

The main reason for using this evaluation rather than k-fold method is to insure a fair

comparison in the future evaluations by storing the testing set and use it all along the

dissertation.

Feature selection step allow us to build some list of features. In the Feature

Selection step, a training set is built using Random Undersampling method to balance

the dataset. Afterwards, a FS method is used in order to select the relevant features to the

prediction class.

Evaluation step allow us to evaluate the quality of the selected features. Subse-

quently, a prediction model is built using the selected features and the balanced dataset.

A testing set is used to evaluate the prediction model using the Recall, the Precision, the

F1 measure and AUC of ROC performance measurement metrics. These steps are shown

in the Figure 7.1

Moreover, the evaluations allow us to compare the FS methods. By comparing

these methods, we can choose the best ones and if needed to choose their best configura-

tions.

For the FS we had to choose from three categories Filter methods, Wrapper

methods and Embedded methods (Saeys et al., 2007). We intend to build a stable Feature

Selection approach that works well with most of the ML algorithms. Therefore, the Filter

methods are the best candidate, since they are independent from learning algorithms.

Moreover, unlike Wrapper and Embedded methods, Filter methods are fast and they

are scalable i.e. adapted to process large databases, such as PMSI medical databases.

Furthermore, Filter methods are independent from the any classification method (Saeys

et al., 2007).
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Fig. 7.1 Evaluation method of the features

Among Filter methods we used "Gain Ratio (GainR)" method used in the C4.5

Decision Tree building (Quinlan, 1993) and Correlation-based Feature Selection (CFS)

proposed in (Hall, 1999) the former method does not consider the dependencies be-

tween the features called Univariate methods, whereas the later method considers these

dependencies called Multivariate methods.

The GainR method is more advanced version of Information Gain method which

reduces the bias toward selecting multivalued features. The attributes are ranked accord-

ing to the GainR score. The features that score higher than a certain threshold are retained.

Two thresholds are tested in the implementation, the values are chosen empirically in

order to retain few and large number of features. The first value is 0.01 which retains 30

features on average, whereas the second value is 0.02 which retains 20 features on average.

The CFS method ranks feature subsets according to the degree of redundancy

among the features. It searches subsets of features that are individually well correlated

with the class but have low inter-correlation. The search algorithm used to search for the

best subset is best first search algorithm (Pearl, 1984) starting from empty set and stopping

the search for new features after 5 non improving iterations (the default parameters of the

Weka platform).
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The GainR and the CFS methods are representative of their categories, univariate

- multivariate respectively and they can be generalised to any other method in the filter

category.

Concerning the learning algorithm used in the "Evaluation" step of the proce-

dure, the CART DT has been used for the main reason of interpretability of the model as

well as the reasons mentioned in the database evaluation Section 6.3.3. The "Naive Bayes"

is also used for the main reason of scalability and for the sake of comparison with the DT

learning algorithms.

The results of the evaluation are shown in three Tables 7.1 7.2 7.3. The tables

show the evaluation of the 14 original DP-DS couples retained by the physician. The first

column represents the dataset identified by DP-DS CIM10 code, the second column is the

features count when the FS method is applied on the dataset. The remaining columns are

the performance of the two learning algorithms NB and CART DT in the means of F1, AUC

of ROC, Precision and Recall performance measuring metrics.

The first Table 7.1 shows the results of the approach when it uses the Gain Ratio

FS method with 0.01 value of the threshold. The second Table 7.2 shows the results of

the approach when it uses Gain Ratio FS method with 0.02 value of the threshold. The

third Table 7.3 shows the results when it uses CFS FS method with the best first search

algorithm.

The results indicate that most of the prediction models are able to encode the

studied secondary diagnoses with good accuracy except few diagnoses, such as F05_E44

i.e. "Malnutrition" E44 in the inpatient episodes suffering from "Delirium" F05 as primary

diagnosis.

Moreover, in the inpatient episodes suffer from "Nervous and musculoskeletal

system symptoms" R29 as primary diagnosis, the DT prediction model encodes "Malnu-

trition" E44 with high accuracy (i.e. F1=82% with Precision of 74% and Recall of 93%)

using 24 features selected by GainR with threshold of 0.02. However, the accuracy drops

when NB is used as a prediction model with (F1=73%) and drops even more when more

features are retained using GainR with lower threshold (F1=66%). In the case of the CFS

FS method is used, only 14 features are retained. The DT built over these features did not

perform well F1=46% whereas the NB learner had acceptable performance F1=65%. In

this particular case GainR FS with the threshold of 0.02 had the best performance.
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Table 7.1 Prediction model performance when Gain Ratio is used with 0.01 threshold

CART NB

DP-DS
Features
count

F1 AUC Prec Rec F1 AUC Prec Rec

F05_E44 15 50% 55% 55% 47% 51% 53% 55% 47%
F05_R26 38 50% 52% 54% 46% 57% 69% 73% 47%
I48_E66 23 53% 51% 52% 55% 52% 57% 61% 46%
I50_R26 43 64% 72% 69% 60% 76% 84% 85% 68%
J15_E44 59 64% 61% 59% 70% 62% 73% 75% 53%
J15_R26 46 63% 63% 63% 63% 76% 86% 85% 68%
J18_E44 34 65% 66% 62% 68% 66% 73% 73% 59%
J20_R26 41 56% 57% 57% 54% 68% 75% 74% 63%
J69_R26 31 46% 55% 55% 40% 59% 61% 63% 55%
K80_E66 26 67% 64% 60% 77% 50% 64% 65% 40%
R10_E66 33 72% 69% 64% 81% 67% 71% 70% 64%
R29_E44 33 66% 69% 65% 67% 65% 70% 68% 62%
R41_E44 38 58% 60% 58% 58% 71% 76% 76% 67%
S72_L89 56 72% 78% 73% 72% 55% 76% 78% 42%

Average 60% 62% 60% 61% 62% 71% 72% 56%

Table 7.2 Prediction model performance when Gain Ratio is used with 0.02 threshold

CART NB

DP-DS
Features
count

F1 AUC Prec Rec F1 AUC Prec Rec

F05_E44 13 55% 42% 46% 67% 55% 55% 54% 56%
F05_R26 19 64% 53% 59% 71% 48% 64% 71% 36%
I48_E66 13 41% 52% 55% 33% 61% 64% 67% 56%
I50_R26 19 56% 65% 75% 45% 82% 90% 84% 80%
J15_E44 23 57% 51% 57% 57% 77% 86% 83% 71%
J15_R26 22 69% 74% 75% 64% 81% 87% 85% 79%
J18_E44 14 55% 51% 53% 57% 57% 68% 57% 57%
J20_R26 24 56% 57% 60% 53% 71% 75% 79% 65%
J69_R26 14 78% 81% 70% 88% 47% 52% 44% 50%
K80_E66 19 69% 60% 56% 90% 59% 70% 67% 53%
R10_E66 25 68% 69% 68% 68% 61% 72% 65% 58%
R29_E44 24 82% 83% 74% 93% 73% 76% 67% 80%
R41_E44 22 69% 62% 58% 85% 67% 73% 64% 69%
S72_L89 48 74% 70% 63% 90% 53% 68% 80% 40%

Average 64% 62% 62% 69% 64% 71% 69% 61%

On the contrary, some diagnoses had better prediction model performance using

CFS FS method, such as "Obesity" E66 in the inpatient episodes suffering from "Atrial

fibrillation and flutter" I48 as primary diagnosis using both NB and DT.
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Table 7.3 Prediction model performance when CFS is used

CART NB

DP-DS
Features
count

F1 AUC Prec Rec F1 AUC Prec Rec

F05_E44 31 29% 42% 32% 26% 69% 59% 56% 89%
F05_R26 29 58% 61% 70% 50% 33% 75% 75% 21%
I48_E66 17 76% 64% 67% 89% 71% 68% 85% 61%
I50_R26 14 70% 74% 77% 65% 68% 72% 63% 75%
J15_E44 12 63% 47% 56% 71% 50% 61% 60% 43%
J15_R26 11 69% 66% 75% 64% 69% 82% 67% 71%
J18_E44 12 67% 64% 69% 64% 48% 49% 47% 50%
J20_R26 27 73% 71% 75% 71% 54% 59% 50% 59%
J69_R26 19 67% 69% 71% 63% 57% 47% 46% 75%
K80_E66 12 65% 53% 52% 87% 70% 71% 54% 100%
R10_E66 17 67% 64% 65% 68% 78% 87% 82% 74%
R29_E44 14 46% 54% 55% 40% 65% 70% 63% 67%
R41_E44 22 77% 71% 77% 77% 67% 69% 64% 69%
S72_L89 15 67% 50% 50% 100% 75% 84% 100% 60%

Average 64% 61% 64% 67% 62% 68% 65% 65%

Some general observations on the results are:

• On average, GainR method produces better features using higher threshold. Low

threshold produces more features which does not yield necessarily to better per-

formance learning algorithm. This indicates that the extra retained features in the

case of the 0.01 threshold do not carry important features in order to encode the

secondary diagnoses and they are considered as noisy features.

• The CFS method selects fewer features on average compared to the GainR method.

However, the CFS method does not always produce better features on some diag-

noses. Therefore, the number of features has big effect on the learner performance,

it is very critical issue. Features should contain sufficient information to build

effective prediction model without any noise to disturb the learning.

The variation of performances indicates that this is a complicated problem and

there are a lot of factors that contribute to having good or bad features. Having robust

sampling method is one of the factors. One of the objectives we are looking for is to create

an approach that eliminates the noisy features and keeps only the few most decisive ones.

Our main hypothesis is that sampling methods produce datasets that are not always rep-

resentative to the learning problem and they contain sometimes noisy examples causing



114 Feature selection from medical databases

irrelevant features to be retained. Consequently, we investigate in the next section the

noise in the selected features by examining the features selected from different sampled

databases.

For the FS methods we choose to use GainR with 0.02 threshold or CFS, since they

both produce good quality learners.

7.2.2 An approach to select stable features

In this section, the effect of sampling the dataset on the selected features is discussed

to answer the questions "How stable are the features when a FS method is applied on

different sampled datasets?" and "How many datasets are required to select the stable

features?".

We have two main objectives which are on the one hand to clarify if the selected

features are different each time the dataset is sampled, on the other hand, to find out if

significant number of features are common between the sampled datasets.

The main dataset sampling methods are oversampling and undersampling, where

the composition of the dataset is modified either by generating more examples or by re-

moving some examples in order to balance the number of positive and negative examples.

The sampling methods affect the selection of the features, since the initial composition of

the dataset is different from the sampled dataset. In this section, this effect is examined in

order to help us build a new approach that selects stable feature no matter the sampling

method used to balance the dataset.

In order to study the effect of sampling methods on the Feature Selection methods

we built a method presented in the Figure 7.2 for each studied secondary diagnosis, as

described above.

The first step is database preparation according to the Chapter 6. Then, the

dataset is sampled multiple times in order to balance the positive and negative examples.

Afterwards, the relevant features to the studied class are selected, using one of the FS

methods. The relevant features are supposed to be different each time the dataset is

sampled. Therefore, during the last step, we count the common features from two, three,

four different sampled datasets respectively until the number of common features are
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stable. The count of the features is plotted against the number of datasets used to select

the common features.

By following this method, the number of datasets required to select a stable set of

features is concluded. Moreover, the noisy features are excluded when the number of the

intersected features stays the same after certain times of sampling repetitions.

Fig. 7.2 Stable features selection approach

In order to visualise the common features, the count of the intersected features is

plotted on one axis and the number of sampled dataset used to select the features on the

other.

The results of the 14 original diagnoses are presented in Figure 7.3b in the case

when the CFS method is used and in Figure 7.3a in the case when the GainR method is

used.

The results indicate that the features of all the diagnoses start from large number

then drop significantly when intersected with the features selected from another dataset,

which indicates that the features are not stable and different set of features are retained

each time the dataset is sampled. Moreover, the results show that the number of common

features becomes stable when three datasets are used, which means that the common

features of three independently sampled datasets contain stable features that appear in all

the sampled datasets. However, in one case there are no common features which means
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(a) In the Case of the Gain Ratio (b) In the Case of the CFS

Fig. 7.3 The relation between the dataset count and stability of the features

that either the number of instances used in the FS method is not sufficient or the nature

of the DS does not permit to encode it properly.

As a conclusion, we adopt the approach presented in the Figure 7.4 using three

sampled dataset as an approach to select stable features.

We suppose that the mutual features selected from three sampled datasets con-

tain the most relevant features to the prediction class, and exclude the features that are

noisy and less relevant the prediction class. To support our claim, in the next section a

classification model is built out of the stable set of features (i.e. the intersection of features

from three different sampled dataset) in order to evaluate the quality of the stable features.

7.2.3 Evaluation of the the stable features

In this section, we evaluate the stable features selected using our approach. The evaluation

method is presented in the Figure 7.5.
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Fig. 7.4 Stable features selection approach

We answer the question, "Are the stable features good quality features?" by

evaluating the stable features selected according to our approach.

The evaluation of the stable features is similar to the evaluation of usual features

in the Section 7.2.1. We use the stable features to build a prediction model that encodes

diagnoses to inpatient episodes, afterwards we measure the performance of the prediction

model.

Two testing sets are used to evaluate the prediction model:

• The first testing set is extracted from local scale of PMSI database: we used the same

testing dataset used in the evaluations of the usual features (presented in the Section

7.2.1) to insure fair comparison.

• The second testing set is extracted from regional scale of PMSI database which is

important in order to verify the validity of the results obtained on the local scale

of the PMSI database and to test the possibility to generalise the results on larger

scales.

The evaluation approach mainly consists of:

• Database preparation: the PMSI database is transformed into a format that most

ML methods deal with. Two scales of PMSI database are used:
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– Local scale: a part of it (80%) is used to select stable features and the other part

is used to evaluate the extracted prediction model.

– Regional scale: mainly used for evaluation purposes.

• Feature selection approach: stable features are selected from three sampled datasets.

• Evaluation: essentially, the stable features are used with a sampled dataset to build

a prediction model. Then the model is evaluated using two testing sets: 20% of

the local dataset and all the regional dataset. The metric used to measure the

model performance are the Recall, the Precision, the F1 measure and AUC of ROC

performance metrics.
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7.2.3.1 Implementation and results

We proposed two possible use cases for our approach.

1. Help encoding secondary diagnoses at the beginning of the encoding session when

only administrative and medical procedure information is available.

2. Help encoding secondary diagnoses at the end of the encoding session when all the

information is available including recently encoded diagnoses.

Therefore, in order to evaluate the possible use cases, the overall approach is repeated two

rounds:

1. All_Features: using all the features (Administrative - Medical procedures - Diag-

noses).

2. No_Diag: using only (Administrative - Medical procedures) features.

Table 7.4 The tested use cases to evaluate stable features - Each situation is named as
Test X

PMSI Dataset scale

Local Regional

All_Features Test 1 Test 2
No_Diag Test 3 Test 4

The evaluation results of the prediction models in the first round (Test 1 - Test 2)

are presented in the Tables 7.5 7.6. The Table 7.5 presents the evaluations of the stable

features selected by CFS FS method whereas the Table 7.6 presents the evaluations of the

stable features selected by GainR FS method.

Only the 14 original datasets are presented. The first column is the DP-DS couple,

the second column is the stable features which represents the output of our approach. The

remaining columns are the evaluations of CART and Naive Bayes learners by the means

of F1, AUC of ROC, Precision and Recall. A full reference of the used features are in the

Appendix A).
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The evaluation results of the prediction models in the second round (Test 3 - Test

4) had modest results compared to the first round when all the features are used. We

used the average results in the discussion, therefore only the average results of the 14

original diagnoses are presented in the Table 7.7, the detailed results are presented in the

Appendix A in the Tables A.2 A.3.

Table 7.7 Average performances of prediction models using stable features excluding
diagnoses related features (Test 3 - Test 4)

Local PMSI Regional PMSI

Avg.
feature
count

Avg.
F1

Avg.
AUC

Avg.
Prec

Avg.
Rec

Avg.
F1

Avg.
AUC

Avg.
Prec

Avg.
Rec

CFS
NB 3 55% 58% 60% 54% 46% 55% 51% 46%

CART 3 55% 60% 62% 54% 42% 55% 56% 39%

GainR
NB 6 58% 59% 57% 60% 45% 56% 54% 43%

CART 6 54% 57% 58% 52% 47% 52% 56% 48%

7.2.3.2 Results discussion

The discussion and the observations of the results are organised from the following point

of views.

First, we compare the results of the two FS methods (CFS - GainR). Second, we

compare the evaluations using the two classification models (CART - NB). Then, we

discuss the scalability of results using regional and local scales of PMSI. We compare the

results with the basic approach presented in the Section 7.2.1. Finally, we discuss the use

case of the application.

With regards to the FS method point of view, two different areas are observed

(feature quantity and quality). In general, FS methods reduce the features based on feature

relevance and redundancy with respect to prediction class. In the implementation CFS

and GainR methods are used. The CFS is considered Filter Multivariate category which

evaluates a set of features and eliminates redundancy. The GainR method is considered

Filter Univariate category which evaluates the relevancy of each feature independently.

Concerning the quantity of features retained in each method, the CFS FS methods selects

fewer features, most of them are included in the features selected by GainR method. The
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average number of features by CFS is 5 compared to 13 by GainR. These features are stable

across the FS method. Concerning the quality of the features, both methods (CFS-GainR)

produce prediction models with similar averages of performance metrics, the CFS method

slightly exceeds except when NB is used with GainR method. Moreover, the performance

of the prediction model produced from both methods drops a bit when tested on regional

scale. Consequently, both FS methods have accepted rates of performance even thought

the number of features are different which indicates that the approach has eliminated

the noisy features nonetheless some redundant features are retained by GainR without

affecting the performance. Both FS methods produce good prediction model but with

different feature count. The FS choice is a matter of preference in the use case.

In regards to the prediction model, both models CART and NB have similar

performances on average. CART method surpasses NB in terms of interpretability whereas

NB surpasses CART in terms of scalability. Other differences exist on the diagnoses level in

terms of Precision and Recall metrics. According to the final objectives of the application

a suitable prediction model should be adapted. For example, our use case has more

interpretability requirements therefore CART is better option as long as the size of the

examples do not surpass the machine’s capabilities. The approach is not designed to be

used only with certain algorithms, other learning algorithms could perform better using

the same features, before adopting a final algorithm a thorough research should be done.

With regards to the scale of the PMSI database used in the evaluation, on average,

the performance on local scale of the PMSI is higher than on the regional scale. The reason

is that on the regional scale the population of the patients is changed significantly. The

patients have different origins and different orientations. Therefore, the generalisation of

the prediction model is not appropriate in this case.

With regards to improvements brought to the usual FS methods (presented in the

Section 7.2.1), the results generally indicate that the stable features selected using three

sampled datasets are better compared to the features selected only from one sampled

dataset. Moreover, the number of stable features is significantly lower than the number

of features selected from one dataset. Therefore, having few good features indicates the

elimination of most of the irrelevant features.

With regards to the use case, the objective in the dissertation is to help the coders

encode all the secondary diagnoses by completing the list of potential diagnoses. The

intervention to complete the potential diagnoses is possible on two levels:
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1. At the beginning of the encoding, when there are not any diagnoses available only;

administrative and medical procedures are available.

2. At the end of the encoding, when all the information is available including the

diagnoses recently encoded.

The results presented in the Table 7.7 indicate that encoding DS using only administrative

information has bad performance and thus it can not be used in the final application.

The second intervention is more likely to be used in the final application, at the end of an

encoding session, all the information is available and the prediction model extracted from

our approach can be used to encode secondary diagnoses. (Lecornu et al., 2009) share the

same observation remark, the predication performance decreases significantly when only

Administrative and Medical procedures are used.

Furthermore, with regards to the use case, it is worth to mention not all the

diagnoses have the same effect on the value of the inpatient episodes, therefore some

diagnoses are more important than others and they are classified according to severity

level index. The physician in charge of the DIM department in the hospital, he explained

to us the precision of the encoded diagnoses is more important in the case of low severity

i.e. we do not want to overwhelm the coders with low precision predictions and the

final gain is not significant to the hospital. However, the Recall is more important when

encoding high severity diagnoses i.e. the coders do not mind verifying multiple times the

high severity diagnoses even if the success rate is low. The current approach provides

only the important features without potential values due to lack of the FS approaches to

provide them. Therefore, an important enhancement to the approach is to provide the

values of the important features. This enhancement is discussed in the Section 7.2.4.

7.2.3.3 The influence of the imbalance ratio on the features quality

All the studied diagnoses datasets are imbalanced with different imbalance ratios. In this

section, we are interested in studying the effect of the imbalance ratio on the quality of

the stable features. Therefore, we answer the question "How does the imbalance ratios of

each dataset influence the quality of the stable features?".

In order to answer the question, the imbalance ratios of all the datasets are plotted

on one axe and the performances of the prediction models built using the stable features
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are plotted on the other axe. The quality of the stable features is measured by the F1

performance metric of ML model to encode the secondary diagnoses. Finally, the output

figures are observed for any interesting patterns.

For this experiment, we plotted the results by using "Tableau1" a professional

visualization tool, in order to study the relation between the imbalance ratios of the

medical datasets and the quality of the stable set of features (i.e. selected from three

datasets) measured by the performance of the classification model built using the stable

features.

For this experiment, all the 80 studied datasets are plotted, the 14 original diag-

noses are distinguished by orange colour. The datasets are identified by the diagnoses

couple (DP-DS). Two classification models are tested (CART Decision Tree, Naive Bayes),

Two FS method are tested (GainR, CFS) to select stable set of features.

The results are presented in four Figures. The Figure 7.6 shows the performance

of the CART DT when stable features are selected by the CFS FS method. The Figure 7.7

shows the performance of the NB classifier when stable features are selected by the CFS

FS method. The Figure 7.8 shows the performance of the CART DT when stable features

are selected by the GainR FS method. The Figure 7.9 shows the performance of the NB

classifier when stable features are selected by the GainR FS method.

The results presented in the Figures 7.6 7.7 7.8 7.9 show that the four combination

of FS methods with the learning algorithms have similar patterns. Most of the diagnoses

are located in the top left corner in the figures which indicate on one hand that most of

the diagnoses are heavily imbalanced with ratios lower than 20%. On the other hand,

the performances of the prediction models are good, higher than F1=60% regardless to

the low imbalance ratio. This is true no matter to the FS method used and no matter to

the prediction model used. Moreover, the results show that some diagnoses scored even

higher than F1=75%. Therefore, the imbalance ratio of the dataset does not affect the

performance of the prediction model, consequently the stable features are good features

regardless to the imbalance ratio.

The results also indicate that some datasets are not imbalanced. For example,

three diagnoses located at the right side of the figures (N41-B96, J44-J96, J96-J96) are

considered balanced datasets with imbalance ratios higher than 90%.

1https://tableau.com



7.2 Building a stable feature selection approach 127

Fig. 7.6 The effect of the imbalance ratio on the performance of the "CART Decision Tree"
built using stable set of features selected from "CFS" Feature Selection method

Fig. 7.7 The effect of the imbalance ratio on the performance of the "Naive Bayes" built
using stable set of features selected from "CFS" Feature Selection method
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Fig. 7.8 The effect of the imbalance ratio on the performance of the "CART Decision Tree"
built using stable set of features selected from "GainR" Feature Selection method

Fig. 7.9 The effect of the imbalance ratio on the performance of the "Updatable Naive
Bayes" built using stable set of features selected from "GainR" Feature Selection method
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Concerning the original diagnoses distinguished with orange color in the Fig-

ures 7.6 7.7 7.8 7.9, some of them are heavily imbalanced, others are mildly imbalanced.

The performances of the learners are various. Therefore, the original diagnoses are rep-

resentative sample of the larger diagnoses population, which in turn can validate the

generalization of results of our approach to the entire diagnoses in the PMSI database.

7.2.4 Resolving feature value

The proposed approach that selects stable features does not provide values for them

although it is an important information in the medical field and it supports taking more

efficient decision when provided in the right moment.

One possible solution is to look into the composition of the ML algorithm used

to evaluate the features. This solution is possible only if the produced ML model is

interpretable and only if the model allow us to understand how the features are connected.

Since we used Decision Trees (DT) as evaluation method in our proposed ap-

proach, it is possible to look into the extracted model. The DTs are interpretable, they

allow us to check out the values of the features that contributed to make a prediction. How-

ever, DTs can become large and difficult to interpret. Therefore, in order to simplify the

interpretation of the features from DT, we propose to decompose the tree into IF-THEN

rules that reveals the features values and their interrelations according to the prediction

class. Moreover, the IF-THEN rules may be easier for humans to understand compared to

DT, especially when the DT is very large (Han et al., 2012).

The steps to decompose the decision tree are straightforward, each leaf represent-

ing a rule. Since we are interested in the positive examples, we create one rule for each

leaf that has positive class prediction. Each rule consists of the nodes from the root to

the leaf separated with the logical AND=
V

. Each node represents a condition. The rules

implied disjunction between them using logical OR=
W

.

For example, the Decision Tree of the J20-R26 is:

NbreDAS=(low)|(mean)

| Chap01=(0)

| | INFECTIO03!=(0): yes
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| Chap01!=(0): yes

NbreDAS!=(low)|(mean): yes

It is transformed into the following rules:

(NbreDAS=low|mean
V

Chap01=0
V

INFECTIO03=1)
W

(NbreDAS=low|mean
V

Chap01=1)
W

(NbreDAS=over).

We applied this transformation on all the DTs built using our approach presented

in the Tables 7.5 7.6. The extracted rules are presented in the Tables 7.8 7.9. The first

column presents the feature couple DP-DS, the second column presents the rules extracted

from the Decision Tree predicting the secondary diagnoses.

Medical domain is a complicated domain, particularly if it is related to medical

diagnoses, sometimes it is not possible to select any decisive features, such as the diag-

noses presented in italic in the Tables 7.8 7.9 The diagnoses that had bad CFS features

are (F05-E44; F05-R26; I48-E66; K80-E66). The diagnoses that had bad GainR features are

(F05-R26; F05-R26; K80-E66, S72-L89) knowing that F05-R26 does not have any GainR

features therefore there are not any rules in this case.

One of the good Decision Trees is the DT that encodes "Abnormalities of gait and mobility"

R26 in the presence of "Bacterial pneumonia" J15. The DT has F1=81% performance when

the stable CFS features are used. The extracted rules from DT are:

(Chap01=0
V

NEURO04=0
V

AgeAn=Low
V

NbreDAS=over)
W

(Chap01=0
V

NEURO04=1)
W

(Chap01=1)

The DT has F1=71% performance metric when the stable GainR features are used. The

extracted rules from DT are:

(NEURO04=0
V

Chap01=0
V

PNEUMO07=1
V

AgeAn!=mean)
W

(NEURO04=0
V

Chap01=0
V

Destination!=2)
W

(NEURO04=1
V

AUTRE01=0)

We remark that NEURO04 (Disorientation and cognitive impairment), AgeAn

(Age) and Chap01 (Central, peripheral and autonomous nervous system) are common

features in both (CFS and GainR) FS methods.

With regards to the use case, during coding the secondary diagnoses of the inpa-

tient episodes who suffer from "Bacterial pneumonia" J15 as primary diagnosis. When-



7.2 Building a stable feature selection approach 131

Table 7.8 CFS Features relation

DP_DS Features

F05_E44
(ModeSortie!=9|8|9

V
UROGEN07=0

V
Chap0=1)W

(ModeSortie=6|7
V

UROGEN07=1
V

Chap01=1)W
(ModeSortie!=9|6|7

V
UROGEN07=1)

F05_R26 (CARDIOV14=0
V

Duree=mean|over)

I48_E66 (GAUX04=1)

I50_R26 (Chap01=1)W
(Chap01=0

V
GAUX05=1)

J15_E44 (NbreDAS=mean|over)

J15_R26 (Chap01=0
V

NEURO04=0
V

AgeAn=Low
V

NbreDAS=over)W
(Chap01=0

V
NEURO04=1)

W
(Chap01=1)

J18_E44 (NbreDAS=mean|over)

J20_R26
(NbreDAS=low|mean

V
Chap01=0

V
INFECTIO03=1)W

(NbreDAS=low|mean
V

Chap01=1)W
(NbreDAS=over)

J69_R26 (PSY01=0
V

DERMATO10=0
V

DIGEST05=0
V

ORLOS08=0 )W
(PSY01=0

V
DERMATO10=1)

K80_E66 (NbreDAS=mean|over)

R10_E66 (CARDIOV06=0
V

AUTRE07=1)W
(CARDIOV06=1)

R29_E44 (AgeAn=mean|over
V

NEURO04=0
V

Chap01=1
V

AgeAn=low|mean)

R41_E44 (AgeAn=over)

R50_R26
(NbreDAS=mean|over

V
GAUX03=0

V
AgeAn=mean|low

V

NEURO04=1)W
(NbreDAS=mean|over

V
GAUX03=1)

S72_L89 (NbreDAS=low|mean
V

Provenance!=5|2)W
(NbreDAS=over)

ever one of the rules is applicable on the inpatient episode, such as (NEURO04=1
V

AUTRE01=0) the prediction model encodes the secondary diagnosis "gait and mobility"

R26. Therefore, R26 is added to the list of potential diagnoses. Moreover, the rules ex-

tracted from the Decision Trees are presented to the coders in order to help the coders

understand the prediction basis.
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Table 7.9 CFS Features relation

DP_DS Features

F05_R26

(AgeAn=low
V

NbreDAS=over
V

Duree=over)
W

(AgeAn=over
V

NbreDAS!=low
V

PNEUMO09=0
V

TRAU_CRANE=0
V

Duree=low|mean
V

CARDIOV09=0
V

Chap06=0
V

CARDIOV13=0)
W

(AgeAn!=low
V

NbreDAS!=low
V

PNEUMO09=0
V

TRAU_CRANE=0V
Duree=low|mean

V
CARDIOV09=0

V
Chap06=0

V
CARDIOV13=1)

W
(AgeAn!=low

V

NbreDAS!=low
V

PNEUMO09=0
V

TRAU_CRANE=0
V

Duree=mean
V

CARDIOV09=0V
Chap06=0

V
CARDIOV13=1

V
UROGEN07=1)

W
(AgeAn!=low

V
NbreDAS!=low

V

PNEUMO09=0
V

TRAU_CRANE=0
V

Duree=mean
V

CARDIOV09=0
V

Chap06=0
V

CAR-
DIOV13=0)

W
(AgeAn!=low

V
NbreDAS!=low

V
PNEUMO09=0

V
TRAU_CRANE=0

V

Duree=low|mean
V

CARDIOV09=1)
W

(AgeAn!=low
V

NbreDAS!=low
V

PNEUMO09=0
V

TRAU_CRANE=0
V

Duree=over)
W

(AgeAn!=low
V

NbreDAS!=low
V

PNEUMO09=1)

I48_E66 (GAUX04=0
V

AgeAn=low)
W

(GAUX04=0)

I50_R26

(Chap01=0
V

Duree=mean
V

GAUX05=0
V

Destination!=2|7|0|D|4
V

GAUX06=1)
W

(Chap01=0
V

Destination!=0|4
V

Duree=mean
V

GAUX05=1)
W

(Chap01=0
V

Des-
tination!=0|4

V
Duree!=mean)

W
(Chap01=1

V
ModeSortie=7|8

V
Destination=2|0

V

AgeAn=over)
W

(Chap01=1
V

ModeSortie=7|8
V

Destination!=2|0 )
W

(Chap01=1
V

ModeS-
ortie!=7|8)

J15_E44 (Chap01=0
V

DERMATO02=1)
W

(Chap01=1)

J15_R26 (NEURO04=0
V

Chap01=0
V

PNEUMO07=1
V

AgeAn!=mean)
W

(NEURO04=0
V

Chap01=0V
Destination!=2)

W
(NEURO04=1

V
AUTRE01=0)

J18_E44
(Duree=low

V
Destination!=0|3|4)

W
(Duree!=low

V
Destination=0|2|3|4

V
AUTRE04=0

V

Chap01=1)
W

(Duree!=low
V

Destination=0|2|3|4
V

AUTRE04=1)
W

(Duree!=low
V

Destina-
tion!=0|2|3|4)

J20_R26

(GAUX03=0
V

UROGEN07=0
V

DERMATO10=0
V

NEUMO07=1
V

ModeSortie=8|7|6
V

NbreActe!=over)
W

(GAUX03=0
V

UROGEN07=0
V

DERMATO10=0
V

NEUMO07=1
V

Mod-
eSortie!=8|7|6)

W
(GAUX03=0

V
UROGEN07=0

V
DERMATO10=1

V
Destination=2|7|1|3|4

V

NbreActe=over)
W

(GAUX03=0
V

UROGEN07=1)
W

(GAUX03=1)

J69_R26 (DERMATO10=0
V

NEURO02!=0)
W

(DERMATO10=1)

K80_E66 (NbreDAS!=low)

R10_E66 (CARDIOV06=0
V

Destination!=1|0|4|3|6|D)
W

(CARDIOV06=1)

R29_E44

(AgeAn=over
V

Chap01=1
V

Chap06=0
V

NbreActe=mean
V

Destination=2|4)
W

(Chap01=1V
Chap06=0

V
NbreActe=mean

V
Destination=7|2|4|0|3

V
AgeAn=over

V
NbreDAS=mean)W

(Chap01=1
V

Chap06=0
V

NbreActe=mean
V

Destination=0|3
V

AgeAn=over)
W

(Chap01=1
V

Chap06=0
V

NbreActe=over
V

Destination=0|7|3|4
V

AgeAn=over)

R41_E44 (Destination!=1|0)

S72_L89 (AUTRE07=1)

7.3 Discussion

The use case of the result is to complete the list of potential diagnoses in order to help the

coders spot all the Secondary Diagnoses (DS) knowing the examined Primary Diagnosis

(DP).



7.3 Discussion 133

The number of features is an important factor to consider in the final application

therefore the CFS method is a better choice, since it retains few and good quality features.

Each different hospital has different coding strategy which is not necessarily

similar to the other hospitals. Moreover, the data in each hospital is not perfect, and it can

contain some errors. Therefore, the features selected from the one hospital database were

not generalised on the regional scale of PMSI. We propose in the future perspectives, to

apply our approach on the regional scale or even on the national scale in order to select

general features that can be applicable on more than one hospital. This would reduce the

error effect of each hospital and select general features by taking into account the vast

majority of the cases that represents most of the hospitals.

Although there are a lot of studies targeting the classification algorithms applied

on imbalanced datasets, very few targeted Feature Selection method (Maldonado et al.,

2014; Martín-Félez and Mollineda, 2010; Yin et al., 2013) described in the state of the art.

The main drawback of the proposed approach by (Maldonado et al., 2014) com-

pared to ours is the dependency to the classification algorithm (SVM algorithm). While

we implemented CART and NB classification methods in our approach, the choices are

not limited to these two algorithms. Any other classification algorithm that satisfies the

interpretability and scalability criteria can also be used in the approach, such as ID3, C4.5

and SVM. Moreover, although we mainly study our approach using two filter based FS

methods (CFS-GainR), our approach can also be applied using other FS methods, such as

entropy-based method and classifier-dependent methods.

Furthermore, the approaches that use clustering methods to balance the dataset

(Martín-Félez and Mollineda, 2010; Yin et al., 2013) are dependent on the user input. Our

proposed approach is user independent, since the used sampling methods do not require

any domain knowledge in order to be applied, whereas clustering methods require user

input in order to work properly, and moreover do not eliminate necessarily the heavily

imbalanced problem. All the prior works are exploratory studies, and the problem of

developing a general approach for Feature Selection method on imbalanced data remains

open. This dissertation represents a step forwards in this direction.

The strength of our approach is providing a generic approach independent from

sampling methods, FS methods or learning algorithms. Several sampling methods could

be used to balance the dataset, any FS method could be used to select features, any
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classification method could be used to build a predicting model. The weakness of the

approach is that it does not consider the semantic level of features which improves the

understanding of the features and the relationship between each other. Moreover, the

diversity of the medical information that could exist between hospitals is not considered

in the evaluation, i.e. what is considered true in one hospital could be false in another

hospital. Technically, the proposed approach requires long preparation of the dataset in

order to transfer it into a suitable format. Another weakness of the approach that it does

not compete with methods that use non-structured data (usually text) as input, because

such methods have higher prediction rates. However, our approach uses alternative

structured sources with acceptable accuracy to support encoding diagnoses.

7.4 Conclusion

This chapter outlined our approach to select stable features and their values from imbal-

anced medical databases.

First, we tested FS approaches by applying FS methods directly on sampled

dataset, the results indicated that a lot of selected features are noisy and are not necessarily

relevant to the studied problem. The principal cause of the noisy features was the sampling

methods used to balance the database.

Second, a new approach was proposed to balance the dataset and to evaluate

the approach using prediction models. The approach proved that it eliminates the noisy

features without losing the prediction power of the remaining features, which indicated

they are the relevant features to the studied case.

The results proved that the stable features of the approach produced good pre-

diction model regardless to the imbalance ratio. Finally, we proposed an extension to the

approach based on the Decision Trees to provide the value of the selected features.

The approach was applied on the PMSI medical database. Two scales of PMSI

databases were evaluated, local scale with 90,000 instances and regional scale with

1,200,000 instances. The approach was evaluated by measuring the quality of a clas-

sification model based on "CART Decision Tree" and "Naive Bayes" algorithms in terms of

F1-measure, Recall, Precision and AUC of ROC.
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The results indicated good stability of the features which led to good predicting

model of secondary diagnoses on the local scale of the hospital and acceptable encoding

performance model on the regional scale.





Chapter 8

Conclusion

"Have no fear of perfection - you’ll never reach it."

-Salvador Dali
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In this chapter, we firstly provide general remarks on the thesis, then we summary

the main contributions and results accomplished during this PhD thesis. Afterwards, we

present a set of enhancements and give an insight into new research directions that could

enrich this work.

8.1 General remarks

The main sources of encoding diagnoses are clinical reports, physician’s interpretations,

discharge letters and other medical documents that are usually written in free text. The

approaches that use these sources have high prediction rates of diagnoses encoding.

However, these sources are complicated to manipulate and requires a lot of preparation in

order to be ready to exploitable by Machine Learning methods.

This thesis was an attempt to investigate and to find an alternative source of

information that is easy to manipulate in order to produce a model with acceptable

prediction rates to encode diagnoses. In this thesis we investigated the PMSI database

which has well structured information and has information that is relatively easy to

manipulate. The PMSI database contains previously encoded data of inpatient episodes.

Coders can not encode diagnoses unless they have access to the main encoding sources.

Therefore, we experimented the possibility of a machine to encode diagnoses

using only the available information in PMSI database, which is exhaustive, reliable and

rich of standard well encoded inpatient episodes. We believe that information, such

as diagnoses (different from the one being encoded) and medical procedures occurred

during the inpatient information could contain valuable information sufficient to encode

a diagnoses with acceptable accuracy rates. Therefore, we built a Machine Learning

method that uses this information stored in PMSI to encode diagnoses and addressed

important scientific challenges related to the exploration of the PMSI database. However,

the unsteady results obtained by our approach prove that PMSI information alone is

not completely sufficient for a machine to encode diagnoses with high accuracy. The

research area to encode diagnoses remains open, specially the approaches that use only

the PMSI information efficiently. Nonetheless, integrating multiple sources, such as

"Electronic Medical Records" or any contextual information beside the PMSI can enhance

the encoding accuracy and can open new technical challenges.
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With the obtained results in the thesis, we proposed a new process to encode

diagnoses adapted to the real followed process in the hospitals. In each step of the

process we addressed specific challenges, such as data selection, database format, features

construction, sampling and stable feature selection.

However, we did not reinjected the proposed process in the hospital due to time

constrains and difficulty to make the proposition to interact with intern softwares of

encoding diagnoses.

An example of the proposed process would be: during an encoding session of a

70 years old female patient, entered by the urgency service of the hospital for abnormal

coughing suspecting Inhalational pneumonia problem, the coders follow these steps:

First, the coders make their first search in the medical sources for diagnoses. They

encode all the obvious diagnoses and they look into the signs for potential encodings. The

uncertain diagnoses are saved in the potential list. At this point, we intervene to suggest

diagnoses according to the encoded information in the inpatient episode. For instance,

the tool detects the rule IF (Chap01=0
V

NEURO04=1) is satisfied THEN DS=R26. In sim-

pler words the feature Chap01=0 means there is no "Central, peripheral and autonomous

nervous system" medical procedure in the inpatient episode and the feature NEURO04=1

means there is a diagnoses related to "Disorientation and cognitive impairment". There-

fore, the tool adds the R26 diagnosis in the potential list of diagnoses. The tool adds also

the rule led to this encoding i.e. the rule (Chap01=0
V

NEURO04=1). Third, the coders

need to confirm or to exclude the diagnosis in the potential list. Therefore, the coders go

further and search for evidences and criteria in other sources, such as medical records,

lab tests and radio images.

8.2 Conclusion

In this thesis we proposed a generic approach to prepare medical databases for Machine

Learning methods. We also proposed an approach to select stable features in addition to

their values effectively from databases. Our approach was particularly effective in areas

where the databases are imbalanced, such as PMSI database.
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The application domain of our approach is to support encoding secondary diag-

noses by completing the potential diagnoses list. The background knowledge to under-

stand the application domain is presented in the second, fourth and fifth chapters. In the

second chapter, we presented the medical databases in general and the PMSI database in

particular. We introduced the encoding of medical information in the PMSI in general

and encoding diagnoses in particular as well as the challenges related to it. In the fourth

chapter, we introduced the main studies done in the scientific literature to encode diag-

noses in the hospital. We provided details on different approaches followed to encode

diagnoses in the context of PMSI. In the fifth chapter, we presented our experience in

the real observation sessions on the encoding diagnoses and proposed a use case to our

contribution in the hospital.

Finally, we proposed our approach to prepare and select stable features in the

sixth and seventh chapters. In the sixth chapter, we addressed the medical database

preparation, in particular the challenges related to the data selection, data transformation,

feature preprocessing and the imbalanced datasets. We also proposed our evaluation

approach of the preparation phase. Finally, we implemented and evaluated our approach

on the PMSI database issued from a local hospital. Chapter seven complemented chapter

six by studying the influence of imbalanced dataset on the stability of the selected features.

Moreover, we presented our approach to select stable feature from imbalanced datasets.

Furthermore, we evaluated our approach on local and regional scales of PMSI database.

The evaluations showed that the selected stable features are effective to encode

certain diagnoses, and less effective to encode others. Hence, our method can be applied

to increase the integrity of the encoded diagnoses only on certain diagnoses. However, the

feasibility of the proposed approach in the real encoding environment is not mature yet,

more tests are required in order to integrate and to detect all the diversity of the medical

information stored in different hospitals.

8.3 Perspectives

Research conducted during this PhD thesis helped addressing challenges which hinder

the development of Machine Learning and Feature Selection techniques. The outcomes
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of our research work open important and interesting research perspectives. Some of them

are listed below.

• Our approach used a local scale of PMSI database to extract stable features and

build predictive model. Moreover, the evaluations have been carried out on the local

and regional scale of PMSI. However, our approach is scalable. Therefore, bigger

databases could be used to build the model if the right learning methods are used.

Therefore, a good generalisation to the results will be using a regional or a national

scale of PMSI database to build the model. Consequently, more instances will be

taken into account and more generalised model will be generated.

• Due to difficulty and time constrains, we did not evaluate the workflow in the

hospital. A future perspective will be evaluating the proposed workflow in real

diagnosis encoding environment.

• We used few methods to implement and validate our proposed approach. A future

perspective will be testing and evaluating more implementation choices in order

to choose the best method that gives the best evaluation results. For example, we

try our approach using more sampling and choose the best one, likewise we choose

the best Feature Selection method and the best the Learning method. Moreover, we

choose the best combination of these methods that work the best in our approach.

• Integrate encoding sources other than PMSI database in the approach, such as

"Electronic Medical Records" and contextual information.

• The general design of the proposed approach in the dissertation is prone to be

applied in other application domains where the databases are heavily imbalanced,

such as fraud detection and security attacks.





Appendix A

The used PMSI features

Table A.1 The PMSI database features

Category Features Label Values

Pathology code AUTRE01 Iatrogeny and post surgical complication SAI 1=Yes; 0=No

Pathology code AUTRE02 Application for certificates, testing, counseling 1=Yes; 0=No

Pathology code AUTRE03 Psychosocial, socio-economic difficulties 1=Yes; 0=No

Pathology code AUTRE04 Remedies related to the organization of

continuity of care

1=Yes; 0=No

Pathology code AUTRE05 Reorientation, fugues, refusal of care 1=Yes; 0=No

Pathology code AUTRE06 Control, monitoring and maintenance care 1=Yes; 0=No

Pathology code AUTRE07 Other recourse 1=Yes; 0=No

Pathology code CARDIOV01 Angina and other ischemic heart disease 1=Yes; 0=No

Pathology code CARDIOV02 Cardiac arrest 1=Yes; 0=No

Pathology code CARDIOV03 Cardio-circulatory shock 1=Yes; 0=No

Pathology code CARDIOV04 Aortic dissection 1=Yes; 0=No

Pathology code CARDIOV05 Unsolved precordial or thoracic pain 1=Yes; 0=No

Pathology code CARDIOV06 High blood pressure and blood pressure 1=Yes; 0=No

Pathology code CARDIOV07 Hypotension without mention of shock 1=Yes; 0=No

Pathology code CARDIOV08 Myocardial infarction 1=Yes; 0=No

Pathology code CARDIOV09 Heart failure 1=Yes; 0=No

Pathology code CARDIOV10 pericarditis 1=Yes; 0=No

Pathology code CARDIOV11 Peripheral Phlebitis 1=Yes; 0=No

Pathology code CARDIOV12 Peripheral arterial thrombosis 1=Yes; 0=No

Pathology code CARDIOV13 Rhythm and Conduction Disorder 1=Yes; 0=No

Pathology code CARDIOV14 Other cardio-vascular diseases 1=Yes; 0=No

Pathology code CONT_LS Contusions and superficial mucosal lesions

(excluding wounds and CE)

1=Yes; 0=No

Pathology code DERMATO01 Abscess, phlegmons, boils, ... 1=Yes; 0=No

Pathology code DERMATO02 Atopic dermatitis, contact, pruritus 1=Yes; 0=No

Pathology code DERMATO03 erysipelas 1=Yes; 0=No

Pathology code DERMATO04 Erythema and other eruptions 1=Yes; 0=No

Pathology code DERMATO05 Mycoses, parasitoses and other skin infections 1=Yes; 0=No

Pathology code DERMATO06 Localized edema and swelling 1=Yes; 0=No

Pathology code DERMATO07 Bites of arthropod, insects, ... 1=Yes; 0=No

Pathology code DERMATO08 Urticaria 1=Yes; 0=No

Pathology code DERMATO09 Cutaneo-mucosal viruses 1=Yes; 0=No

Pathology code DERMATO10 Other dermatological disorder 1=Yes; 0=No

Pathology code DIGEST01 Appendicitis and other appendicular pathology 1=Yes; 0=No

Pathology code DIGEST02 Ascites, jaundice and hepatopathy 1=Yes; 0=No

Pathology code DIGEST03 Constipation and Other Intestinal Functional

Disorder

1=Yes; 0=No

Pathology code DIGEST04 Diarrhea and gastroenteritis 1=Yes; 0=No

Pathology code DIGEST05 Unspecified abdominal pain 1=Yes; 0=No

Continued on next page
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Table A.1 – continued from previous page

Category Features Label Values

Pathology code DIGEST06 Gastritis, Gastroduodenal ulcer not hemorrhagic 1=Yes; 0=No

Pathology code DIGEST07 Gastrointestinal haemorrhage without mention

of peritonitis

1=Yes; 0=No

Pathology code DIGEST08 Lithiasis, infection and other bile duct injury 1=Yes; 0=No

Pathology code DIGEST09 Nausea, vomiting 1=Yes; 0=No

Pathology code DIGEST10 Occlusion of any origin 1=Yes; 0=No

Pathology code DIGEST11 Esophagitis and gastroesophageal reflux disease 1=Yes; 0=No

Pathology code DIGEST12 Acute pancreatitis and other pancreas 1=Yes; 0=No

Pathology code DIGEST13 Peritonitis any origin 1=Yes; 0=No

Pathology code DIGEST14 proctology 1=Yes; 0=No

Pathology code DIGEST15 Other digestive and alimentary diseases 1=Yes; 0=No

Pathology code GAUX01 AEG, asthenia, sliding syndrome, .. 1=Yes; 0=No

Pathology code GAUX02 Anemia, aplasia, other hematological disorder 1=Yes; 0=No

Pathology code GAUX03 Hydro-electrolyte dehydration and turbidity 1=Yes; 0=No

Pathology code GAUX04 Diabetes and blood sugar disorders 1=Yes; 0=No

Pathology code GAUX05 Unspecified acute and chronic pain, palliative

care

1=Yes; 0=No

Pathology code GAUX06 Other pathologies and general signs 1=Yes; 0=No

Pathology code INFECTIO01 Fever 1=Yes; 0=No

Pathology code INFECTIO02 Influenza 1=Yes; 0=No

Pathology code INFECTIO03 Septicemia and sepsis 1=Yes; 0=No

Pathology code INFECTIO04 Subject in contact with a communicable disease 1=Yes; 0=No

Pathology code INFECTIO05 Other general and unspecified infections 1=Yes; 0=No

Pathology code INTOX01 Alcohol poisoning 1=Yes; 0=No

Pathology code INTOX02 Carbon monoxide poisoning 1=Yes; 0=No

Pathology code INTOX03 Drug Intoxication 1=Yes; 0=No

Pathology code INTOX04 Poisoning by other substances 1=Yes; 0=No

Pathology code MB_ELUX Sprains and limb dislocations 1=Yes; 0=No

Pathology code MB_FRACT Member Fractures 1=Yes; 0=No

Pathology code MSLV01 Disorders without PC or unspecified 1=Yes; 0=No

Pathology code MSLV02 Syncope, lipothymia and malaise with PC 1=Yes; 0=No

Pathology code MSLV03 Dizziness and dizziness 1=Yes; 0=No

Pathology code NEURO01 Cranial nerve damage 1=Yes; 0=No

Pathology code NEURO02 Stroke, TIA, Hemiplegia and Related Syndromes 1=Yes; 0=No

Pathology code NEURO03 Comas, tumors, encephalopathies and other SNC

disease

1=Yes; 0=No

Pathology code NEURO04 Disorientation and cognitive impairment 1=Yes; 0=No

Pathology code NEURO05 Epilepsy and seizures 1=Yes; 0=No

Pathology code NEURO06 Meningitis, meningitis, encephalitis and SNC

infections

1=Yes; 0=No

Pathology code NEURO07 Migraine and Headache 1=Yes; 0=No

Pathology code NEURO08 Sensitive, motor and tonic disorders other 1=Yes; 0=No

Pathology code ORLOS01 Angina, tonsillitis, rhinopharyngitis, cough 1=Yes; 0=No

Pathology code ORLOS02 Dental pain, stomatology 1=Yes; 0=No

Pathology code ORLOS03 Eye pain, conjunctivitis, other ophthalmic 1=Yes; 0=No

Pathology code ORLOS04 Epistaxis 1=Yes; 0=No

Pathology code ORLOS05 Laryngitis, tracheitis and other laryngeal disease 1=Yes; 0=No

Pathology code ORLOS06 Otalgia, ear infections and other otological

pathologies

1=Yes; 0=No

Pathology code ORLOS07 Acute and chronic sinusitis 1=Yes; 0=No

Continued on next page
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Table A.1 – continued from previous page

Category Features Label Values

Pathology code ORLOS08 Other disorders of the upper respiratory tract 1=Yes; 0=No

Pathology code PLAIES_CE Wounds and foreign bodies cutaneo-mucosa 1=Yes; 0=No

Pathology code PNEUMO01 Asthma 1=Yes; 0=No

Pathology code PNEUMO02 BPCO and chronic respiratory failure 1=Yes; 0=No

Pathology code PNEUMO03 Acute bronchitis and bronchiolitis 1=Yes; 0=No

Pathology code PNEUMO04 Dyspnea and respiratory gene 1=Yes; 0=No

Pathology code PNEUMO05 Pulmonary embolism 1=Yes; 0=No

Pathology code PNEUMO06 hemoptysis 1=Yes; 0=No

Pathology code PNEUMO07 Acute respiratory insufficiency 1=Yes; 0=No

Pathology code PNEUMO08 Pleurisy and pleural effusion 1=Yes; 0=No

Pathology code PNEUMO09 pneumonia 1=Yes; 0=No

Pathology code PNEUMO10 Non-traumatic Pneumothorax 1=Yes; 0=No

Pathology code PNEUMO11 Other lower airway involvement 1=Yes; 0=No

Pathology code PSY01 Agitation, personality and behavioral disorder 1=Yes; 0=No

Pathology code PSY02 Anxiety, stress, neurotic or somatoform disorder 1=Yes; 0=No

Pathology code PSY03 Depression and Mood Disorders 1=Yes; 0=No

Pathology code PSY04 Schizophrenia, delirium, hallucinations 1=Yes; 0=No

Pathology code RHUMATO01 Arthralgia, arthritis, tendonitis, ... 1=Yes; 0=No

Pathology code RHUMATO02 Cervical gland, neuralgia and other cervical

involvement

1=Yes; 0=No

Pathology code RHUMATO03 Dorsalgia and spinal pathology 1=Yes; 0=No

Pathology code RHUMATO04 Pain of limb, contracture, myalgia, ... 1=Yes; 0=No

Pathology code RHUMATO05 Chest wall pain 1=Yes; 0=No

Pathology code RHUMATO06 Lumbago, lumbosclerosis, lumbar spine 1=Yes; 0=No

Pathology code RHUMATO07 Other rheumatoid and peripheral nervous system 1=Yes; 0=No

Pathology code TRAU_COTES Sprain, fractures and costo-sternal lesions 1=Yes; 0=No

Pathology code TRAU_CRANE Cranial trauma 1=Yes; 0=No

Pathology code TRAU_ODM OPN fractures, jaw teeth and lesions 1=Yes; 0=No

Pathology code TRAU_OPHT Lesions of the eye or orbit 1=Yes; 0=No

Pathology code TRAU_PROF Prof lesion of the tissues (tendons, vx, nerves, ..)

or internal organs (excluding TC)

1=Yes; 0=No

Pathology code TRAU_RACHIS Sprains, dislocations and fractures of the spine or

pelvis

1=Yes; 0=No

Pathology code TRAU_SP Other and unspecified trauma 1=Yes; 0=No

Pathology code UROGEN01 Renal colic and urinary stones 1=Yes; 0=No

Pathology code UROGEN02 Pelvic Pain 1=Yes; 0=No

Pathology code UROGEN03 Testicular pain and other andrology 1=Yes; 0=No

Pathology code UROGEN04 GEU, miscarriage, obstetric haemorrhage 1=Yes; 0=No

Pathology code UROGEN05 hematuria 1=Yes; 0=No

Pathology code UROGEN06 Urinary Tract Infection 1=Yes; 0=No

Pathology code UROGEN07 Renal failure 1=Yes; 0=No

Pathology code UROGEN08 Méno - métrorragie and other genital

haemorrhage

1=Yes; 0=No

Pathology code UROGEN09 Prostatitis, orchi-epididymitis 1=Yes; 0=No

Pathology code UROGEN10 Urinary retention, bp probe, dysuria 1=Yes; 0=No

Pathology code UROGEN11 Vulvo-vaginitis, salpingitis and other gynecology 1=Yes; 0=No

Pathology code UROGEN12 Other uro-genital affection 1=Yes; 0=No

Pathology code UROGEN13 Other obstetric remedies 1=Yes; 0=No

Code Discipline /

Topography

AUTRE Other emergencies 1=Yes; 0=No

Continued on next page
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Table A.1 – continued from previous page

Category Features Label Values

Code Discipline /

Topography

CARDIOV Chest pain, cardiovascular disease 1=Yes; 0=No

Code Discipline /

Topography

DERMATO Dermato-allergology and cutaneous-mucosal

disorders

1=Yes; 0=No

Code Discipline /

Topography

DIGESTIF Abdominal pain, digestive pathologies 1=Yes; 0=No

Code Discipline /

Topography

GAUX General signs and other pathologies 1=Yes; 0=No

Code Discipline /

Topography

INFECTIO General fever and infectiology 1=Yes; 0=No

Code Discipline /

Topography

INTOX Acute non-food poisoning 1=Yes; 0=No

Code Discipline /

Topography

MLSV Malaise, lipothymia, syncope, dizziness and

dizziness

1=Yes; 0=No

Code Discipline /

Topography

NEURO Headache, non-SNP neurological pathologies 1=Yes; 0=No

Code Discipline /

Topography

ORLOS ORL, ophtalmo, stomato and aero-digestive

crossroads

1=Yes; 0=No

Code Discipline /

Topography

PNEUMO Dyspnea, pathologies of the lower airways 1=Yes; 0=No

Code Discipline /

Topography

PSY Psychiatric disorders, psychiatric disorders 1=Yes; 0=No

Code Discipline /

Topography

RHUMATO Rheumatology, Orthopedics, SNP 1=Yes; 0=No

Code Discipline /

Topography

TRAU_MINF Traumatology of the lower limb 1=Yes; 0=No

Code Discipline /

Topography

TRAU_MSUP Traumatology of the upper limb 1=Yes; 0=No

Code Discipline /

Topography

TRAU_SP Other and unspecified trauma 1=Yes; 0=No

Code Discipline /

Topography

TRAU_TETEC Traumatology of the head and neck 1=Yes; 0=No

Code Discipline /

Topography

TRAU_TRONC Thoracic-abdominal-pelvic traumatology 1=Yes; 0=No

Code Discipline /

Topography

UROGEN Pelvic pain, uro-genital diseases 1=Yes; 0=No

Code Type Urgences AUTRE Other recourse 1=Yes; 0=No

Code Type Urgences MED-CHIR Medical and surgical 1=Yes; 0=No

Code Type Urgences TRAUMA Traumatology 1=Yes; 0=No

Code Type Urgences TOXICO Toxicological 1=Yes; 0=No

Code Type Urgences PSY Psychiatric 1=Yes; 0=No

Personal

information

Sex Patient’s gender F=Female;M=Male

Inpatient episode Age Patient’s age at admission Below;Mean;Over

Inpatient episode Duree Time interval between admission date and

discharge date

Below;Mean;Over

Inpatient episode ModeEntree Patient’s admission type 1=Emergency; 2=Urgent;

3=Elective; 4=Newborn;

5=Trauma; 9=Information not

available

Continued on next page
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Table A.1 – continued from previous page

Category Features Label Values

Inpatient episode Provenance The place where the patient is coming from 1=Acute care unit; 2=

Rehabilitation unit

3=Long-term care unit;

4=Psychiatric unit; 5=Passing

through the institution’s

emergency facility;

6=Hospitalized at home

Inpatient episode ModeSortie Patient’s discharge status 1=Discharge to home;

2=Transferred to short-term

facility; 3=Transferred to

skilled nursing facility;

4=Transferred to intermediate

care facility; 5=Transferred to

other healthcare facility;

6=Transferred to home health

care; 7=Left AMA(Against

Medical Advice);

20=Expired/Mortality

Inpatient episode Destination The place where the patient is going after the

discharge

1=Acute Care Unit;

2=Rehabilitation unit; 3=Long

Term Care Unit 4=Psychiatric

unit; 6=home hospitalization;

7=Medico-social housing

structure

Inpatient episode Season The season at the admission Summer; Winter; Fall; Spring

Inpatient episode Frequency The count of the inpatient episodes of the patient

during his life.

Below; Mean; Over

Inpatient episode Delay Time interval between admission date and first

medical procedure

Below; Mean; Over

Inpatient episode Inpatient

transfer count

The count of the transfers between medical units

in the inpatient episode

Below; Mean; Over

Inpatient episode NbreDAS The count of the diagnoses in the inpatient

episode

Below; Mean; Over

Inpatient episode NbreActe The count of the medical procedures during the

inpatient episode

Below; Mean; Over

Inpatient episode Classified A flag indicating whether the inpatient stay has a

classified/important medical procedure or not.

1=Yes; 0=No

Inpatient episode Emergency A flag indicating whether the inpatient stay has

an emergency case or not.

1=Yes; 0=No

Medical procedure Chap1 Central, peripheral and autonomous nervous

system

1=Yes; 0=No

Medical procedure Chap2 Eye and appendices 1=Yes; 0=No

Medical procedure Chap3 Hearing 1=Yes; 0=No

Medical procedure Chap4 Circulatory apparatus 1=Yes; 0=No

Medical procedure Chap5 Immune system and hematopoietic system 1=Yes; 0=No

Medical procedure Chap6 Respiratory system 1=Yes; 0=No

Medical procedure Chap7 Digestive 1=Yes; 0=No

Medical procedure Chap8 Urinary and genital apparatus 1=Yes; 0=No

Medical procedure Chap9 Acts relating to procration, pregnancy and new

born

1=Yes; 0=No

Continued on next page
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Table A.1 – continued from previous page

Category Features Label Values

Medical procedure Chap10 Endocrine glands and metabolism 1=Yes; 0=No

Medical procedure Chap11 Osteoarticular and muscle apparatus of the head 1=Yes; 0=No

Medical procedure Chap12 Osteoarticular and muscle apparatus of the neck

and of the trunk

1=Yes; 0=No

Medical procedure Chap13 Oseoarticular and muscle apparatus of the

superior member

1=Yes; 0=No

Medical procedure Chap14 Oseoarticular and muscle apparatus of the lower

member

1=Yes; 0=No

Medical procedure Chap15 Osteoarticular and muscle apparatus, without

topographic precision

1=Yes; 0=No

Medical procedure Chap16 Tegumentary system - mammary gland 1=Yes; 0=No

Medical procedure Chap17 Acts without topographic precision 1=Yes; 0=No

Medical procedure Chap18 Complementary anestheties and complementary

gestures

1=Yes; 0=No

Medical procedure Chap19 Adaptations for the transitional CCAM 1=Yes; 0=No
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156 PMSI structure

Fig. C.1 The PMSI database relational model
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