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Abstract
Multi-user distributed antenna system (MU-DAS) systems play the

essential role in improving throughput performance in wireless commu-
nications. This improvement can be achieved by exploiting the spatial
domain and without the need of additional power and bandwidth. In
this thesis, three main issues which are of importance to the data rate
transmission have been investigated.

Firstly, user clustering in MU-DAS downlink systems has been con-
sidered, where this technique can be e�ciently used to reduce the com-
plexity and cost caused by radio frequency chains, associated with an-
tennas while keeping most of the diversity advantages of the system.
The proposed user clustering algorithm which can select an optimal set
of antennas for transmission. The capacity achieved by the proposed
algorithm is almost same as the capacity of the optimum search method,
with much lower complexity.

Secondly, interference alignment in MU-DAS downlink systems has
been studied. The inter-cluster interference is uncoordinated and limits
the system performance. The inter-cluster interference should be elimi-
nated or minimized carefully. The interference alignment is proposed to
consolidate the strong inter-cluster interference into smaller dimensions
of signal space at each user and use the remaining dimensions to transmit
the desired signals without any interference. The performance of single
cluster is better than the proposed algorithm due to the absence of inter-
cluster interference in the single cluster. The numerical shows that the
proposed algorithm is more suitable in multi-cell DAS environment due
to the presence of inter-cell interference.

Finally, the impact of di�erent user mobility on TDD downlink MU-
DAS has been studied. The downlink data transmission in time division
duplex (TDD) systems is optimized according to the channel state in-
formation (CSI) which is obtained at the uplink time slot. However, the
actual channel at downlink time slot may be di�erent from the estimated
channel due to channel variation in mobility environment. Based on mo-
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bility state information (MSI), an autocorrelation based feedback interval
adjustment technique is proposed. The proposed technique adjusts the
CSI update interval and mitigates the performance degradation imposed
by the user mobility and the transmission delay. Cooperative clusters are
formed to maximize sum rate. In order to reduce the computational com-
plexity, a channel gain based antenna selection and signal-to-interference
plus noise ratio (SINR) based user clustering are developed. A downlink
ergodic capacity is derived in single user clustering. The derived analyt-
ical expressions of the downlink ergodic capacity are veri�ed by system
simulations. Numerical results show that the proposed scheme can im-
proved sum rate over the non cooperative system and no MSI knowledge.
The proposed technique has good performance for a wide range of user
speed and suitable for future wireless communications systems.
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Chapter 1

Introduction

1.1 Motivation

Wireless communication systems are evolving continuously. From the
�rst generation (1G) system to the fourth generation (4G) system, the
technologies have been advanced to cater to the needs of customers.
However, the demands of the high data rate has been growing with
the rapid development of smartphones as shown in Fig.1.1. The so-
cial networking, real-time video, entrainment and interactive games, will
progressively be delivered over wireless communication systems. These
developments will grow exponentially over the next decade [1�3]. The
rapid growth of mobile data access requires huge demand for high data
rate transmission and coverage extension with limited transmit power
and bandwidth. The system capacity can be improved via three main
approaches as shown in Fig.1.2.

1. Spectral e�ciency: Multiple Input Multiple Output (MIMO) is
promising approach to enhance the spectral e�ciency by increasing
the spatial dimensions in macro base stations (BSs). The number
of antenna can be either co-located or distributed in the cell [4].
In massive MIMO, few hundred antennas are co-located to increase
data rate and enhance reliability [5, 6]. In distributed antenna sys-
tems (DAS), a number of remote antenna units (RAUs) are deployed
at geographical separated locations. Each RAU is connected to the
central unit (CU) via optical �bre link [7, 8]. The DAS can ex-
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1.1. MOTIVATION

Figure 1.1: Global mobile tra�c growth [Source: Ericsson, November 2016].
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1.1. MOTIVATION

tend coverage area, improve spectral e�ciency and reduce overall
transmit power by reducing the distance between the user and the
RAU [4,8�14].

2. Dense Network (DN): The dense network has been proposed
to e�ectively ease the tra�c demand of macro BS by developing a
number of small cell base stations in the network. The DN improves
data rate by shortening the distance between the user and the BS
[15,16]. However, introducing a large number of small cells not only
strength desired signal but also increases interference from other
cells due to reuse of spectrum [16,17].

3. Spectrum extension: One approach to increase the system capac-
ity is to simply increase the system bandwidth, a resource which is
limited in the well established centimetre wave spectrum. Alterna-
tively, the untapped idle spectrum can be used from the millimetre
wave (mmWave) spectrum to ful�l the �fth generation's (5G) ca-
pacity growth promise. Initial studies on the mmWave have shown
the promising gains with the appropriate dense network [18,19] and
Massive MIMO [20]. While the mmWave do provide several chal-
lenges due to high propagation losses, and the necessity of Line of
Sight (LOS) between a transmitter and receiver pair.

Recent studies have shown that the DAS can extend coverage area,
improve spectral e�ciency and reduce overall transmit power by reducing
the distance between the transmitter and the receiver [21�24]. Moreover,
by applying the frequency reuse technique [25, 26] and adaptive trans-
mission schemes [27�29] to multi-cell DASs, it has been demonstrated
that the inter-cell interference (ICI) in a DAS can be much lower than
that in a co-located antenna systems, especially for cell-edge users [25],
if the transmission scheme is elaborately designed. Therefore, the DAS
is regarded as a promising system for future mobile communications.

3



1.1. MOTIVATION

Figure 1.2: Options for improving the system capacity.

1.1.1 Overview of the DAS

The concept of DAS was originally proposed to cover dead spots in in-
door wireless communication [30]. By placing the number of RAUs in-
side the building not only covers the dead spots, also enhance the signal
quality [31, 32]. In 1990s, the DAS was adapted to outdoor cellular sys-
tems due to the �exible structure, high spectral e�ciency, low transmit
power and reduce transmission distance [33�35]. The DAS also improves
battery life of mobile due to low transmit power. In a cellular DAS, a
number of RAUs are geographically distributed and connected to the CU
by �ber or coaxial cable, as shown in Fig. 1.3. The RAUs in the DAS are
only simple antenna units carrying out radio transmission and reception
for the CU. Thus, multiple RAUs provide spatial diversity by sending
the same data to the user. Since the RAUs are distributed within a
cell, it eliminates the correlation between RAUs [36]. All RAUs have
di�erent independent channel characteristics because the signals from

4



1.1. MOTIVATION

di�erent RAUS to a user experience di�erent large scale fading and dif-
ferent small scale fading. DAS's channels are typically modelled as the
composite channels including uncorrelated large- and small-scale fading
channels, which are a crucial part of motivation of the DAS technique
and di�erentiate the DAS from MIMO techniques. In the DAS, the
transmitter cannot allocate power arbitrarily across the RAUs, as each
RAU has its own power budget. The downlink capacity of Multi-user
MIMO (MU-MIMO) channels with a per antenna power constraint has
been investigated in [37].

In DAS, the following issues will need to be addressed.

• Transmission delay: In DAS, the RAU is distributed over the
network. One of the RAU is always close to the user, so the propa-
gation delay is negligible. With 25 to 900 RAUs, the intra-antenna
distance that is a minimum distance of neighboring RAUs varies
from 30 m to 200 m, which is the coverage of small cells, where the
propagation delay is not critical issues.

• Feedback (signaling) overhead: The channel state information
(CSI) of all users is required at the CU to cancel the inter-user
interference (IUI). The signaling overhead can be e�ectively reduced
by the antenna selection, user clustering and feedback allocation.

• Mobility Management: While a user is moving, its RAU selec-
tion will be adjusted dynamically to support its movement at feed-
back/uplink timeslot, which is di�erent from the traditional mobility
management.

1.1.2 Types of DAS Communication Systems

Communication systems can be divided into single-user DAS (SU-DAS)
and Multi-user DAS (MU-DAS),as shown in Fig. 1.4.

1.1.2.1 Single-user DAS

Point-to-point transmission was initially studied where all the signals
at both ends of the communication link can be processed cooperatively.

5
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Figure 1.3: Illustration of a cellular DAS, where RAUs are distributed over the cell and
connected to the CU.

Figure 1.4: Di�erent DAS in the cellular network.

6



1.1. MOTIVATION

With single-user spatial multiplexing, a single user is served on a given
time-frequency resource employing all available antenna elements of the
DAS. SU-DAS has been shown to yield higher sum rates then collo-
cate antenna [38]. Depending on the average received Signal-to-Noise
Ratio (SNR), SU-DAS can be used either to increase the reliability of
data transmission through maximising spatial diversity gain or increase
the system capacity through spatial multiplexing. For the single user
multicell DAS, a downlink capacity gain obtained by reducing other-
cell interference was investigated from an information theoretic point of
view [27]. The paper [39] analyzed the downlink performance of the DAS
with random antenna layout, where an asymptotic approximation of the
ergodic capacity was derived by adopting random matrix theory.

Transmit precoding techniques with CSI at the transmitter, are shown
to improve the performance of the system in fading channels, by using
complex weights at transmit antennas. The beamforming improves the
SNR and also achieves higher array gains with perfect CSI at the trans-
mitter. However, these gains are shown to be degraded if the channel
estimation at the transmitters is erroneous.

1.1.2.2 Multi-user DAS

Multiple users are served in parallel over a given time-frequency resource
by means of spatial multiplexing [40, 41]. MU-DAS is considered as an
extension of SU-DAS to increase the spectral e�ciency. The spectral
e�ciency of DAS has been mainly studied [13, 27, 28, 42, 43]. In [42],
the authors show proportional relationship between spectral e�ciency
and the number of RAUs. For more users to be served the RAUs can
simultaneously communicate with di�erent users, and the system capac-
ity expands when the full frequency reuse is utilized among antennas,
i.e., each RAU transmits signals to a distinct user using the same radio
resource. Interference is one of the reasons that reduce the throughput
of MU systems. Precoding schemes are key to mitigate the interference
caused by the existence of multiple users in the system. Furthermore,
CSI at the CU is critical for precoding in multiple users systems. Like sin-

7



1.1. MOTIVATION

gle user systems, multiple users systems also su�er the imperfect channel
estimations, because, with imperfect CSI, the precoding scheme cannot
mitigate interference e�ectively [44,45].

In the DAS, the users are uniformly distributed where some users may
be far away from some RAUs. If all RAUs are activated to transmit the
signal to the user. The CU requires more transmit power to compensate
high path loss for the user which is far from the RAU. Consequently,
the concept of user selection has emerged as a pioneering technology to
improve the average sum rate for MIMO systems. With the availability
of partial or complete knowledge of the channel, the CU can select the
best set of users to communicate with the set of RAUs. Based on matrix
theory and linear algebra concepts, several prominent algorithms have
been designed to select the optimal set of users under ZF approach,
whereby data streams are cleared of interference and sent to the terminal
users.

1.1.3 Modes of Channel Operation

There are three basic modes for operating a communication channel,
namely: simplex, half duplex and full duplex as shown in Fig. 1.5. In
the case of a simplex mode, the information can be sent only through
one direction i.e., communication is unidirectional. For examples are
loudspeaker, television and radio broadcasting. A half duplex mode can
send and receive, but not at the same time. This means one entity
transmits at a time while the other entity listens, and vice versa. This
technique is used in walkie-talkie radio where only one person can talk
at a time. Information that travels in both directions simultaneously
is referred to as a full duplex mode. The two entities can receive and
transmit at the same time. Notable examples landline telephones and
cell phones. There are two ways of achieving this. One is to use frequency
separation (frequency division duplex, FDD, and the other is to use time,
time division duplex, TDD.

The FDD system uses the idea that the transmission and reception
of signals are achieved simultaneously using two di�erent frequencies so
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Figure 1.5: Modes of channel operation.

as to eliminate cross�talk. This means the full duplex channel is accom-
plished by two independent simplex modes. In contrast, a TDD system
uses a single frequency and shares the time slot between transmission
and reception. It emulates full duplex communication over a half duplex
mode. The basic mechanism of TDD and FDD are shown in Fig. 1.6. In
wireless communication, the direction from the BS to the user is referred
to as the downlink. Similarly, the direction from the user to the BS is
the uplink.

The FDD system represents a true full duplex channel which does
not need any coordination between uplink and downlink transmission.
However, two separate channels are required and this may not always
use the available spectrum e�ciently. For example, when a user down-
loads a �le, the uplink channel is underused which results in the waste of
expensive radio resources. In comparison, the TDD technique does not
represent a true full duplex channel. It ideally supports services which
basically only require an asymmetric half duplex mode. For example,
when the user downloads �le, the number of time slots should be greater
in the downlink direction. Using a TDD system, it is possible to change
the capacity in either direction by changing the number of time slots
allocated to each direction. Therefore, the TDD becomes a more desir-
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Figure 1.6: Comparision of TDD with FDD.

able duplexing technology for the future wireless communication due to
asymmetric tra�c between uplink and downlink transmissions and the
shortage and cost of the spectrum.

1.2 Challenges

In a practical scenario, every user may exhibit di�erent mobility charac-
teristic. For di�erent mobility users, the DAS is arguably better suitable
than small cell. This is because a user is always near to one of the RAUs
and the same signal is transmitted by multiple RAUs which reduces
hando�s. When a user moves, the channel from the RAU to the user be-
comes a time-varying channel. In this situation, the transmitted signal
is subjected to the Doppler e�ect and hence experiences frequency o�set.
When the mobility speed increases or the transmission delay increases,
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the correlation between the actual channel and the estimated channel
decreases as shown in Fig. 1.7, and this results in the severe degradation
of the transmission performance. Thus, accurate CSI from all users at
the CU are necessary to enable high bit rate transmission. However,
the CSI obtained by the CU may be outdated in practice due to either
channel variation in mobility environment and/or the transmission de-
lay between the uplink time slot in which the CSI is estimated and the
downlink time slot in which the downlink data transmission takes place.
If the channel varies slowly relative to the time frame (low mobility), the
CSI can update infrequently with minimal impact on channel through-
put. For highly mobility users, however, the CSI becomes increasingly
outdated, leading to low e�ective channel capacities. Such a capacity
degradation metric is obviously linked to capacity under imperfect CSI
where the initial channel estimate is in error [46�48]. The unique goal
of this thesis is to improve spectral e�ciency for the transmission de-
lay/ moving user beyond which an initial channel estimate is no longer
suitable for communications. The high mobility requires more CSI to
improve channel capacity, which will require a large number of uplink
time slots at expense of the number of downlink time slots.

In this thesis, we develop solutions for these challenging problems
based on MU-DAS. Multi-user transmission in wireless communication
causes IUI. Linear precoding like zero-forcing (ZF) [49] and minimum
mean square error (MMSE) [50], has been introduced to mitigate the IUI.
However, these precoding techniques require CSI from all users at the
CU. Since the accurate CSI is a prerequisite for interference management,
this will raise the problem of designing precoding because of user mobility
or long transmission delay. However, with such channel mismatch error
due to outdated/ imperfect CSI at the CU, there will be residual inter-
user interference due to an imperfect spatial separation between di�erent
users as shown in Fig 1.8. In this thesis, we will investigate the impact
of channel mismatch error on the performance of MU-DAS and propose
adaptive strategies to improve the system sum rate.

In DAS, the RAUs are connected to another device which is the ra-
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Figure 1.7: Autocorrelation of channel where users have di�erent mobility.

dio frequency (RF) components in order to achieve the transmission
process. That means if the DAS is equipped with Nt RAUs, the num-
ber of complete RF chains must be the same, including Nt devises of
Analog-to-Digital (A/D) converters which are involved in the design of
these chains. Compared to RAU elements, RF chains are considerably
expensive. Moreover, deploying more RF components will increase the
power consumption in the system. Scaling up the number of antennas in
MIMO system to improve the performance of wireless transmission must
be accompanied by increasing the number of RF switches, and leading
to more expenses and power consumption in the system. To cope with
this problem, user clustering technology comes to reduce the cost and
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Figure 1.8: The MU-DAS with outdated CSI due to user mobility/transmission delay.

complexity of DAS architecture, while keeping most of its bene�ts. Con-
siderable algorithms based on technical and mathematical concepts have
been proposed to achieve either RAU selection or joint RAU/user selec-
tion.

Another important issue in DAS, the user experiences di�erent chan-
nels from RAUs due to di�erent large scale fading. Similarly, the user
data mainly depend on the channel gain between user and RAU. This
motivates us to consider antenna selection among RAUs and select users
by user clustering. This will reduce the system computational complex-
ity while designing precoding matrix by selecting a subset of RAUs and
users. This will also reduce the number of active RF chains in user clus-
ter. The active RF chain number will be same as the dimension (number
of columns) of the precoding matrix. This thesis will also investigate user
clustering strategies to reduce high complexity cause by handling large
size of users or RUAs.
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1.3 Contribution of the Thesis

The objective of this thesis is to study the spectral e�ciency of down-
link MU-DAS with per-antenna power constraint and per-user signal to
interference plus noise ratio (SINR) constraint is studied by taking into
account the di�erent mobility speed ranges. The contributions of this
thesis are summarized as follows:

1. User clustering: A capacity based user clustering is proposed in
MU-DAS downlink systems, where this technique can be e�ciently
used to reduce the complexity and cost caused by RF chains, associ-
ated with antennas, while keeping most of the diversity advantages
of the system. The algorithm designs its precoders using zero-forcing
in order to nullify the inter-user interference. The performance and
complexity of the proposed algorithm is compared to two other al-
gorithms; the exhaustive search algorithm and the single-user al-
gorithm. The performance of MU-DAS is better than co-located
MIMO in both exhaustive and proposed user clustering. Simulation
results show that the proposed algorithm achieve almost the same
performance obtained by the exhaustive search algorithm.

2. Interference alignment: The intra-cluster interference within the
cluster is eliminated by using ZF precoding. However, the inter-
cluster interference is uncoordinated and limits the system perfor-
mance. The inter-cluster interference should be eliminated or min-
imized carefully. Each cluster receives di�erent power level inter-
ference from the RAUs of the other clusters due to the large scale
fading. The interference alignment is proposed to consolidate the
strong inter-cluster interference into smaller dimensions of signal
space at each user and use the remaining dimensions to transmit
the desired signals without any interference.

3. Cooperative transmission over user mobility: The CSI feed-
back interval reduction technique is proposed to improve the system
throughput cause by channel mismatch error. The channel mis-
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match error is controlled by adjusting the threshold values. Thus,
the estimated channel can remain unchanged, while feedback inter-
val is adjusted. A user grouping technique is proposed which divides
the users into multiple groups based on mobility state information
(MSI). In the DAS, the sum rate mainly depends on the channel be-
tween RAU and user whose channel gain is high. Thus, the antenna
selection of RAUs and interference power based user clustering is
proposed to maximize sum rate within a mobility group. A cooper-
ative clustering is proposed to mitigate the inter-group interference
which limits the average sum rate of the system. Each cooperative
cluster serves a subset of users of its own mobility group and has a
subset of users of the other groups to coordinate the interference.
Accurate closed-form approximations are derived for the single-user
cluster.

1.4 Structure of the Thesis

This thesis is organized into six Chapters and an Appendix, as follows:
Chapter 1, provides the overview of MU-DAS and TDD. The motivation
and challenges of users' mobility in MU-DAS are discussed. The main
contributions of the thesis to address these challenges are then summa-
rized. Also the structure of the thesis is given.
In chapter 2, theoretical basis of time-varying channel, TDD, user clus-
tering are presented. Moreover, the state-of-the-art literature on user's
mobility and cooperative transmission in a DAS is surveyed.
In chapter 3, the user clustering for MU-DAS downlink systems is stud-
ied. The system model of MU-DAS downlink is presented. Then, the
capacity based user clustering algorithm is explained. Finally simulation
results evaluate the performance of the proposed algorithm compared to
other algorithms.
In chapter 4, the interference alignment technique is poropsed to coor-
dinate strong inter-cluster interference in Nr − 1 dimension. The weak
inter-cluster interference is treated as noise. The performance of the

15



1.4. STRUCTURE OF THE THESIS

proposed algorithm is compared to other algorithms; single cluster algo-
rithm, random user cluster and norm based cluster.
In chapter 5, the DAS architecture and system model is introduced, fol-
lowed by explaining the proposed antenna selection and user clustering
decomposes the original problem into multiple problems to reduce the
system computational complexity. The autocorrelation based feedback
allocation scheme is developed to minimize the channel mismatch error.
It also shows that the derived ergodic rate of single user clustering ap-
proximately matches with the numerical results. The numerical results
of multi-user clustering is compared with non-cooperative clustering.
In chapter 6 concludes the thesis with a summary of contents and the
conclusions derived throughout. Moreover, future research lines within
the framework of this thesis are also presented.
The list of related publications to this research is provided on page vi of
this thesis.
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Chapter 2

Background Theory

In this chapter, we introduce the background information and the related
work of this thesis. Although the focus of this thesis is on user's mobility
and cooperative transmission in a distributed antenna system.

2.1 Wireless Channel

In wireless communication, the signal is transmitted at the presence of
multiple propagation paths between the transmitter and receiver as illus-
trated in Fig. 2.1. The combination of multiple copies of the transmitted
signal a�ects many characteristics of the received signal. In general, the
e�ects of a wireless channel can be categorized into two types: large-
scale fading (or path loss, attenuation) and small-scale fading (typically
referred simply to as fading). The large-scale fading is due to signal
attenuation by large objects such as buildings, hills, etc that occur over
relatively large distances and is typically frequency independent [51].
The small-scale fading is due to the constructive and destructive combi-
nations of the multiple signals arrived over di�erent propagation paths
at the receiver. Dealing with small-scale fading is one of the most chal-
lenging issues in designing a robust wireless communication system.

In wireless communication systems, the transmitter or the receiver
is mobile with signi�cant velocities. These situations give rise to time
variations of the wireless channel due to the Doppler e�ect.
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Figure 2.1: Wireless multipath propagation.

2.1.1 Time Variant Channel

A time-variant channel is a channel which has the property of changing
over time. The time-variant channel has the characteristic of a signal
which changes at the same rate as the changes in the communication
signal, or even faster. The channel normally has the Doppler e�ect
which caused by Doppler spread of multipath wave interference, arising
from multiple scattering of the waves [52]. Let h(t) be a time-variant
channel with N0 plane waves at a moving receiver with arrival angles
αn. Each plane wave has associated with it a Doppler shift depending
on the mobile speed, the carrier frequency, and the angle its propagation
vector makes with the mobile velocity vector. A diagram of this simple
model is shown in Fig. 2.2 with plane waves from stationary scatterers
incident on a mobile travelling in the x-direction with velocity v. The
vehicle motion introduces a Doppler shift in n wave:

ωn =
2πfcv

c
cosαn = ωmax cosαn (2.1)
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Figure 2.2: Doppler shift of nth incoming wave on the mobile receiver.

where fc is the carrier frequency, v is the user speed, c is the speed of
light and ωmax is the maximum Doppler frequency shift. We also assume
that the receiver is moving at a constant velocity v.

2.1.2 Jakes' Model

In a practical wireless channel, there may be relative motion between
the transmitter and the receiver, with no direct line-of-sight between
them. The simulation of the �at fading channel is done using Jakes'
model [52�54]. In this system, the received signal is mainly composed
of the scattered signals and di�racted signals from di�erent obstacles.
The channels can be simulated by assuming that the received signal is a
sum of several horizontal plain waves, with random angles of arrival and
random phases distributed in the interval [−π,+π). A model that is used
for this purpose is as shown in Fig. 2.3. The scatterers are assumed to be
uniformly distributed around the user, at equal distances from the user,
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Figure 2.3: Jakes' ring model. The scatterers in the environment are distributed, at equal
distances from a user.

like in a ring. Jakes' model assumes that all the components arriving
plain waves at the receiver will have equal strengths.

The plain wave cross-correlation is determined by the sum of the
product of the oscillator coe�cients, which can be viewed as a vector in-
ner product. Orthogonal vectors, such as Walsh-Hadamard (WH) code-
words, give zero inner product values with one another. The small-scale
fading of j-th plain wave is generated using [52]

hj(t) =

√
2

N0

N0∑

n=1

Aj(n)[cos(βn) + i sin(βn)] cos(ωnt+ θn) (2.2)

where Aj(n) is an orthogonal vector of Walsh-Hadamard codewords (±1
values) to generate multiple uncorrelated waveforms at moving user,
βn = πn

N0
is a phase and gives zero correlation between the real and imag-

inary parts of hj(t), θn is oscillator phase. The arrival angle is given by
αn = π(n− 0.5)/2N0. The Jakes' model is a continuous time wireless
Rayleigh �at fading channel [55].
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2.1.3 Rayleigh Fading Distribution

In a wireless channel, the receiver gets a large number of re�ected and
scattered signals with random amplitudes, i.e., none of signal paths is
dominant and each multipath of the signal will vary and can have an
impact on the overall signal at the receiver. Each path can be modelled
as a circularly symmetric complex random variable. The sum of such
circularly symmetric complex random variable paths can be modelled
as a zero-mean Gaussian random variable following the central limit
theorem. |hj|2 follows a chi-squared distribution with degree of freedom
of 2 and its probability density function (pdf) is given by [56]

f|hj |2(x) = e−x, x > 0 (2.3)

It has to be mentioned that the Rayleigh model only describes small-
scale fading. Large-scale fading due to path loss and shadowing is not
described by this model. The path loss describes the distance-dependent
power decay of waves. Let us model the attenuation factor as d−α ,
where d is the distance from user to transmitting RAU and α denotes
the path loss exponent, which is typically assumed to lie between 2 and
4. The path loss in decibels is then obtained as PL = 10α log10(d). In
this thesis, only path loss is considered as large-scale fading.

Due to the assumption of relative motion with constant velocity be-
tween transmitter, receiver, and objects in the environment, the fading
becomes temporally correlated. The autocorrelation function ρ is given
by [53]

ρ = J0(2πfdT ) (2.4)

where J0(·) is the zeroth-order Bessel function of the �rst kind, T is
the time duration of a symbol and fd = v

cfc. Clearly, when the car-
rier frequency or the mobile velocity increase, the normalized Doppler
(fdT ) increases proportionally. We illustrate the interplay between these
parameters in Figs. 2.4 and 2.5. Table 2.1 summarizes the e�ects of
changing system parameters on the normalized Doppler frequency.
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Figure 2.4: Carrier frequency - velocity curve for various levels of normalized Doppler and
�xed symbol duration T = 100µs.

Table 2.1: E�ects of system parameters on the normalized Doppler frequency fdT .

Parameter E�ect on fdT

User mobility ↑ ↑
Carrier frequency ↑ ↑
Symbol time duration ↑ ↑
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Figure 2.5: Carrier frequency - velocity curve for various levels of symbol duration and
�xed normalized Doppler fdT = 0.1.

2.2 Time Division Duplex

The feedback interval is the time duration between two uplink time slots
where the CU estimates the CSI as shown in Fig. 2.6. In the TDD
system, the CU estimates the CSI at the uplink time slot and then uses
it via channel reciprocals to generate transmit precoder for downlink
transmission [57]. There exists a delay τ from the instant when CSI
is obtained for downlink transmission as illustrated in Fig. 2.7. In the
FDD system, the CSI for the CU is provided by separate frequency band,
where the user should estimate and quantize the pilot signal. The in-
creasing demand of high data rate is mainly due to the use of multimedia
services such as social networking, real-time video and interactive games.
These services require asymmetric tra�c between uplink and downlink.
The asymmetric tra�c in FDD system requires extra system bandwidth,
whereas TDD can �t it into any single spectrum by allocating uplink and
downlink time slots according to the tra�c condition [58,59].
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Figure 2.6: Illustration of feedback interval.

In this thesis, we assume that the CU can perfectly estimate the CSI
of all users at the uplink transmit slot and the MSI of the user. When
the channel is time-varying, especially when it is under severe fading, the
transmission delayed will a�ect the performance of system dramatically.

Suppose that h(t) is the vector consisting of the accurate channel
coe�cients at continuous time instant t, and its delayed vector can be
denoted as h(t − τ) when transmission is delayed by τ duration. The

Figure 2.7: Illustration of data transmission delay.
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relation between actual channel and estimated channel is modelled by
[60,61]

h(t) = ρh(t− τ) +
√

(1− ρ2)e(t) (2.5)

where h(t − τ) is the estimated channel vector, where its element is
obtained from (2.2) , e(t) is the error in the estimate that is uncorrelated
with h(t − τ) and ρ is the autocorrelation function of a fading channel
with motion at a constant velocity, and 0 ≤ ρ ≤ 1. It can be seen that
ρ = 0 represents no CSI, whereas ρ = 1 corresponds to perfect CSI.
The autocorrelation coe�cient between the actual channel gain and its
estimate [53], which is given by

ρ =
E[h(t)hH(t− τ)]

√

E[|h(t)|2|h(t− τ)|2]
(2.6)

The value of ρ depends on the length of the transmission delay and
the user velocity. When the channel is under Rayleigh fading, ρ can be
calculated as

ρ = J0(2πfdτ) (2.7)

where fd is the Doppler frequency, which re�ects the velocity of the users.

2.3 Literature Review

2.3.1 Users' Mobility

When the mobility speed increases or the transmission delay increases,
the correlation between the actual channel and the estimated channel
decreases, and this results in the severe degradation of the transmis-
sion performance. For a multi-user system with linear precoding, the
mismatch between the actual channel and the precoder happens. Since
the accurate CSI is a prerequisite for interference management, this will
raise the problem of designing precoding because of user mobility or
long transmission delay. The e�ect of quantized and delayed CSI on
the average achievable rate for both joint transmission processing and
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coordinated beamforming systems was studied in [62] for homogeneous
cellular scenarios, and the impact of the other cell interference (OCI) has
been considered in [63]. In [64], it has been shown that the interference
increases and the performance of the precoding system degrades as the
channel correlation decreases. The performance of the precoded system
�nally approaches that of the non-precoding systems, when the chan-
nel correlation is beyond the correlation threshold. In [65], the e�ects
of the imperfect CSI on the ergodic capacity performance was studied,
and it has been concluded that the performance of the MU-MIMO sys-
tem strongly depends on the correlation between the actual channel and
the CSI estimated at the transmitter. In [66], the MU-MIMO system
was considered in the presence of imperfect CSI. The authors have con-
cluded that only predictable (low mobility) users can be served jointly,
where space-time coded transmission is adopted to unpredictable (high
mobility) users. The e�ect of the user mobility in multi-user hetero-
geneous networks (HetNets) has been investigated [67], where low and
high mobility users can be served simultaneously without a�ecting other
users' rate. In HetNets, the high mobility users are served by macro-
cell BSs and the low mobility users are served by small-cell BSs, where
the precoding is coordinated across the cells to suppress ICI. In [68],
users were classi�ed into low mobility user group and high mobility user
group based on channel variance. The system performance is improved
by using frequency selective scheduling in low mobility user group and
frequency diversity scheduling in high mobility user group. In [69] the
authors address the impact of the estimation error on the throughput
and derive some asymptotic behavior in the regime of high SNR and
of a large number of users. In [70], the impact of a feedback delay on
the multiuser diversity is examined in a broadcast channel with multiple
antennas at a transmitter. Both in [69] and [70], an optimal rate alloca-
tion is proposed such that the e�ective average throughput, taking into
account the outage probability, should be maximized.
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2.3.2 TDD support User mobility

The low mobility user implicitly has high channel temporal correlation
and the channel mismatch is relatively small within a feedback interval
because the channel varies slowly. On the other hand, the high mobility
user may be subjected to large channel mismatch due to the fact that
the channel signi�cantly varies during the feedback interval. Thus, the
channel mismatch becomes larger as the mobility speed increases. The
channel mismatch can be reduced by reducing the feedback interval. By
reducing the feedback interval in the TDD system, the number of time
slots allocated to the uplink transmission increases at the expense of
the reduction of the number of time slots for the downlink transmission.
In this thesis, we assume that the users have no data to transmit in
the uplink direction and hence the uplink time slot is used for channel
estimation only. In [71] and [72], all the users were divided into multiple
groups based on their channel strength. The di�erent number of feedback
time slots were allocated to each group in order to maximize the sum
rate. In [73], the amount of feedback overhead has been optimized for
the sum rate maximization of the MU-MIMO in the TDD system. The
transmission scheme has been developed to unveil the trade-o� between
the cost and the gains associated with feedback.

In [74], the tra�c share between uplink and downlink time slot is pe-
riodically assessed. The con�guration which represents most closely this
tra�c share is then chosen. It is shown that the faster the slot recon�g-
uration time, the better the session throughput performance, since the
TDD allocations can capture the uplink time slots and downlink time
slots tra�c dynamics of the cell more accurately. A similar approach
is taken in [75] but the con�guration is chosen based on the weighted
sum of the instantaneous uplink/downlink bu�er status and the previous
uplink/downlink tra�c statuses. In [76], the �exibility introduced by dy-
namic TDD is exploited and the problem of same-entity interference is
mitigated via appropriate cell clustering. Neighbouring cells are grouped
in a cluster, such that all cells within that cluster use the same TDD slot

27



2.3. LITERATURE REVIEW

con�guration. This TDD con�guration can then be collectively recon-
�gured by all the cells inside that cluster based on longer term tra�c
statistics.

2.3.3 Multi-user DAS

In downlink transmission, the multiple users may be served by multiple
RAUs by sending the signals simultaneously. Serving multiple users
simultaneously using the same radio resources incurs IUI. The IUI can
be mitigated by using precoding like dirty paper coding (DPC) [77], zero-
forcing (ZF) [49,78,79] and minimum mean square error (MMSE) [50,80].
However, these precoding techniques require CSI from all users at the
CU.

In the DAS, a CU can apply the joint processing (JP) and schedul-
ing over all RAUs. The sum capacity is achieved by the DPC proposed
by Caire and Shamai [77]. However, due to the high computation com-
plexity, especially when the number of users is large, the DPC is hardly
used in the practical system. As a suboptimal precoding strategy, ZF
precoding can easily be implemented in practice and its performance is
comparable to that of DPC. In [81], it has been shown that when the
number of users is su�ciently large, due to the multiuser diversity ef-
fect, its sum rate performance comes close to that of DPC. Under the
ZF strategy, selecting the best set of users improves the performance of
this scheme signi�cantly, which comes from multiuser diversity gain [82].
However, due to the high complexity of selecting the best set given by
exhaustive search over all possible combinations, some suboptimal meth-
ods with low complexity have been developed [45]. As the most e�cient
algorithm, the greedy algorithm proposed in [83] that selects the users
in each step has the much lower complexity compared to the exhaustive
search. This algorithm selects the user greedily according to the achieved
capacity. A suboptimal power control method and a simple antenna se-
lection (AS) method are proposed to improve the spectral e�ciency [13].
In the AS, in the �rst stage, the best user that has the largest channel
gain always is the �rst selected user. This system structure remarkably
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increases the degree of freedom available for multiuser precoding since
widely separated RAUs exhibit low antenna correlation. This con�gura-
tion is also suitable for MU-MIMO, which can further enhance system
capacity. It is not simple to apply MU-MIMO to DAS if there are many
RAUs because the calculation overhead imposed by multiuser precoding
is excessive. This cost can be signi�cantly reduced by forming clusters
which consisting of only a few RAUs that working cooperatively via
MU-MIMO.

In JP, user data is available to all the RAUs belonging in the cluster.
The CU schedules the RAUs that will participate in the JP based on the
interference based on user clustering. The CU will decide on the power
levels and the precoding weights. In UC not all the RAUs transmit user
information unless they belong to the active set of the UC. The active
set of UC changes its cardinality based on the interference based on the
UC algorithm. More speci�cally, each user is assigned a RAU which is
the one with the highest channel gain. The remaining users are added in
the cluster only if their SINR are less than a clustering threshold. The
value of the threshold is speci�ed by the CU and choosing a value will
lead to a single-user cluster, multi-user cluster and one cluster.

2.3.3.1 Single-user cluster

The single-user cluster consists of one pair of user and its associated
RAU. For the single-user cluster, the RAU always transmits the signal
with maximum power of RAU due to per antenna power constraint.
In single-user clustering, a user receives data only from RAU which is
assigned during AS as shown in Fig. 2.8.

For a user k the received signal yk is given as

yk = hk,kwksk +
K∑

k=1,i 6=k

hk,iwisi + nk (2.8)

where hk,i ∈ C
1×1 channel vector that is formed between the user k and

the RAU associated with user i, wk ∈ C
1×1 denotes the precoding for
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Figure 2.8: Illustration of single-user clustering where K = 3, Nt = 3 and three clusters
are formed.

user k, sk ∈ C
1×1 is a transmit symbol for user k with E{|sk|2} = 1 and

nk ∼ CN (0, σ2) is the additive White Gaussian noise (AWGN).
The received SINR of user k is calculated as

γk =
|hk,kwk|2

σ2 +
∑K

k=1,i 6=k |hk,iwi|2
(2.9)

Since the clustering threshold is low. The SINR is mainly a�ected by
inter-cluster interference which limits the system sum performance.

2.3.3.2 Multi-user cluster

In multi-user clusters, multiple users are jointly served by multiple RAUs
by using MU-MIMO precoding. The number of users in each cluster is
depended based on the clustering threshold as shown in Fig. 2.9. As the
clustering threshold increases, cluster size increases and the number of
clusters decreases. The received SINR of user k of cluster c is calculated
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Figure 2.9: Illustration of multi-user clustering where K = 3, Nt = 3 and two clusters are
formed.

as

γk,c =
|hk

c,cwk,c|2
σ2 +

∑

i 6=k |hk
c,cwi,c|2 +

∑

j∈C,j 6=c |hk
c,jWj|2

(2.10)

where hk
c,c ∈ C

1×|Nc| is a channel vector from RAUs of cluster c to user k

in the cluster c, Wj ∈ C
|Nj |×|Cj | denotes the precoding matrix for cluster

j, hk
c,j is interfering channel vector from RAUs of cluster j to user k of

cluster c. The entries of hk
c,c and wi,c are zeros except those entries that

are corresponding to the serving RAU.

2.3.3.3 One cluster

At the high clustering threshold value, the system forms one cluster as
shown in Fig. 2.10. In the one cluster, all users are jointly served using
MU-MIMO precoding. The received SINR of user k is calculated as
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Figure 2.10: Illustration of one clustering where K = 3, Nt = 3 and one cluster is formed.

γk =
|hkwk|2

σ2 +
∑

i 6=k |hkwi|2
(2.11)

where hk ∈ C
1×Nt is a channel vector from RAUs to user k, wi ∈ C

Nt×K

denotes the precoding vector. The entries of hk and wi are zeros except
those entries that are corresponding to the serving RAU. The SINR is
close to SNR due to the elimination of inter-cluster interference. By
increasing the clustering threshold, sum rate can be improved while the
computational complexity also increases due to increment of precoding
matrix size.

2.3.4 Transmit precoding vectors

Precoding [84] is a suboptimal strategy that can serve multiple users at
a time like DPC, but with much reduced complexity. In precoding, each
user stream is coded independently and multiplied by a beamforming
weight vector for transmission through multiple antennas. Despite its
reduced complexity, precoding has been shown to achieve a fairly large
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Figure 2.11: The MU-DAS with zero-forcing linear precoding.

fraction of DPC performance when the system has multiple antennas
and each user has a single antenna [84�86].

In this thesis, we consider a suboptimal strategy, zero-forcing (ZF)
precoder that follows the maximization of the SINR criterion. The ZF
precoding is designed to put nulls in the directions other than the user
of interest which results in minimizing the interference between neigh-
bouring users as shown as Fig. 2.11. It is then possible to encode users
individually. For the ZF precoding W is the well known matrix contain-
ing the pseudo-inverse of the channel matrix H [49], i.e.,

W = HH(HHH)−1 (2.12)

In precoding, user streams are separated by di�erent beamforming di-
rections. Let sk, wk, pk be a transmit vector symbol, a precoding weight
vector and a power normalization factor of RAU respectively and de�ne
W = [w1 · · ·wK ] and P = diag{p1 · · · pK}. For user k, the received
signal is given by:

yk = hkwk
√
pksk + hk

∑

i 6=k

wi
√
pisi + nk (2.13)
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Figure 2.12: Illustration of sum rate of ZF precoding with K = 2 and Nt = 7 as a function
of normalized Doppler.

The achievable sum rate is

R =
K∑

k=1

log2

(

1 +
pk|hkwk|2

σ2 +
∑

i 6=k pi|hkwi|2

)

(2.14)

In ZF precoding [49, 85, 86], precoding vectors are selected such that
hkwi = 0 for i 6= k and hkwk = 1. Then (2.14) becomes

R =
K∑

k=1

log2

(

1 +
pk
σ2

)

(2.15)

2.3.4.1 Zero-forcing in Time varying channel

Fig. 2.12 shows the e�ect of outdated CSI due to time varying channel at
the transmitter (CSI) on the performance of the ZF precoding. The plots
are generated assuming that the transmitter has an outdated channel
knowledge (H̃), and its correlation coe�cient to the true channel (H)
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is given by ρ = J0(2πfdτ), where τ is the feedback delay. Inaccuracy
in CSI destroys semi-orthogonality of users in a group, i.e., hkwi > 0
and results in a poor performance of ZF precoding. Therefore, the high
channel accuracy at the transmitter is required for zero-forcing precoding
that use multiple beams at the same time.

2.3.5 Per antenna power constraint

The capacity of a wireless channel depends on the constraints on the
transmit power and on the availability of the CSI at the transmitter
and receiver. With sum power constraint across all transmit antennas,
the capacity and optimal signalling are well established [87�89].The per-
antenna power constraint is more realistic than sum power in practice
because of the constraint on the individual RF chain connected to each
antenna.

In DAS, the RAUs located at di�erent physical nodes that cannot
share power with each other. Thus understanding the capacity and the
optimal signalling scheme under per-antenna power constraint can be
useful. In [37], the optimization problem of a multiuser downlink channel
is considered with per-antenna power under a minimum-power precoding
design for downlink channels with a single antenna at each remote user
and a capacity-achieving transmitter design for downlink channels with
multiple antennas at each remote user. In [90], downlink zero-forcing
precoding was derived to maximize the minimum user rate under per-
antenna power constraint.

Suppose that the maximum power at each RAU becomes P = Pt/Nt.
Giving the precoding vectors wk, k = 1, · · · , K, such per-antenna power
constraints correspond to

max
j

K∑

k=1

[
wkpkw

H
k

]

j,j
≤ P j = 1, · · · , Nt (2.16)

where pk is power normalization factor of RAU. Therefore, the transmit
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power of RAU j is given by

Pj = |wj,k
√
pk|2

= |wj,k|2
P

max
j

∑K
k=1

[
wkw

H
k

]

j,j

(2.17)

Special case

1. Single-user cluster: Each RAU serves one user based on the chan-
nel condition, i.e., the user selects the RAU who has highest channel
gain. In this case number of clusters is same as total number of users.
Within a cluster, there is no inter-user interference. The RAU al-
ways transmit signal with maximum power of RAU which is given
as

Pk = |wk,k
√
pk|2

= |w2
k,k|

P

|wk,k|2
= P (2.18)

2. One cluster: The one cluster scenario corresponds to a situation
in which all RAUs cooperatively transmit the signal to all users si-
multaneously In this case number of cluster is one. Within a cluster,
the intra-cluster interference is cancelled by precoding. The trans-
mit power of RAU j in cluster is given as

Pj =
K∑

k=1

|wj,k
√
p|2

= P

∑K
k=1 |wj,k|2

max
j

∑K
k=1 |wj,k|2

(2.19)

The per antenna power constraint becomes strict because if one
of the RAUs transmit power of the cluster exceeded the constraint,
then the transmit power of all RAU of the cluster will be normalized.
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This means only single RAU can transmit signal with maximum
power. For example, the system forms a one cluster with two users
and RAUs, and the total power is 20 mW. The transmit power of
�rst RAU and second RAU are 5 mW and 15 mW respectively. Here
the maximum power per RAU is 10 mW and the transmit power
of the second RAU exceeds the constraint. After normalization the
transmit power of �rst RAU and secod RAU become 5∗10/15 = 3.34
mW and 15 ∗ 10/15 = 10 mW respectively.

2.3.6 Interference Alignment

The wireless networks become more e�cient where many users share the
same radio resources. As a result of the existence of multiple users in
the same radio resources, interference is one of the biggest challenges
that limits the performance of wireless communications. Interference
alignment (IA) is an inspiring technique, recently proposed in [91, 92].
In order to understand what IA could achieve, consider the toy example
of [93] which is motivated by the wireless interference channel. Let us
assume a conference in a room with K speakers, who will present their
talks. Each listener must be able to hear his/her desired speaker with
no interference from other K − 1 speakers. In order to be fair to each
speaker, we should allow each user equal amounts of time to talk to
his/her audience. Considering all of these issues, we should answer the
question: What is the maximum amount of time that each speaker can
talk while causing no interference to another speaker's audience? Us-
ing traditional interference management techniques, one could let each
speaker talk for 1/K of the total session time. This corresponds to the
idea of time division multiple access (TDMA) in wireless networks. How-
ever, it is suggested in [93] that each speaker can speak 1/2 of the total
time without causing any interference. This seemingly impossible result
can be made possible by the concept of IA which can be achieved in time,
frequency or space. However, IA has many practical issues. It has been
shown in the pioneering papers of IA [91, 92, 94, 95] that perfect align-
ment of interference requires perfect channel estimation and feedback.
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Figure 2.13: Interference alignment - Toy example of [94].

Dimensionality is also a very important problem in IA systems [96]. As
the interference is aligned using precoding vectors, the system should
have enough dimensions to align all interfering sources within a same
subspace.

The main idea of the IA, which is originated from the linear algebra.
However, it is not very easy to implement IA because of many disruptive
challenges we encounter during implementation. Consider a system of
linear equations such that [94]

y1 = h11x1 + h12x2 + · · ·+ h1KxK

y2 = h21x1 + h22x2 + · · ·+ h2KxK

· · ·
yB = hB1x1 + hB2x2 + · · ·+ hBKxK (2.20)

where B received signals y1, y2, · · · , yB which are linear combinations of
K symbols with channel coe�cients hij.

We assume N to be the number of transmitters and B to be the
bandwidth or signalling dimensions. Since the channel is linear, each
signalling dimension produces a linear combination of the transmitted
information symbols. Thus, a receiver has access to B signalling dimen-
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sions. Before IA, a total of N signalling dimensions are used so that
each receiver is able to resolve its desired one dimensional signal, i.e.,
the total bandwidth is divided among the K users so that each user gets
1/K-th of the resources.

IA provides 1/2 of the total available time interference free to all
pairs, instead of 1/K. This huge gain may seem impossible at �rst.
This seemingly impossible result is made possible by the concept of IA
which can be made in time, frequency or space. Let us consider K user
interference channel where there is a propagation delay from transmitter
i to receiver j, which is denoted as Tij [94]. Suppose the locations of the
transmitters and receivers can be con�gured such that the delay Tii from
each transmitter to the intended receiver is an even multiple of a basic
symbol duration Ts, while the signal propagation delays Tij, (i 6= j) from
each transmitter to all unintended receivers are odd multiples of symbol
duration. The communication strategy is as seen in the Fig. 2.13, such
that all transmissions occur simultaneously at even symbol durations.
Note that with this policy, each receiver sees its own transmitter's signal
interference-free over even time periods, while it sees all interference
signals simultaneously over odd time periods. That is why, each user is
able to achieve 1/2 degrees of freedom and the total degrees of freedom
achieved is equal to K/2.
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Chapter 3

User clustering in MU-DAS

3.1 Introduction

Providing faster and reliable data transmission has drawn big attention
in recent wireless technologies with taking into account the cost and com-
plexity which may limit of solutions presented in this �eld. Conducting
researches found that the data bit rate and spectral e�ciency is an in-
creasing function with the number of antennas. One main issue with
scaling up transmit antenna relates to the cost and complexity of RF
components that are deployed with antenna elements. To override this
problem, antenna selection (AS) technique comes to reduce the number
of analog components required, likewise preserves most of the advantages
of MIMO systems such as diversity to improve the reliability of the sys-
tem, or spatial multiplexing to increase the sum data rate of the system.
The principal idea of AS scheme is to select a subset of antennas opti-
mally among all available antennas in the transmitter [97�99]. However,
equipping MIMO with more antennas leads to increase the complex-
ity of the system due to the high number of computations required to
achieve optimal antenna selection. By selecting best transmit antennas
for the user, the number of transmit antenna and receiver will decrease
dramatically which reduce the system computational complexity.

Since optimum method of AS requires exhaustive search over all pos-
sible combinations of antenna subsets which makes it impractical to use
when there is a large number of antennas, any algorithm of AS should be
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designed to reduce the complexity of selection process as well as achieve
the required level of e�ciency. Motivated by the idea of selecting RAUs
for user, a transmit antenna selection algorithm for downlink multiuser
DAS is proposed. AS involves various criteria such as channel capac-
ity [100�104], squared Frobenius-norm of e�ective channels [105], chan-
nel's minimum singular value [106], and antennas with the highest SINR
have to be chosen [97, 98, 107, 108]. The proposed algorithm selects an
optimal subset of RAUs among the total RAUs available in the CU for
transmission. In this paper, we propose suboptimal user and RAU selec-
tion algorithms for ZF with the aim of maximizing the total throughput
while keeping the complexity low. Each selected set is updated with time
according to the instantaneous channel information at the CU.

3.1.1 Contribution

The thesis contains the following contributions:

1. We investigate the antenna selection in MU-DAS downlink systems.
We propose a user and antenna selection algorithm which aims at
reaching the performance obtained by the exhaustive-search algo-
rithm (optimum method) but with lower complexity. The per-
formance of proposed algorithm is compared with multi-user dis-
tributed and co-located MIMO.

2. With in cluster, the proposed algorithm uses ZF precoding design
to precancel the inter user interference.

3. The performance and complexity of the proposed algorithm have
been validated and compared to two other algorithms; the exhaus-
tive search algorithm and the single-user algorithm.

3.2 System Model

Consider a single-cell downlink environment which consists of Nt RAUs
and K users, as shown in Fig. 3.1. Nt ≥ K is assumed. Each user is
equipped with a single antenna. The users are randomly and uniformly
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distributed within the cell. The RAUs are distributed with a circular
layout with radius r and located at r cos

[
2π(i−1)
Nt−1

]

, r sin
[
2π(i−1)
Nt−1

]

. Since

all transmit antennas are spaced apart by a distance, the channel model
involves not only fast fading but also path loss. We assume that the CU
can perfectly estimate the CSI of all users. Let K denote the user set,
i.e., K = {1, · · · , K} and N denote the RAU set, i.e., N = {1, · · · , Nt}.
Under these assumptions, the received signal of user k is given by:

yk = hk(ak ◦wk)
√
pksk + hk

∑

i∈K,i 6=k

(ai ◦wi)
√
pisi + nk (3.1)

where hk ∈ C
1×Nt is a channel vector for user k from all RAUs, ak ∈

C
Nt×1 is a binary antenna selection vector for user k whose (j, 1)-th

element aj,1 = 1 if the RAU j is selected for user k , and aj,1 = 0
otherwise,W ∈ C

Nt×K denotes the precoding matrix whose j-th row and
k-th column element is wj,k, s ∈ C

K×1 is a transmit symbol vector whose
k-th element denotes a transmit symbol for user k with E{|sk|2} = 1 and
nk ∼ CN (0, σ2) is the AWGN. The j-th element of the channel vector
hk represents the channel from RAU j to user k, which consists of path
loss and small scale fading and is given by

hk,j = d
−α

2

k,j (t) · h̃k,j (3.2)

where α is path loss exponent and dk,j(t) is distance between user k
and RAU j, h̃k,j is small scale fading from RAU j to user k and is
independently and identically distributed (i.i.d).

The achievable user rate Rk for user k is

Rk = log2

(

1 +
pk|hk(ak ◦wk)|2

σ2 +
∑

i 6=k pi|hk(ai ◦wi)|2

)

(3.3)

The contribution of this thesis is to maximize the sum rate by de-
signing the beamforming with per-antenna power constraints. The opti-
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Figure 3.1: DAS architecture in cell.

mization problem for multiuser DAS is formulated as

max
{ak,wk}

K∑

k=1

log2

(

1 +
pk|hk(ak ◦wk)|2

σ2 +
∑

i 6=k pi|hk(ai ◦wi)|2

)

(3.4a)

s.t max
j

K∑

k=1

[
(ak ◦wk)pk(ak ◦wk)

H
]

j,j
≤ P (3.4b)

Rk(ak,wk) ≥ R0 ∀k (3.4c)

where P is the maximum transmit power of each RAU and R0 is target
rate which is common for all users. (3.4a) is the objective function;
(3.4b) follows a per-antenna power constraints, (3.4c) are per-user rate
constraints, i.e., quality-of-service (QoS) constraints;

43



3.2. SYSTEM MODEL

3.2.1 Cluster Formation

Optimum user clustering is performed by exhaustively searching over all
possible antenna combinations, i.e.,

Soptimum = CNs

Nt
(3.5)

where S ⊂ {1, 2, ..., K} denotes a set of users which can be served si-
multaneously by the CU, Ns is number of active RAUs. Hence, the sum
rate for all possible combinations of the users and the antennas is cal-
culated. The combination with the highest sum rate is selected. It is
clear from (3.5) that the exhaustive search becomes impractical to use
when the number of transmit antennas is large. Many suboptimal al-
gorithms are proposed to reduce the computational complexity, also to
achieve as close as possible to the optimum method. In this thesis, we
proposed user clustering algorithms whose performance is very close to
the exhaustive search method with much lower complexity.

3.2.1.1 Capacity Based Suboptimal User Cluster Algorithm

Let cluster c is formed to serve the set of user Cc, which is subset of K.
Let Ĥc = HcWc denote the e�ective channel after precoding for user
k ∈ Cc then the cluster rate achieved with ZF applied to the user set
k ∈ Cc is expressed as

Rc = max
∑

k∈Cc
log2

∣
∣
∣
∣
I+

1

σ2
ĤcĤ

H
c

∣
∣
∣
∣

(3.6)

Let C be the set containing all possible Cc, i.e., C = {C1, C2, · · · }, then
the sum rate R with ZF can be de�ned as

R = max
{Cc∈C}

Rc (3.7)

The algorithm �rst selects the single user and antenna pair with the
highest capacity. Then, from the remaining unselected users and an-
tennas, it �nds the user that provides the highest total throughput to-
gether with those selected users. The algorithm terminates when the
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total throughput drops if more users are selected. Clearly, the pro-
posed algorithm needs to search over no more than NtNs user sets,
which greatly reduces the complexity compared to the exhaustive search
method NNs

t . Let si denote the user index selected in the ith iteration,
i.e. si ∈ {1, 2, · · · , K}. The capacity-based user clustering algorithm is
described in Table 1.

Algorithm 1 Capacity based suboptimal user clustering algorithm

Initialize K = {1, 2, · · · ,K}, N = {1, 2, · · · , Nt} and C = ∅. Let s1 =
arg max

{k∈K,n∈N}
log2

∣
∣I+ 1

σ2HkH
H
k

∣
∣. Let K = K − {s1}, C = C + {s1} and Rtemp =

max
{k∈K,n∈N}

log2
∣
∣I+ 1

σ2HkH
H
k

∣
∣.

for i = 2 : K do

for every k ∈ K do

Let Ĉk = Ck + {k}
Rk = max

{j∈Ĉk}
log2

∣
∣
∣I+ 1

σ2HjH
H
j

∣
∣
∣

end

Update si = arg max
{k∈K,n∈N}

Rk

if max
{k∈K,n∈N}

Rk < Rtemp then

The selected user set is C
Find the precoding matrix Wc for each c ∈ C and the e�ective channel Ĥc = HcWc

Rc = max
∑

k∈Cc
log2

∣
∣
∣I+ 1

σ2 ĤcĤ
H
c

∣
∣
∣

else
Update K = K − {si}, C = C + {si} and Rtemp = max

{k∈K}
Rk

end

end

3.2.1.2 Single-user Cluster Algorithm

Each antenna serves one user based on the channel condition, i.e., the
user selects the antenna that has highest channel gain. The user cluster-
ing is carried out at the CU based on the estimated channel. The CU
estimates CSI for all users from all RAUs. The user k∗ and RAU j∗ are
selected as follows

k∗, j∗ = arg max
j∈N , k∈K

|hk,j|2 (3.8)
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Then, user k∗ and RAU j∗ are removed from the selection pool. This pro-
cedure is repeated until all users are assigned to the RAUs. Every RAU
transmits the signal to the corresponding user simultaneously. There-
fore, there is uncoordinated inter-cluster interference. In this algorithm,
the number of clusters is same as the total number of users.

3.3 Numerical Results

We evaluate the rate performance for the downlink MIMO (co-located)
and DAS cellular system. The simulation parameters are given in Table
I. The users are randomly and uniformly distributed within the coverage
area. The maximum total transmit power is varied from -30 dBm to 30
dBm. The channel between each RAU and each user is composed of the
path loss (path loss exponent of 3) and small scale fading which is mod-
elled as a frequency �at Rayleigh fading channel. Table 3.1 summarizes
the MU-DAS system parameters for performance evaluation.

Table 3.1: Simulation Parameters

Parameter Settings Value

Cell Model Hexagonal grid1 km2

Carrier Frequency 2 GHz
Number of RAUs 10
Number of users 2, 7
Users distribution Uniform
Path loss exponent 3
Total transmit power (Pt) from −30 dBm to 40 dBm
Noise power −104 dBm
User speed range 0 m/s to 15 m/s
User target Rate 2 bps/Hz

Fig. 3.2 shows the comparison of the average sum rate of DAS and
co-located MIMO cellular network as a function of the maximum total
transmit power Pt dBm. The sum rate of the DAS cellular network
is better than co-located MIMO in both exhaustive and proposed user
clustering scheme. This is because in DAS, the user selects the RAU
whose channel gain is the highest among the RAUs. Due to geographi-
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Figure 3.2: Illustration of sum rate comparison between CAS and DAS cellular networks
under di�erent user clustering scheme, where K = 7 and Nt = 7.

cal distribution of antennas in DAS, the path loss between selected users
and RAUs will be reduced when large number of antennas are deployed.
Therefore the DAS, RAUs can use more power to transmit the signal. On
the other hand, in co-located MIMO, every antenna experiences the same
path loss. Therefore, the transmit power needs to be used to compensate
the path loss. In low transmit power regime, the received interference
power is less than noise power. So the noise power is a dominant fac-
tor to limit the sum rate at low transmit power regime. Therefore, the
single-user cluster scheme has better sum rate than other user cluster-
ing scheme at low transmit power regime. As the transmit power in-
creases, the interference power becomes more dominant to limit the sum
rate. Therefore, the sum rate becomes saturate in the single-user cluster
scheme. In one cluster scheme, all users are jointly served by using MU-
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Figure 3.3: Illustration of CDF of proposed cluster and exhaustive cluster scheme at dif-
ferent transmit power, where K = 7 and Nt = 7.

MIMO precoding. The SINR is close to SNR due to the elimination of
intra-cluster interference using ZF precoding. However, at low transmit
power regime, the one cluster contains all users and RAUs including the
worst channel gain between users and RAUs. So, more transmit power
is used to compensate the worst channel gain between users and RAUs.
Therefore, the proposed user clustering scheme provides better sum rate
than a one cluster at low transmit power. However, when transmit power
increases in the proposed technique, the inter-cluster interference power
also increases. In case of one clutser, there is no inter-cluster interference
and intra-cluster interference is cancelled by ZF precoding. Therefore,
the one cluster scheme has better sum rate performance than the other
user clustering schemes as the maximum transmit power increases.

Fig. 3.3 shows the CDF of the instantaneous sum rate of exhaustive
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scheme and proposed scheme in DAS at di�erent transmit power. Fig.
3.2 and 3.3 shows that the exhaustive scheme performance of DAS is
slightly better than proposed scheme of DAS. Note that the exhaustive
scheme needs to consider all possible user and antenna combinations. On
the other hand, the proposed scheme only considers user and antenna
sets whose channel gain is the highest.

Figure 3.4: Illustration of PDF of actual transmit power of One cluster and proposed
cluster, where K = 7 and Nt = 7.

We have considered per-antenna power constraint with same power
normalization factor at each RAUs within a cluster. Fig. 3.4 shows that
the proposed cluster technique can utilize more total transmit power
than one cluster technique. This is because one cluster includes all users
and RAUs with the worst channel gain. So, more transmit power is
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required to compensate the worst channel gain between users and RAUs.
However, in proposed algorithm, multiple cluster is formed with subsets
of users and RAUs with high channel gain. Therefore, the system with
proposed cluster utilizes more transmit power to transmit signal.
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Figure 3.5: Run time comparison of proposed and exhaustive user clustering with 2 users.

In Fig. 3.5, the elapsed CPU time of the proposed scheme and ex-
haustive search scheme is plotted against the number of RAUs for two
users. This result was attained by 3.4 GHz Core i7 CPU pc. As noted in
the �gure, the CPU runtime of the proposed scheme outperforms the ex-
haustive search but achieves almost same performance as the exhaustive
search.
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3.4 Summary

In this Chapter, we have studied the user clustering technique for down-
link multi-user DAS. The objective is to design an algorithm which can
almost achieve the same throughput obtained by the exhaustive search
algorithm with lower complexity. Further, the zero-forcing precoding is
used to cancel the inter-user interference in multiuser systems. Simula-
tion results show that the proposed algorithm achieves very close to the
optimal search algorithm with a considerable reduction in complexity.
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Chapter 4

Interference Alignment in

Inter-cluster of MU-DAS

4.1 Introduction

In the DAS, the sum rate can be increased by a cooperative transmis-
sion technique where, the multiple RAUs will transmit the independent
massage signal to the multiple users simultaneously. To overcome inter-
user interference due to simultaneous transmission, multiple RAUs form
a cluster and cooperatively transmit the signal to all users. The intra-
cluster interference within the cluster is eliminated by using Zero Forcing
(ZF) precoding scheme. However, the inter-cluster interference is unco-
ordinated and can deteriorate the system performance and it should be
eliminated or minimized carefully.

Interference management is one of the major challenging issues in
DAS. IA is an inspiring technique, recently proposed in [91,92]. IA elim-
inates the interference among multiple users by reducing the dimension
of interference space [92]. This reduction is achieved by a careful design
of precoding at each transmitter. IA is used to manage the inter-cell
interference [109, 110]. However, the achievable sum rate of the system
with IA decreases as the number of users within cell increases [111]. This
degradation is because of large number of interference to the user. To
overcome this problem, a user clustering is proposed [111], where the
interference within each cluster is eliminated by IA. Although IA brings
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signi�cant performance gain in the high signal to noise ratio (SNR) re-
gion, IA can not provide su�cient gain in low SNR region [96, 109]. In
the cellular system, the user located at the cell edge receives low signal
power due to large propagation loss, therefore, the applicability of IA to
cellular system is limited. To solve this problem, a combination of IA
and DAS is proposed in [109]. In [109], multiple RAUs are deployed to
increase the SNR at the cell edge so that IA can bring the gain.

4.1.1 Contribution

Suppose cellular network has Nt RAUs and K users. Each user is
equipped with Nr antennas. The system sends K independent messages
to K users in the cell, each user su�ers from the inter-cluster interference
i.e., K interfering symbol from the RAUs of the other cells. Each user
can cancel only Nr − 1 inter-cluster interference symbol and still su�ers
from K −Nr + 1 inter-cluster interference symbol.

This issue can be solved by forming multiple clusters within a cell.
Cluster is a subset of RAUs which serve multiple users simultaneously.
The interference within a cluster i.e., intra-cluster interference will be
eliminated by using ZF precoding. Each cluster receives di�erent power
level interference from the RAUs of the other clusters due to the large
scale fading. The achievable sum rate of the cluster is mainly a�ected
by strong interference received from the RAUs of the other clusters i.e.,
inter cluster interference. Eliminating weak inter-cluster interference by
IA may not improve the achievable rate but requires additional subspace
dimension to align these interference. Therefore, a cooperative cluster is
formed to cancel the strongest inter-cluster interference by performing
the IA. The proposed approach consists of two phases:

1. A number of users and RAUs form a cluster and ZF precoding is
used to eliminate the intra-cluster interference.

2. IA is performed to eliminate the strongest inter-cluster interference
by forming a cooperative cluster.
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4.2 System Model

Consider a single cell downlink environment covered by Nt RAUs with
radius Rc and K users, as shown in Fig. 3.1. Each RAU is equipped
with a single antenna. Each user is equipped with Nr antennas. The
users are uniformly distributed within a cell. The total K users within
a cell are divided into M clusters i.e. 1 ≤ M ≤ K and

∑M
k=1 |Uk| = K,

where Uk is the index set of users for the cluster k. We assume each user
and RAU belongs to only one cluster. Thus, Uk ∩ Ul = φ, for k 6= l. Nk

will be a subset of RAUs which will serve Uk i.e Nk ∩Nl = φ, for k 6= l.
We assume that the CU can perfectly estimate the CSI of all users at
the CU.

Each cluster will select a user from K users pool using the user selec-
tion scheme which is discussed in section 4.3. Let yi ∈ C

Nr×1 be received
signal vector of a user k of the cluster i can be written as

yk
i = Hk

iWisi
︸ ︷︷ ︸

desired signal

+
M∑

j=1,
j 6=i

Gk
i,jWjsj

︸ ︷︷ ︸

inter-cluster interference

+nk
i (4.1)

where Gk
i,j ∈ C

Nr×|Nj | is the interfering channel matrix from RAUs of

the cluster j to the user k of the cluster i, Wi ∈ C
|Ni|×|Ui| is the transmit

beamforming vector,where the design of the alignment beamforming will
be explained in 4.4, si ∈ C

|Ui|×1 is the transmitted signal data of cluster
i and nk

i ∈ C
Nr×1 denotes received Gaussian noise vector. The second

term is the interference received at the user k of the cluster i from RAUs
of the other clusters, i.e., inter-cluster interference.

The j-th vector of the channel matrix Hk
i represents the channel from

RAU j to user k of the cluster i, i.e., hk
j,i ∈ C

Nk×1, which consists of
large scale fading and small scale fading is given by

hk
j,i = lkj,i · h̃k

j,i (4.2)

where lkj,i, h̃
k
j,i are large scale fading vector and small scale fading vector

respectively from RAU j to user k of the cluster i. The large scale fading
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4.3. COOPERATIVE CLUSTER FORMATION

lkj,i consists of path loss and shadowing from RAU j to all antennas Nr

of user k which remain same. So, without loss of generality, the element
of lkj,i can written as

lkj,i = d
k− α

2

j,i ψ (4.3)

where dkj,i denotes the path loss with path loss exponent α and distance
dkj,i between user k and RAU j of the cluster i. ψ denotes as shadowing

and modelled as a log-normal random variable, given by ψ = 10(ησSF )/10,
where σSF is the shadowing standard deviation in dB and η is a zero
mean Gaussian random variable with unit variance.

Each user decodes the desired signal by multiplying the receive beam-
forming vector. Let uk

i ∈ C
Nr×1 be receive beamforming vector at the

user k of the cluster i, which is used to cancel the received interference.
The received signal at the i-th cluster after receive beamforming vector,
can be expressed as

ỹki =
(
uk
i

)H
yk
i

=
(
uk
i

)H
Hk

iWisi +
(
uk
i

)H
M∑

j=1,j 6=i

Gk
i,jWjsj +

(
ui

)H
nk
i (4.4)

Each user needs to feedback its e�ective channel vector, i.e., H̃k
i =

(
uk
i

)H
Hk

i ∈ C
1×|Ui| to the CU, so that the cluster beamforming Wi

is designed at each cluster.

4.3 Cooperative Cluster Formation

4.3.1 User Clustering

The cell consists of usersK and each cluster supports one user. The pur-
pose of the user selection algorithm is to select a suitable user to transmit
which can maximize the system sum rate. The proposed selection algo-
rithm is based on norm value of the user. The CU of DAS system has
full knowledge about CSI of each user. Let Hk

i ∈ C
Nr×|Ni| be the channel
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matrix for the user k of the cluster i. The CU of DAS system calculates
the squared frobenius norm for each user using its channel matrix (Hi).
The squared frobenius norm can be considered as the total power gain
of the channel of the user.

||Hi||2F = trace(HiH
H
i ) (4.5)

The CU of DAS system orders these norm values in descending form
for each cluster. Each cluster selects the user which has the largest norm
value from the order.

4.3.2 Cooperative Clustering

The purpose of cooperative cluster selection is to select a cluster where IA
is not performed and also selects the strong interference for the selected
cluster. Once the user is selected, the next step is to select a cluster where
the IA will not be applied, but its strong interference will be cancelled
by receive beamforming. We used two techniques to do cluster selection.

4.3.2.1 Norm based Selection

Each cluster can easily �nd out the norm value of its selected user to the
other clusters, because cluster selection is done at the CU of DAS. This
can be illustrated by Table 4.1. Let K = 3, Nr = 2, U1, U2 and U3 be
selected users for cluster C1, C2 and C3 respectively.

Table 4.1: Norm value of selected user from interfering cluster

C1 C2 C3

U1 0.0034 0.0228
U2 0.02 0.0301
U3 0.130 0.0136

Each user can cancel one received interference by receive beamforming
because each user has two receive antennas. Therefore, each user selects
the interference with the highest power to be cancelled as shown in Table
4.2.
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Table 4.2: Strong interference cancel for selected user

C1 C2 C3

U1 0.0034 ����0.0228
U2 0.02 ����0.0301
U3 ���0.130 0.0136

The cluster will be selected which has the smallest interference power
for its selected user. The interference with the smallest power which will
be treated as noise. Therefore, the IA is not performed on the selected
cluster as shown in Table 4.3.

Table 4.3: Cluster with the smallest interference

C1 C2 C3

U1 0.0034
U2 0.02
U3 0.0136

The transmit beamforming for the selected cluster is �xed because the
IA is not be applied and its value can be arbitrarily under the criterion
of per antenna power constraint. Let us pick the transmit beamforming
vector 2 × 1 be all ones and will be normalized under the criterion of
per-antenna power constraint.

The interference alignment is performed for remaining two clusters.
Each remaining cluster receives interference from the selected cluster
and from the other one. Therefore, each remaining cluster will align the
interference with interference receives from the selected cluster. Since
the transmit beamforming of the selected cluster is already �xed, so the
transmit beamforming for remaining cluster interference will be calcu-
lated based the transmit beamforming of the selected cluster.

4.3.2.2 Random Selection

The CU of DAS will randomly select the two clusters where IA is per-
formed and one cluster where one interference is cancelled by using re-
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ceived beamforming. Similarly, the interference is also selected randomly
where received beamforming is used to cancel.

4.3.3 Single Cluster

The single group scenario corresponds to a situation in which all RAUs
cooperatively transmit the signal to three selected users simultaneously.
A linear precoding for single cluster is constructed based on the block
diagonalization (BD) algorithm. The BD is used to null space the inter
user interference. The received signal for the user k is given by:

yk = HkWksk +
K∑

j=1,j∈k
HkWjsj + nk (4.6)

The BD algorithm is an extension of the ZF method for multi-user MIMO
systems where each user has multiple antennas. Each user's linear pre-
coder and receiver �lter can be obtained by twice SVD operations [112].
To eliminate all inter-user interference, the following constraint is im-
posed.

H̃kWk = 0 (4.7)

H̃k is de�ned as the channel matrix for all users other than the user k.

H̃k =
[
HT

1 , · · · ,HT
k−1,H

T
k+1, · · · ,HT

K

]T
(4.8)

By applying the SVD, the following value for the channel is obtained as

H̃k = UkΣk

[

V
(1)
k V

(0)
k

]H

(4.9)

where Σk is the diagonal matrix of which the diagonal elements are non-
negative singular values of H̃k and its dimension equals to the rank of
H̃k. V

(0)
k contains vectors corresponding to the zero singular values, and

V
(1)
k consists of the singular vectors corresponding to nonzero singular

values. Thus, V
(0)
k is an orthogonal basis for the null space of H̃k. De�ne

the SVD of H̃kṼ
(0)
k as
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H̃kṼ
(0)
k = ŨkΣ̃k

[

Ṽ
(1)
k Ṽ

(0)
k

]H

(4.10)

Thus, we de�ne the total precoding matrix as

W =
[

Ṽ
(0)
1 V

(1)
1 · · · Ṽ

(0)
K V

(1)
K

]H

(4.11)

4.3.4 No Cluster Selection

From user selection, each cluster selects the user which has the largest
norm value. All three clusters serve its corresponding user simultane-
ously using the same radio resources incurs inter-cluster interference.
The inter-cluster interference will be treated as noise.

4.4 Beamforming Design

4.4.1 Transmit Beamforming

Assuming perfect channel knowledge at the transmitter, pre-processing
of the transmitted signal can be applied to align the interfering signals in
a particular subspace. No interference alignment is necessary for selected
cluster. Therefore, the transmit beamforming of the selected cluster for
both selection scheme is �xed. The transmit beamforming for remaining
cluster interference is calculated based the transmit beamforming of the
selected cluster.

Let C1, C2 and C3 be three cluster in a cell. Each cluster consist
of two RAUs and one user. Let us consider C2 cluster is the selected
cluster and its transmit beamforming w2 = 12×1. The interference of
cluster C1, and C3 is align into one dimension subspace. The transmit
beamforming vector is calculated as follows.

For user of cluster C1, the interference from cluster C2 and C3 are
perfectly aligned

G13w3 = G12w2

w3 = (G13)
−1G12w2 (4.12)
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For user of cluster C3, the interference from cluster C1 and C2 are per-
fectly aligned

G31w1 = G32w2

w1 = (G31)
−1G32w2 (4.13)

The calculated transmit beamforming will be normalized under the
criterion of per antenna power constraint.

4.4.2 Receive beamforming

The receive beamforming vector is designed at each user to cancel the
received interference using the CSI. For the desired signal detection, the
receive beamforming needs to satisfy the following condition:

(
uk
i

)H
Gk

i,j = 0 ∀j 6= i (4.14)

4.5 Numerical Results

The users are randomly and uniformly distributed within the coverage
area. The rate performance for the downlink DAS is evaluated. The
total transmit power Pt is 20 dBm. The channel between each RAU
and each user is composed of the path loss (path loss exponent of 3),
shadowing (standard deviation σ = 8 dB) and small scale fading which
is modelled as a frequency �at Rayleigh fading channel. The simulation
parameters are given in Table 4.4.
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Table 4.4: Simulation Parameters

Parameter Settings Value

Direction Downlink
Transmission bandwidth 10MHz
Cell Radius Rc 1Km

Distance between RAU dr
2Rc

3

Number of total RAU 6
Number of users 6
Selected RAU per cluster 2
Selected user per cluster 1
Number of receive antennas 3
Users distribution Uniformly
Path loss exponent 3
Shadowing (σ) 8 dB
Total transmit power Pt 20dBm
Noise power density −104dBm/Hz

Fig. 4.1 shows the comparison of the CDF of sum rate of cluster selec-
tion at the maximum total transmit power Pt = 20 dBm. The sum rate
of single cluster technique is better than other techniques. This is be-
cause in single cluster, the inter user interference has been cancelled. So,
no further interference management is necessary. On other techniques,
interference management is necessary. The sum rate of norm based clus-
ter selection than random cluster selection and no cluster selection. This
is because in norm based selection, the CU selects a cluster where IA is
not performed the user of the cluster, which received the smallest interfer-
ence power from RAUs of other cluster and also its strongest interference,
which is cancelled by receive beamforming. The IA is applied two clus-
ters, which has high power receive interference. On other the hand, the
random selection selects a cluster where IA is not performed randomly.
The selected cluster may not have smallest interference power. Also,
it selects interference symbol randomly, where received beamforming is
used to cancel. In no cluster selection, the interference for each cluster
has been treated as noise. So its sum rate performance is worse than
other cluster selection techniques. We observe that around 20% times
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Figure 4.1: Comparison of CDF of sum rate between random cluster selection and proposed
norm based cluster selection when Nt = 6, K = 6, Nr = 2 at 20 dBm, where number of
selected users is 3.

random selection is better than the norm based selection which is shown
in �g. 4.2, this may be due to the transmit beamforming is a�ected by
interference vector. So the more transmit power is used to compensate
the channel. Similarly, around 20% times random selection and norm
based selection select same cluster where IA is not performed and also
select same interference vector of select cluster, which is cancelled by
receive beamforming. The delta sum rate represents the di�erence be-
tween sum rate of norm based selection and sum rate of random based
selection.
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Figure 4.2: CDF of di�erence between sum rate of norm based selection and sum rate of
random based selection (Delta sum rate) when Nt = 6, K = 6, Nr = 2 at 20 dBm, where
number of selected users is 3.
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Fig. 4.3 shows the comparison of CDF of di�erence between maximum
user rate and minimum user rate of norm base and random based cluster
selection. The di�erence between maximum user rate and minimum user
rate of norm base cluster selection is less than random cluster selection.
This is because random cluster selection selects a cluster randomly where
IA is not performed. The selected cluster may not receive the interference
with the smallest power. Due to this reason, the user rate of selected
cluster may be less than norm based selection. Similarly, the user rate of
remaining two clusters, where IA is performed, for both cluster selections
may be di�erent. This is because both schemes may select di�erent
cluster,where IA is not performed. Therefore the transmit beamforming
for cluster will be di�erent, which will a�ect the user rate.

4.6 summary

From the simulation result, the sum rate of single cluster is better than
cluster selection techniques because inter user interference has been can-
celled. We consider a single cell environment. So, no further interference
management is necessary. If we consider multi-cell environment, the
sum rate of single cluster will be reduced due to inter-cell interference.
In multi-cell environment, the user near to the cell edge will receive not
only interference from its cell, but also a considerable amount of inter-
ference from the other cells. So the propose cluster selection can used to
select a cluster near to the cell edge where IA is not performed.
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Figure 4.3: Comparison of CDF of di�erence between maximum user rate and minimum
user rate of norm base and random based cluster selection (Delta rate) when Nt = 6,K = 6
at 20 dBm, where number of selected users is 3.
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Chapter 5

Cooperative transmission over user

mobility for MU-DAS

5.1 Introduction

The multi-user system with linear precoding requires accurate CSI to
manage the inter-user interference. However, the CSI obtained by the CU
may be outdated in practice due to either channel variation in mobility
environment and/or the transmission delay between the uplink time slot
in which the CSI is estimated and the downlink time slot in which the
downlink data transmission takes place. So, the correlation between the
actual channel and the estimated channel becomes small. The authors
in [64] have been shown that the performance of the precoding system
degrades as the channel correlation decreases. The performance of the
precoded system �nally approaches that of the non-precoding systems,
when the channel correlation is beyond the correlation threshold. In [65],
the e�ects of the imperfect CSI on the ergodic capacity performance was
studied, and it has been concluded that the performance of the multi-user
multiple-input multiple-output (MU-MIMO) system strongly depends on
the correlation between the actual channel and the CSI estimated at the
transmitter. In [66], the authors have concluded that only low mobility
users can be served jointly, where high mobility users adopt single user
space time coded transmission.

The low mobility user has small the channel mismatch error because
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the channel varies slowly within a feedback interval. On the other hand,
the high mobility user may have large channel mismatch due to the fact
that the channel signi�cantly varies during the feedback interval. The
channel mismatch can be reduced by reducing the feedback interval. By
reducing the feedback interval in the TDD system, the number of time
slots allocated to the uplink transmission increases at the expense of the
reduction of the number of time slots for the downlink transmission.

5.1.1 Contribution

In this thesis, the impact of channel mismatch error produced by the user
mobility and the transmission delay in MU-DAS has been investigated,
where all the users were classi�ed into multiple groups based on the
mobility speed. Within a group, feedback time slot is allocated to reduce
the impact of the channel mismatch error.

Similarly, the spectral e�ciency of downlink MU-DAS with per-antenna
power constraint and per-user SINR constraint is studied by taking into
account the di�erent mobility speed ranges. The contributions of this
paper are summarized as follows:

1. We propose the CSI feedback interval reduction technique to im-
prove the system throughput. Since the channel mismatch severely
degrades the system throughput, the channel mismatch error is in-
troduced in the system model. The channel mismatch error is con-
trolled by adjusting the threshold values. Thus, the estimated chan-
nel can remain unchanged, while feedback interval is adjusted.

2. A user grouping technique is proposed which divides the users into
multiple groups based on MSI. The MSI of the user can be speed or
acceleration information.

3. We consider antenna selection of RAUs and interference power based
user clustering. To achieve the maximum sum rate within a mobility
group, all the users should be jointly served. However, the sum
rate mainly depends on the channel between RAU and user whose
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channel gain is high in the DAS systems. The user clustering is
carried out within the same mobility group. By this, the original
problem can be decomposed into multiple cluster based problems.

4. We propose a cooperative clustering based strategy in order to mit-
igate the inter-group and inter-cluster interference which limits the
average sum rate of the system. Each cluster serves a subset of
users of its own mobility group and has a subset of users of the
other groups to coordinate the interference.

5. Closed form of an analytical expression of single-user cluster con-
ditioned on the user's location is derived. Simulation results show
that the analysis is highly accurate.

5.2 System Model

Consider a single rectangular cell downlink environment which consists
of Nt RAUs and K users, as shown in Fig. 5.1. Nt ≥ K is assumed.
Each user is equipped with a single antenna. The users are randomly
and uniformly distributed within the cell. We assume that the CU can
perfectly estimate the CSI of all users at the uplink transmit slot and the
MSI of the user. Let K denote the user set, i.e., K = {1, · · · , K} and N
denote the RAU set, i.e., N = {1, · · · , Nt}. Under these assumptions,
the received signal at user k at time t is given by:

yk(t) = hk(t)W(t)
√

P(t)s(t) + nk(t)

= hk(t)wk(t)
√

pk(t)sk(t)

+ hk(t)
∑

i∈K,i 6=k

wi(t)
√

pi(t)si(t) + nk(t) (5.1)

where hk(t) ∈ C
1×Nt is a time-varying channel vector, W ∈ C

Nt×K de-
notes the precoding matrix whose j-th row and k-th column element
is wj,k, P ∈ R

K×K is a diagonal matrix of power normalization fac-
tor of each RAU, s ∈ C

K×1 is a transmit symbol vector whose k-th
element denotes a transmit symbol for user k with E{|sk|2} = 1 and
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nk ∼ CN (0, σ2) is the AWGN. The j-th element of the channel vector
hk(t) represents the channel from RAU j to user k at time t, i.e, hk,j(t),
which consists of path loss and small scale fading and is given by

hk,j(t) = lk,j(t) · h̃k,j(t) (5.2)

where lk,j(t) = d
−α

2

k,j (t) denotes the path loss with path loss exponent α

and distance dk,j(t) between user k and RAU j at time t, h̃k,j(t) is small
scale fading from RAU j to user k at time t and is independently and
i.i.d. The h̃k,j(t) is assumed to be Rayleigh distributed and modelled
as Jakes fading model [52] where N0 plain waves arrive at moving user
with uniformly distributed arrival angles αn, such that plain wave n
experiences a Doppler shift ωn = 2πfcv

c cosαn where fc is the carrier
frequency, v is the user speed, c is the speed of light. The small scale
fading is given by

h̃k,j(t) =

√
2

N0

N0∑

n=1

Aj(n)[cos(βn) + i sin(βn)] cos(ωnt+ θn) (5.3)

where Aj(n) is an orthogonal vector of Walsh-Hadamard codewords to
generate multiple uncorrelated waveforms at moving user, βn = πn

N0
is a

phase and gives zero correlation between the real and imaginary parts
of hk,i(t), θn is oscillator phase. The arrival angle is given by αn =
π(n− 0.5)/2N0.
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Figure 5.1: DAS architecture in cell.

In the TDD system, the CU estimates the CSI in the uplink time slot
and then uses it to derive the precoder matrix for downlink transmission.
Let τ denotes the transmission delay between the time slot when the
CSI is estimated and the time slot when the estimated CSI is used for
downlink precoding. Taking into account the fact that large scale fading
changes much slower than the small scale fading, we modify the model
in [60,61] given by

hk(t) = ρhk(t− τ) +
√

(1− ρ2)ek(t) (5.4)

where hk(t− τ) = lk(t− τ) · h̃k(t− τ) is the estimated channel vector,
where its element is obtained from (5.3), ek(t) = lk(t − τ) · ẽk(t) is the
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error in the estimate that is uncorrelated with ĥk and ρ is the corre-
lation coe�cient between the actual channel gain and its estimate [53],
which is given by ρ = E[hk,j(t)h

H
k,j(t− τ)]/

√

E[|hk,j(t)|2|hk,j(t− τ)|2] =
J0(2πfdτ), where J0(·) is the zeroth-order Bessel function of the �rst
kind and fd = v

cfc. The parameter ρ ∈ [0, 1] re�ects the accuracy or
quality of the channel estimate, i.e., ρ = 1 corresponds to perfect CSI,
whereas for ρ = 0 the CSI is completely uncorrelated with the actual
channel.

For a TDD system, the CU designs the precoding matrix based on
the estimated channel at time t− τ . In this paper, we adopt ZF precod-
ing which completely eliminates interference, i.e., hk(t− τ)wi(t− τ) =
0, ∀i ∈ K\{k}. The precoding matrix W is the pseudoinverse of H [49],
i.e.,

W(t) = W̃(t− τ)
= HH(t− τ)(H(t− τ)HH(t− τ))−1 (5.5)

With perfect CSI (τ = 0), hk(t)wi(t) = 0, ∀i ∈ K\{k}, and the
symbol of the desired user is perfectly obtained due to the IUI elimi-
nation. On the other hand, since the CSI is imperfect for a non-zero
delay (τ > 0), there remains the residual interference, i.e., hk(t)wi(t) =√

(1− ρ2)ek(t)wi(t). Due to this mismatch, the desired user's symbol is
interfered with the other users' symbols due to the presence of residual
interference.

The received SINR of user k at time t is given by

γk(t) =
pk(t)|hk(t)wk(t)|2

σ2 +
∑

i∈K
i 6=k

pi(t)|hk(t)wi(t)|2
(5.6)

The achievable user rate (Rk) at time t is

Rk(t) = log2(1 + γk(t)), ∀k ∈ K (5.7)
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The system sum rate (R) at time t is then obtained as

R(t) =
∑

k∈K
Rk(t)

=
∑

k∈K
log2(1 + γk(t)) (5.8)

In DAS, all RAUs are geographically separated and have individual
power ampli�er and transceiver architectures. So the per antenna power
constraint becomes more relevant than the total power constraint. We
formulate the sum rate maximization problem at time t as follows:

max
{wk}

K∑

k=1

log2(1 + γk(t)(wk)) (5.9a)

s.t max
j

K∑

k=1

[
wk(t)pk(t)wk(t)

H
]

j,j
≤ P (5.9b)

γk(t)(wk) ≥ γ0 ∀k (5.9c)

where P = Pt

Nt
is the maximum transmit power of each RAU, Pt is the

total transmit power in the cell and γ0 is target SINR which is common
for all users. (5.9b) is a per antenna power constraint and (5.9c) is
quality of service (QoS) constraint.

The problem (5.9) may be infeasible as (5.9b) and (5.9c) give the
upper and lower bounds of the transmit power respectively. Assigning
all RAUs to all the users may increase infeasibility because it increases
the dimension of channel matrix. However, it incurs huge computational
complexity due to its large dimension of channel matrix. This gives us
to select a subset of RAUs for each user. The problem (5.9) is di�cult
to solve directly due to i) non-convex cost function and constraint and
ii) the computational complexity of designing a large precoding matrix.
The cost function and constraint can be relaxed to the convex by itera-
tive transmission algorithm [113�115]. However, the result may not re-
duce the computational complexity of optimization as shown in �g. 3.5.
Therefore, we will resort to a sub-optimum approach, which is simple
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but e�ective. One possible approach is to decompose the original prob-
lem into multiple sub-problems which carry out a channel-gain-based
antenna selection and an interference-based user clustering separately in
order to reduce the computational complexity.

As it can be seen from (5.4), the amount of the residual interference
highly depends on the user mobility. The impact of residual interference
on the system sum rate can be reduced by dividing users into a number of
groups based on the mobility speed. Each group consists of a set of users
who exhibit similar mobility speeds. Within a mobility group, proposed
feedback time slot can be allocated to reduce the impact of the residual
interference. For example, the high mobility user group naturally implies
to the large amount of the residual interference because the channel
signi�cantly varies during the feedback interval. If the system allocates
the shorter feedback interval, the accuracy of the channel estimation
increases and reduces the residual interference. However, in the DAS, the
user experiences di�erent channels from RAUs due to di�erent path loss.
This motivates us to consider antenna selection among RAUs and select
users by user clustering within the mobility group. This will also reduce
the system computational complexity while designing precoding matrix.
All clusters are served simultaneously using the same frequency resource
and su�er from inter-group-inter-cluster interference. This interference
can be minimized by merging the neighbouring group clusters to form
cooperative cluster based on the particular needs of a given user. The
cooperative cluster consists of subset of users of its own group and has
a set of users of the other group to coordinate interference.

5.3 Cooperative Cluster Formation

The cooperative cluster c is formed to serve the set of users Cc while
considering the non-negligible interference. The cooperation cluster for-
mation consists of two phases, namely, antenna selection phase and user
clustering phase. In the antenna selection phase, each user is assigned
to a subset of the RAUs based on the estimated channel gain. In the
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user clustering phase, one or more than one user-RAU pairs are selected
to form a cooperative cluster. This clustering is performed based on the
cluster SINR threshold (γc) so that the inter-cluster interferences are
small enough to split the original problem (5.9) into the cluster-based
sub-problems. In order to adapt to dynamic nature of the channel, the
cooperative cluster formation is carried out once the CSI is obtained at
the uplink time slot.

5.3.1 Antenna Selection (AS) Phase

Antenna Selection is a powerful signal processing technique that can re-
duce the cost and complexity of radio frequency (RF) chains associated
with each RAU, but at the same time preserves the diversity and mul-
tiplexing gains obtained from the actual system. Also it reduces the
signalling burden overhead at the CU.

Antenna selection is carried out at the CU based on the estimated
channel. At the uplink transmit slot, the CU estimates CSI for all users
from all RAUs. Multiple RAUs are assigned to a user in an iterative
fashion. Let Nk be a predetermined number of RAUs that are supposed
to be assigned to user k. The user k∗ and RAU j∗ are selected as follows

(k∗, j∗) = arg max
j∈N , k∈K

|hk,j(t− τ)|2 (5.10)

Then, RAU j∗ is removed from RAU set. This procedure is repeated
until all users are assigned to the RAUs as shown in Fig 5.2. The channel
gain based AS is summarized in Algorithm 2.
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Figure 5.2: Illustration of antenna selection where user is assigned to RAU based on channel
gain.

Algorithm 2 AS algorithm

Initialize K = {1, · · · , k, · · · ,K} and N = {1, · · · , j, · · · , Nt}, Nk = ∅.
while K 6= ∅ do

Select the pair of user k∗ and RAU j∗ as (k∗, j∗) = arg max
j∈N , k∈K

|hk,j(t− τ)|2.

Update Nk ← Nk ∪ j∗ and N ← N\j∗.
if |Nk| = Nk then

Update K ← K\k∗.
end

end

5.3.2 User Clustering (UC) Phase

Di�erent users may move at di�erent speed. It is assumed the MSI
is perfectly known at the CU. When a user moves or the transmission
delay increases, the correlation between actual channel and estimated
channel becomes small and degrades the performance. It can be seen
from (5.4), the amount of the residual interference highly depends on the
correlation of the channel. Therefore, the residual interference decreases
as the correlation of the channel increases. Based on the autocorrelation
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of channel, the users are classi�ed into groups as follows:

0 ≤ speed ≤ v1 Low mobility

v1 < speed ≤ v2 Medium mobility

v2 < speed ≤ v3 High mobility (5.11)

where v1, v2 and v3 are the speeds of users and are determined based on
the autocorrelation of channel.

After the antenna selection phase, each group selects the �rst user
k (target user) and its associated RAU which has the highest channel
gain. The next user i is selected from the remaining unselected pairs and
compute a minimum SINR. The SINR is calculated under the assumption
of maximum power transmission and maximum ratio combining [78] and
given as:

γk,i = min

{ ∑

j∈Nk
|hk,j|2P

σ2 +
∑

j′∈Ni
|hkj′ |2P

,

∑

j′∈Ni
|hij′ |2P

σ2 +
∑

j∈Nk
|hij|2P

}

(5.12)

where Nk is a set of RAUs to serve user k.
If two users are located close to each other, the corresponding SINR

becomes low due to the strong IUI as shown in Fig. 5.3. Then these
neighbouring users are merged and form a cluster as shown in Fig. 5.4.
Let Cc denotes the set of users in the c-th cluster and Cc∩Cc′ = ∅, where
c 6= c

′

. With minimum SINR γc, the selected user i will be incorporated
into cluster c if their SINR is lower than or equal to γc as follows

Cc = Cc ∪ i, ifD(Cc, i) ≤ γc (5.13)

where the distance metric between two clusters is de�ned as

D(Cc, Cc′) = min
k∈Cc,i∈Cc′

γk,i (5.14)

This process is repeated until all the users are assigned to one of the
clusters. The proposed user clustering (UC) algorithm is summarized in
Algorithm 3.
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5.3. COOPERATIVE CLUSTER FORMATION

Figure 5.3: An example that strong cross link causes large interference.

Figure 5.4: An example of user clustering where strong cross link provide cooperative gain.
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Figure 5.5: Illustration of cooperative clustering for 12 users and 400 RAUs where clustering
threshold is 20dB.

Algorithm 3 UC algorithm

Initialize distance dc = 0 , cluster Cc = {c} where c ∈ C and given γc.
while dc ≤ γc do

�nd the distance of closest pair of cluster Cc and Cc′ , i.e., dc = min
k,i∈K, k 6=i

D(Cc, Cc′ ).
if dc < γc then

merge cluster Cc ← Cc ∪ i
end

end

The performance of the system is severely degraded by inter-group-
inter-cluster interference, which is uncoordinated. In the uncoordinated
case, if the SINR of two interfering users of the neighbouring clusters are
smaller than the cluster SINR threshold, the neighbouring clusters are
merged into a cooperative cluster, as shown as Fig. 5.5.

5.3.3 Cluster based Sub-problem Formulation

Let Cc be the set of users in the cluster c, Nc be a subset of RAUs which
serves Cc. The received signal yk,c(t) at user k of cluster c at time t is
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expressed as

yk,c(t) = hk
c,c(t)wk,c(t)

√

pc(t)sk(t)

+ hk
c,c(t)

∑

i∈Cc,i 6=k

wi,c(t)
√

pc(t)si(t)

+
∑

j∈C,j 6=c

hk
c,j(t)Wj(t)

√

Pj(t)sj(t) + nkc (t) (5.15)

where hk
c,c ∈ C

1×|Nc| is a channel vector from RAUs of cluster c to user k

in the cluster c, Wj ∈ C
|Nj |×|Cj | denotes the precoding matrix for cluster

j, hk
c,j is interfering channel vector from RAUs of cluster j to user k of

cluster c. Pj ∈ R
|Cj |×|Cj | is a diagonal matrix of power normalization

factor of each RAU of cluster j. Same power normalization factor p for
every RAU lies in the same cluster.

The achievable rate for user k of cluster c at time t is

Rk,c(t) = log2(1 + γk,c(t)) (5.16)

where

γk,c(t) =
pc(t)|hk

c,c(t)wk,c(t)|2
σ2 + Iintra + Iinter

(5.17)

where Iintra =
∑

i 6=k pc(t)|hk
c,c(t)wi,c(t)|2

and Iinter =
∑

j∈C,j 6=c |hk
c,j(t)Wj(t)

√

Pj(t)|2.
In order to maximize the sum rate, we consider the cooperative clus-

tering. Using antenna selection and user clustering, we split the original
problem (5.9) into sub-problem formulation that maximizes the sum rate
of cluster c at time t

max
{wk,c}

∑

k∈Cc
log2 (1 + γk,c (wk,c)) (5.18a)

s.t max
j

∑

k∈Cc

[
wk,cpcw

H
k,c

]

j,j
≤ P (5.18b)

γk (wk,c) ≥ γ0 ∀k (5.18c)
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Figure 5.6: Illustration of Average sum rate of di�erent users mobility with various cluster-
ing threshold where Nt = 400 and user target SINR is 50 dB at feedback time slot.

To satisfy QoS constraint (5.18c), an iterative antenna selection algo-
rithm. In the iterative antenna selection algorithm is proposed, a RAU
is assigned to those users of the cluster whose SINR is less than tar-
get SINR, i.e., γk < γ0. The iterative process is repeated until all the
users of the cluster satisfy the QoS constraint. The number of users
within a cluster depends on the clustering threshold. If the cluster SINR
threshold is small, then the system forms single-user clusters with high
probability. For the single-user cluster, a pair of user and RAUs is se-
lected which has the highest channel gain. If the cluster SINR threshold
is high, the system forms one cluster with high probability. In the one
cluster, all users are jointly served using MU-MIMO precoding. Fig. 5.6
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illustrates the average sum rate as a function of clustering threshold γc,
where Nt = 400 and γo = 50 dB. The performance of proposed cooper-
ative clustering is evaluated through simulations. The user speed is ran-
domly determined within the range of 0 to 15 m/s. The user is initially
distributed randomly and uniformly within a cell. For a low clustering
threshold γc = −60 dB, all the clusters become single user clusters with
high probability. The single-user cluster consists of one pair of user and
its associated RAU. For the single-user cluster, the RAU always trans-
mits the signal with maximum power of RAU due to per antenna power
constraint. The SINR is mainly a�ected by inter-cluster interference
which limits the system sum rate. The feedback time slot of a cluster
is allocated based on the user's speed. When the clustering threshold
increases, multi-user clusters are formed, where multiple users are jointly
served by multiple RAUs. As the clustering threshold increases, cluster
size increases and the number of clusters decreases to one. The SINR
value is close to the signal to noise plus residual interference ratio due
to the reduced inter-cluster interference. The processing complexity also
increases with an enlarged clustering size as shown in Fig. 5.5. At the
high clustering threshold regime with γc = 80 dB, the system forms one
cluster with high probability. The feedback time slot of the cluster is
allocated based on the fastest mobility user, to minimize the mismatch
error. The SINR is close to SNR due to the elimination of inter-cluster
interference. By increasing the clustering threshold, sum rate can be
improved while the computational complexity also increases.

5.3.3.1 Optimal User Clustering

The main contribution of this thesis is to maximize the sum rate by
designing the precoding. For example, The cellular network consists of
three RAUs (Nt = 3) and three users (K = 3). Each user has one
antenna (Nr = 1). Let user set be denoted by K where K = {1, 2, 3}
and RAU set be denoted by N where N = {1, 2, 3}. If the result of
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optimization is

w1 = [w110w13]
T

w2 = [w210w23]
T

w2 = [0w320]
T

The users K1 = {1, 2} and RAUs N1 = {1, 2} form a cluster because
the transmit precoding for users K1 = {1, 2} is formed with RAUs
N1 = {1, 2}. And user K2 = {3} and RAU N2 = {3} form another
cluster. However, this result may not happen in terms of optimization.
The optimal solution of (5.9) is to form one cluster where all users are
jointly served by multiple RAUs by using MU-MIMO precoding. If the
result of optimization forms one cluster, the entire basic cluster will be
selected. The overall sum rate will be high. If users K and RUAs Nt in-
crease, the computational complexity also increases as shown in �g. 3.5.
In this section, we proposed antenna selection and user clustering algo-
rithms whose performance is very close to the exhaustive search method
with much lower complexity. For optimal user clustering, the exhaustive
search algorithm is used to maximize the sum rate by searching over
all possible antenna combinations. Fig. 5.7 illustrates the sum rate as
a function of number of RAUs Nt, where K = 4 and v = 0 m/s. To
compare the proposed clustering algorithm with exhaustive search, we
consider user mobility as zero and the total RAUs is also reduced. In one
cluster, all users are jointly served by selected RAUs, where intra-cluster
interference is cancelled by ZF precoding. The system performance is
only limited by noise. Therefore, the performance of proposed clustering
algorithm is same as exhaustive search. To form multi-user clusters, the
clustering threshold is considered as γc = 15and20 dB. As the cluster-
ing threshold increases, cluster size increases but the number of clusters
decreases. The inter-cluster interference also reduces as the clustering
threshold increases. The processing complexity also increases with an
enlarged clustering size. Therefore, by increasing clustering threshold,
the system performance is improved at the increasing price of complexity.
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Figure 5.7: Comparison of sum rate of exhaustive search and proposed algrothim where
v = 0 m/s and K = 4.

5.4 Feedback Interval Allocation

This section describes a uplink time slot allocation in order to balance
the channel mismatch and the reduction of the number of downlink time
slots. The feedback model and the frame structure of the TDD system
was shown in Fig. 2.6. The channel remains constant during a time
slot with length Tc. For simplicity, we assume there are N time slots in
a time frame, i.e., T = NTc and the �rst time slot is always used for
uplink channel estimation.

When the mobility speed increases or the transmission delay increases,
the channel mismatch occurs which severely degrades the performance.

83



5.4. FEEDBACK INTERVAL ALLOCATION

This motivates us to derive the feedback interval of the mobility user
based on the autocorrelation of the channel coe�cient. The autocorre-
lation, R(τ), of the channel is equal to the zeroth order Bessel function
of the �rst kind, J0(.), which is given by

R(τ) = J0(2πfdτ) (5.19)

where fd is the maximum Doppler shift and τ is a transmission delay,
i.e., τ = nTc, n = {1, · · · , N}. As mentioned above, a long feedback
interval limits the system performance. In order to overcome the prob-
lem, we introduce a minimum autocorrelation coe�cient ρo. When the
Doppler shift becomes larger as the user speed increases, the autocorre-
lation becomes smaller and �nally smaller than the minimum autocor-
relation value, i.e., R(τ) < ρo. The next downlink time slot becomes
uplink time slot to update the CSI, which increases the autocorrelation
of the channel coe�cient. The feedback interval Tf of a user becomes

Tf = (n− 1)Tc, where n = {1, · · · , N} (5.20)

Let Nu and Nd be number of uplink/feedback time slots and number of
downlink time slots respectively, which are given by

Nu =

⌈
NTc
Tf

⌉

andNd = N −Nu (5.21)

Let Tu be uplink/feedback time slot of time frame T and given by

Tu =

⌊

1 + (m− 1)
N

Nu

⌋

, wherem = {1, · · · , Nu} (5.22)

In the cooperative clustering, each cluster may have user with di�erent
range of mobility. Therefore, the feedback time slot of the cooperative
cluster is allocated based on the fastest mobility user in order to minimize
the mismatch error of the high mobility user.

Setting the minimum autocorrelation coe�cient ρo = 0.8, the num-
ber of feedback time slots Nu and the number of downlink time slots
Nd is calculated based on (5.21). Fig. 5.9 illustrates the feedback inter-
val of di�erent mobility users as a function of transmission delay. The
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Figure 5.8: Illustration of feedback interval with user speed between 2 to 4 m/s where radio
frame duration is 10 ms.

autocorrelation R(τ) of user with speed slower than 2 m/s is always
higher than ρo. As the speed or the transmission delay increases, the
autocorrelation R(τ) becomes lower than ρo, which results in the per-
formance degradation. Thus, the system is required to update CSI by
reducing the feedback interval, which is done by allocating the next time
slot as uplink time slot when R(τ) < ρ0. For example, when the user
speed is 4 m/s, the autocorrelation coe�cient R(τ) becomes lower than
the minimum autocorrelation coe�cient ρo at τ = 5.0 ms. Thus, the
number of feedback interval becomes two, i.e., N = 2. The CSI and
cooperative clustering are updated at n = 1 and n = 51 time slots as
shown in Fig. 5.8. Therefore, when user speed increases, the number of
uplink time slots increases and the feedback interval becomes smaller.
Table 5.1 summarizes the uplink/feedback and downlink parameters for
performance evaluation when ρo = 0.8.

In this thesis, recognizing the fact of centralized signal processing CU
in DAS, we propose di�erent feedback time slot in TDD transmission
scheme. In the proposed system, a di�erent transmission direction is
assigned to di�erent cooperative cluster. As shown in Fig. 5.10, RAU
of each user communicates in downlink (uplink) and uplink (downlink)
during the n (n + 1) time slot. In the time slot n, there is a huge
interference from RAU1 of UE1 to RAU2 of UE2, i.e., downlink-to-uplink
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Table 5.1: Feedback parameters: ρo = 0.8

Speed (v m/s) Nu Nd Tu

0 - 2 1 99 1st

2 - 4 2 98 1st, 51st

4 - 6 3 97 1st, 35th, 69th

6 - 9 4 96 1st, 26th, 51st, 76th

9 - 11 5 95 1st, 21st, 41st, 61st, 81st

11 - 13 6 94 1st, 18th, 35th, 52th, 69th, 86th

13 - 15 7 93 1st, 16th, 31st, 46th, 76th, 91st

Figure 5.9: Illustration of feedback interval of di�erent mobility users where minimum
autocorrelation coe�cient is 0.8.
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Figure 5.10: Illustration of time slot allocation.

(D2U) interference. However, the interference is perfectly known at CU
so perfect interference cancellation is achievable. At the same time, there
is an interference from the UE2 connected to RAU2 to the UE1 receiving
signal from RAU1, i.e., uplink-to-downlink (U2D) interference. The U2D
interference at UE1 may be insigni�cant due to low transmit power of
user and high path attenuation between users [116]. In the time slot
n+ 1, the opposite case happens.
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5.5 Downlink Rate Analysis

The ergodic sum rate R can be expressed as

R =
C∑

c=1

∑

k∈Cc
E[Rk,c] (5.23)

The achievable ergodic rate of user k of the cluster c at time t can be
written as

Rk,c = E

[

log2

(

1 +
pk(t)|hk

c,c(t)wk,c(t)|2
σ2 + Iintra + Iinter

)]

(5.24)

where Iintra =
∑

i 6=k pi(t)[|hk
c,c(t)wi,c(t)|2] and

Iinter =
∑

j∈C,j 6=c[|hk
c,j(t)Wj(t)|2Pj(t)]. To achieve zero interference

among users of cluster c, the precoding matrix Wc is chosen such that
all o�-diagonal elements of HcWc are zero. In this thesis, we maximize
the average sum rate of multiuser downlink systems which employ ZF
under per-antenna power constraint. The power normalization factor pc
is given as

pc(t) =
P

max
j

[Wc(t)WH
c (t)]j,j

=
P

max
j

[HH
c (t− τ)(Hc(t− τ)HH

c (t− τ))−2Hc(t− τ)]j,j
(5.25)

It can be seen (5.25) that in order to obtain the distribution of pc(t),
we need to �nd the joint distribution of diagonal elements of HH

c (t −
τ)(Hc(t−τ)HH

c (t−τ))−2Hc(t−τ). However, this matrix has composite
path loss of all users of cluster c, i.e.,Hc = LcH̃c. Thus, it is very di�cult
to compute its distribution due to the lack of the joint distribution of
diagonal elements of a pseudo inverse matrix [117,118].

We aim to analyse the average user rate performance of special case,
i.e., single user clustering, where each user is served by its associated
RAU Nk = 1, which is independent of the other clustering, as shown in
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Figure 5.11: Illustration of single user clustering for 12 users and 400 RAUs.

Fig. 5.11. We consider the pdf of SINR to derive the closed form of the
ergodic sum rate. In single user clustering, a pair of user and RAU is
selected which has the strongest channel gain, where the total number
of clusters is equal to the total number of users, i.e., |K| = C. For user
k ∈ K, ZF precoding is calculated at time t− τ and given by

wk(t) = hHk,k(t− τ)(hk,k(t− τ)hHk,k(t− τ))−1 (5.26)

The power normalization factor at time t− τ is given by

pk(t) = P
1

wk(t)wH
k (t)

= P ||hk,k(t)||2 (5.27)

The achievable ergodic rate of user k can be written as

Rk = E

[

log2

(

1 +
pk(t)|hk,k(t)wk(t)|2

σ2 + Iinter

)]

(5.28)

where Iinter =
∑

j 6=k pj(t)[|hk,j(t)wj(t)|2] is the inter-cluster interference.
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The received desired signal gain is given by

γk,D = |hk,k(t)wk(t)
√

pk(t)|2

= P |(hkk,k(t− τ) + ek(t))wk(t)|2
(a)≈ P

(

|hk,k(t− τ)|2 + |ek(t)
wk(t)

||wk(t)||
|2
)

≈ akk1ykD1 + akk2ykD2 (5.29)

where akk1 = Plk,kρ
2, ykD1 = |h̃k,k(t− τ)|2, akk2 = Plk,k(1− ρ2), ykD2 =

|ẽk,k(t)|2. Step (a) is obtained by neglecting the term containing both
hk,k(t− τ) and ek(t) [62].

We assume that h̃k,j is a Rayleigh fading channel modelled as i.i.d
complex Gaussian with unit variance. Therefore, |h̃k,j|2 follows a chi-
squared distribution with degree of freedom of 2.

Since |h̃k,j|2 follows the Chi-squared distribution, its pdf is given by
[56]

f|h̃k,j |2(x) = e−x, x > 0 (5.30)

As γk,D = akk1ykD1 + akk2ykD2 follow the weighted Chi-squared dis-
tribution. The pdf of the γk,D is

fγk,D(γ) ≈
1

akk1 − akk2
(e
− γ

akk1 − e−
γ

akk2 ), γ > 0 (5.31)

Appendix 6.2 shows the detailed derivation.
The interference plus noise is given by

γk,I = σ2 +
∑

j 6=k

|hk,j(t)wj(t)
√

pj(t)|2

= σ2 + P
∑

j 6=k

∣
∣
∣
∣
hk,j(t)

wj(t)

||wj(t)||

∣
∣
∣
∣

2

= σ2 +
∑

j 6=k

(

akj|h̃k,j(t− τ)|2
)

(5.32)
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where akj = Plk,j. The pdf of interference from RAU of user j to user k
akj|h̃k,j|2 is given by

fγk,j(γ) =
1

akj
(e
− γ

akj ), γ > 0 (5.33)

The moment generating function (MGF) associated with γk,j is given by

Mγk,j(s) =

∫ ∞

0

fγk,j(γ)e
sγdγ

=
1

akj

∫ ∞

0

(

e
− γ

akj

)

esγdγ

=
1

(1− akjs)
(5.34)

The MGF of interference of the k-th user
∑

j 6=k

(

akj|h̃k,j|2
)

is given by

Mγk,I(s) =
∏

j 6=k

Mγk,j(s)

=
∏

j 6=k

1

(1− akjs)
(5.35)

The pdf of inter-cluster interference fγk,I(γ) is obtained by inverse
Laplace transforming its MGFMγk,I(s) [119]. The pdf of the inter-cluster
interference is

fγk,I(γ) =
∑

j 6=k

Aj
1

akj
e
− γ

akj (5.36)

Appendix 6.2 shows the detailed derivation.
The pdf of noise plus interference of user k at time t γk,I is

fk,NI(γ) =
∑

j 6=k

Aj
1

akj
e
−γ−σ2

akj (5.37)
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Applying the Jacobian transformation to obtain pdf of signal to noise
and interference ratio (γk) of user k at time t is given by

fγk(γ) =

∫ ∞

σ2

fγk,D(γθ)fγk,I(θ)θdθ

≈
∫ ∞

σ2

1

akk1 − akk2

(

e
− γθ

akk1 − e−
γθ

akk2

)




∑

j 6=k

Aj

akj
e
− θ−σ2

akj



 θdθ

=
∑

j 6=k

Aj

(akk1 − akk2)akj
e

σ2

akj

∫ ∞

σ2

e
−
(

γakj+akk1
akk1akj

)

θ
θdθ−

∑

j 6=k

Aj

(akk1 − akk2)akj
e

σ2

akj

∫ ∞

σ2

e
−
(

γakj+akk2
akk2akj

)

θ
θdθ

=
∑

j 6=k

Ajakk1
(akk1 − akk2)

σ2(akk1 + γakj) + akk1akj
(akk1 + γakj)2

e
− γσ2

akk1−

∑

j 6=k

Ajakk2
(akk1 − akk2)

σ2(akk2 + γakj) + akk2akj
(akk2 + γakj)2

e
− γσ2

akk2 (5.38)

Using (5.38), the achievable ergodic rate of user k at time t is given
by

E(Rk) =

∫ ∞

0

log2(1 + γ)fγk(γ)dγ

≈ χ1

[

e
σ2

akk1Ei

(

− σ2

akk1

)

− e
σ2

akjEi

(

− σ
2

akj

)]

−

χ2

[

e
σ2

akk2Ei

(

− σ2

akk2

)

− e
σ2

akjEi

(

− σ
2

akj

)]

(5.39)

where Ei(x) = −
∫∞
−x

e−t

t dt denotes the exponential integral function
[120].

So, the general expression of the downlink ergodic user rate at the user

k ((5.39), derived in Appendix 6.2), where χ1 =
1
ln 2

a2kk1
(akk1−akk2)

∑

j 6=k
akj

(akj−akk1)(
∏

i 6=j
j 6=k

1
(akj−aki)

)

and χ2 =
1

ln 2
a2kk2

(akk1−akk2)
∑

j 6=k
akj

(akj−akk2)

(
∏

i 6=j
j 6=k

1
(akj−aki)

)

.

92



5.5. DOWNLINK RATE ANALYSIS

For the special case of general ergodic capacity with one user, i.e.,
k = 1 and j = 0, the ergodic user rate obtained by substituting the
value of k and j in (5.39) and is written as

E(R1) ≈
1

ln2

1

a111 − a112

[

a111e
σ2

a111Ei

(

− σ2

a111

)

− a112e
σ2

a112

Ei

(

− σ2

a112

)]

(5.40)

We consider the DAS with two single-user clusters case, i.e., k = 1
and j = 1. The ergodic user rate is obtained by substituting k = 1 and
j = 1 in (5.39) and written as equation (5.41).

E(R1) ≈
1

ln 2

1

a111 − a112

[
a2111

(a12 − a111)

{

e
σ2

a111Ei

(

− σ2

a111

)

−

e
σ2

a12Ei

(

− σ
2

a12

)}

− a2112
(a12 − a112)

{

e
σ2

a112Ei

(

− σ2

a112

)

−

e
σ2

a12Ei

(

− σ
2

a12

)}]

(5.41)
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Figure 5.12: Illustration of Ergodic user rate of di�erent mobility users over number of
uplink time slots, Nu, where ρo = 0.8, K = 2 and Nt = 400.

Fig. 5.12 illustrates simulation and analytical results for the ergodic
rate of single user clustering against the number of uplink time slots
Nu. The user speed is �xed and ρo = 0.8 and K = 2. From this
�gure, it can be seen that our derived ergodic rate approximately matches
with the simulation results. When v = 0.75 m/s, the autocorrelation
coe�cient of user is always higher than threshold value and the channel
mismatch becomes small within the feedback interval. Therefore, the
sum rate is highest at the least number of uplink time slots, i.e., Nu = 1.
The user rate starts to decrease when the number of uplink time slots
increases due to a reduction of the downlink time slots in the overall
time slots. When v = 13.50 m/s, the channel mismatch becomes large
within feedback interval and the autocorrelation becomes lower than the
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threshold value. Therefore, the user rate increases up to Nu = 7 because
the reduced feedback interval enables the more frequent CSI update. The
user of the more accurate channel estimation for precoding derivation
can compensate the reduction of the number of downlink time slots.
However, the user rate starts to drop beyondNu = 7. This is because the
reduction of the number of downlink time slots becomes more signi�cant
while the improvement of CSI accuracy saturates. When the number of
uplink time slots increases beyond Nu = 10, the user rate for both user
speed remain similar due to the reduction of the downlink time slots in
the overall time slots.

5.6 Numerical Results

It is assumed that the users have di�erent speeds and its speed varies
from 0 to 15 m/s. The MSI is perfectly known at the CU. The frame
length is set as T = 10 ms which is divided into N = 100 time slots,
and hence time slot length is Tc = 0.1 ms. The signal is transmitted
at each downlink transmit slot. In the antenna selection, the number
of RAUs assigned to user is one. Table 5.2 summarizes the MU-DAS
system parameters for performance evaluation.

5.6.1 Average Sum Rate over User's Mobility

Fig. 5.13 illustrates the average sum rate as a function of user speed
with the �xed initial location of users where γc = 20 dB and γo = 50
dB. Since the users are either at walking speed or stationary in the
low mobility groups, the residual interference remains small even if the
transmission delay increases. Thus, the sum rate is higher at the least
number of uplink time slot. i.e., Nu = 1. The sum rate becomes higher
at the high clustering threshold regime than the interference limited low
clustering threshold regime. When user mobility increases, the residual
interference increases as the transmission delay increases. The average
sum rate is less than the average sum rate of the low mobility group due
to channel mismatch error. At Nu = 1, the precoding matrix is updated
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Table 5.2: Simulation Parameters

Parameter Settings Value

Cell Model square grid1 km2

Carrier Frequency 2 GHz
Number of RAUs 100 ≤ Nt ≤ 900
Number of users from 2 to 12
Users distribution Uniform
Min dist. between RAU and user from 1 to 10 m
Path loss exponent 3
Number of scatterers 64
Radio frame duration 10 ms
Time slot duration 0.1 ms
Total transmit power (Pt) 46 dBm
Noise power −104 dBm
User speed range 0 m/s to 15 m/s
User target SINR 50 dB
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Figure 5.13: Illustration of Average sum rate over changing mobility of the users, where
ρo = 0.8 K = 2 and Nt = 400.
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Figure 5.14: Illustration of Average user rate over autocorrelation threshold, where K = 4
and Nt = 400.

by once at n = 1 over feedback interval. By using proposed technique,
the feedback interval is reduced based on table 5.1, the CSI is updated
regularly at uplink time slot and reduced the residual interference. The
SINR approximately is equal to signal to noise ratio (SNR) at high clus-
tering threshold regime. Therefore, the average sum rate increases as
clustering threshold increases and the high clustering threshold regime
has a better average sum rate than the low clustering threshold regime.

Fig. 5.14 illustrates the impact of the user speed on the average user
rate as a function of autocorrelation threshold when the proposed scheme
is adopted. The autocorrelation is kept high due to slow channel vari-
ation when the user speed of 2 m/s, thus the average user rate is also
kept high. As speed or transmission delay increases, the autocorrelation
becomes much steeper than the user speed is 2 m/s as shown as Fig.
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Table 5.3: Feedback parameters: adaptive autocorrelation threshold

H
H
H

H
HH

Nu

ρo 0.5 0.6 0.7 0.8 0.9

1 0-4 0-4 0-3 0-2 0-2
2 4-7 4-6 3-5 2-4 2-3
3 7-11 6-9 5-8 4-6 3-4
4 11-15 9-13 8-11 6-9 4-6
5 13-15 11-14 9-11 6-8
6 14-15 11-13 8-9
7 13-15 9-10
8 10-12
9 12-13
10 13-15

Speed (v)

5.9. Thus, the system is required to update CSI more frequently. For
example, when the user speed is 15 m/s, the user rate exhibits the trend
that it increases as the autocorrelation increases and �nally reaches the
optimal point at R (τ) = 0.6. The reason is that the feedback inter-
val becomes short or the number of uplink time slots increases, so the
CSI updates more frequently, which reduces the channel mismatch er-
ror. However, the rate starts to decrease due to the reduction of the
number of downlink time slots within a frame even though the CSI is
updated more frequently. Fig. 5.14 motivates us to allocate individual
autocorrelation threshold to di�erent clusters. In cooperative clustering,
the autocorrelation threshold is allocated based on fastest mobility user.
Table 5.3 summarizes the uplink/feedback and autocorrelation threshold
parameters for performance evaluation of di�erent mobility user.

5.6.2 Average Sum Rate over the Number of Users

Fig.5.15 illustrates the ergodic sum rate of single user clustering for the
DAS with γc = −60dB, γo = 50dB and ρo = 0.8. The initial location
and speed of users are �xed for this illustration. The speeds are set
to (0.5, 6.4, 14.9, 3.7, 5.6, 12.6, 1.8, 2.3, 5.2 and 5.7) m/s. When the
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system selects two users, the �rst two sets of speed are allocated to two
users and so on. From this �gure, it can be seen that the derived ergodic
sum rate nearly matches simulation result. The system with Nu = 1
updates the precoding vectors only once at n = 1 time slot and uses
the same precoding vectors over the Tf feedback interval, which leads to
that the channel mismatch error becomes bigger and bigger as the user
speed or transmission delay increases. However, the system performance
of the proposed scheme improves due to allocation of feedback time slot
in cluster based on their speed, which updates the precoding vectors
at every uplink time slots and reduces the mismatch error. Therefore,
the performance of the proposed scheme outperforms the system with
Nu = 1. The system with more number of RAUs, i.e., RAU = 900
outperforms the system with less number of RAUs, i.e., RAU = 100 due
to less intra RAU distance. So, during the next uplink time slot, the
user has more freedom to select RAU with the highest channel gain.

Fig. 5.16 illustrates the average sum rate of the DAS with and with-
out MSI. The location and speed of users are randomly generated by a
uniform distribution within a cell. It can be seen that the proposed feed-
back interval adaptation technique with knowledge of MSI outperforms
the system without MSI. This is because the feedback interval can be ad-
justed based on MSI. Due to the cooperative clustering, the inter-cluster
interference is less than clustering threshold. So, the data rate of user
is mainly a�ected by the inter-cluster interference. However, without
MSI, the CSI is updated at �rst time slot because the system cannot
allocate feedback time slot due to the absence of mobility information.
Thus, the data rate of user is mainly a�ected by residual interference
and inter-cluster interference. The performance of the proposed feed-
back interval technique is also compared with a system with the number
of feedback interval of one (Nu = 1). In proposed feedback interval adap-
tation technique, the CSI is updated at every feedback time slot and the
residual interference is reduced, whereas, in Nu = 1, the CSI is updated
at �rst time slot only. As expected, the adaptive autocorrelation thresh-
old has superior performance to the �xed autocorrelation threshold, i.e.,
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Figure 5.15: Illustration of Ergodic sum rate of di�erent mobility users where user speed is
�xed.

ρo = 0.8 due to the individual allocation of autocorrelation threshold in
each cooperative clustering.

Fig. 5.17 illustrates the average sum rate for the DAS with and
without cooperative clustering employing the proposed feedback interval
technique with random user locations. Users' speeds are randomly gen-
erated by a uniform distribution within a cell. The performance of the
proposed feedback interval technique is also compared to a system with
and without channel error. It can be seen from Fig. 5.17 that the DAS
with cooperative clustering outperforms the system without cooperative
clustering due to the joint processing of the signal to cancel uncoordi-
nated inter-cluster interference. The residual interference is reduced by
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Figure 5.16: Illustration of Average sum rate of di�erent users mobility with and without
MSI where cooperative clustering is formed.

reducing the feedback interval. The SINR is mainly a�ected by noise
and the inter-cluster interference which is smaller than the clustering
threshold. Within the non-cooperative clustering, the average sum rate
with and without channel error are similar. This is because the SINR is
mainly a�ected by the inter-cluster interference, so that the system sum
rate is limited.

5.6.3 Average Sum Rate over the Number of RAUs

Fig. 5.18 illustrates the average sum rate as a function of the number of
RAUs. The total number of RAUs increases in the DAS leads to a signif-
icant increase in sum rate due to a larger number of degrees of freedom
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Figure 5.17: Illustration of Average sum rate of di�erent users mobility with and without
cooperative clustering where clustering threshold is 20dB and user target SINR 50 dB at
feedback time slot.

(DoF). In the DAS, as the total number of RAUs increases, the path loss
between the user and associated RAU decreases. As a result, the mul-
tiuser interference becomes more signi�cant and the system performance
gain is saturated.

5.7 summary

The sum rate of TDD downlink MU-DAS with the consideration of dif-
ferent user speed. A feedback interval reduction technique based on an
autocorrelation of the channel is proposed to minimize the channel mis-
match error. The channel gain based antenna selection and SINR thresh-
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Figure 5.18: Illustration of Average sum rate of di�erent users mobility over network size,
Nt with various user speed.

old based user clustering is proposed to reduce the system computational
complexity. To maximize the sum rate, the cooperative clustering is pro-
posed where the feedback interval technique is implemented based on
fastest mobility user. The numerical results have shown that the pro-
posed technique can maximize the system sum rate in user movement
environment. The numerical result has also shown that individual auto-
correlation threshold value can be allocated to each cluster, to maximize
the system sum rate. The proposed technique has good performance
for wide range of speed and suitable for future wireless communication
systems.
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Chapter 6

Conclusions and Future Research

This thesis addresses coordinated transmission schemes in wireless inter-
ference networks and their performance limits. The focus has been put
mainly on issues regarding channel mismatch error due to user mobility
or transmission delay, user clustering to reduce computational complex-
ity CSI feedback and adaptive transmission in TDD. These issues have
been investigated in di�erent wireless communication scenarios, summa-
rized as follows.

6.1 Summary of Contributions

In chapter 3, the channel gaind based user clustering algorithm is pro-
posed, which aims at reaching the performance obtained by the exhaustive-
search algorithm (optimum method) but with lower complexity. Within
a cluster, ZF precoding is used to cancel inter-user interference. The
proposed algorithm also utilizes more transmit power than one cluster.
The performance and complexity of the proposed algorithm have been
validated and compared to two other algorithms; the exhaustive search
algorithm and the single-user algorithm. The performance of proposed
algorithm is compared with multi-user distributed and co-located MIMO.
In chapter 4, the interference alignment technique is proposed to coordi-
nate inter-cluster interference. In the DAS, each cluster receives di�erent
power level interference from the RAUs of the other clusters due to di�er-
ent large scale fading. The interference alignment is used to align strong
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inter-cluster interferences into Nr− 1 dimension. The weak inter-cluster
interference is treated as noise. The performance of the proposed algo-
rithm is compared to other algorithms; single cluster algorithm, random
user cluster and norm based cluster. The performance of single clus-
ter is better than the proposed technique. This is because intra-cluster
interference is cancelled by using block diagonalization precoding.
In chapter 5, the sum rate of TDD downlink MU-DAS is studied with
the consideration of di�erent user speed, while guaranteeing user's rate
requirements and per antenna power constraints. The following conclu-
sions are drawn:

1. In order to maximize the cell average sum rate, the problem was
solved by channel gain based antenna selection and SINR threshold
based user clustering to reduce the computational complexity of
precoding matrix size.

2. Analytical expressions of single user clustering have been presented
and veri�ed through simulations.

3. The CSI was obtained by sending a uplink pilot from the users to
the transmitter. However, frequent CSI updates are required at the
transmitter as mobility increases or transmission delay increases. A
feedback interval reduction technique based on an autocorrelation of
the channel was proposed to minimize the channel mismatch error.

4. The proposed technique can maximize the system sum rate over
a time varying channel in MU-DAS. The proposed scheme perfor-
mance improves as the user speed increases.

6.2 Future Research

The work in this thesis only provides basic platform for mobility users.
In the future, more realistic assumptions should be taken into considera-
tion. Speci�cally, in this thesis, the user speed and direction is constant
for each user. However, the user speed and direction may vary based on
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practical environment. It is important to further characterize the down-
link rate performance in a variable speed and direction of the user. The
linear precoding technique ZF, is considered in this thesis. However, the
optimization precoding design of a DAS in time-varying channel is an
interesting topic that deserves attention in future study.

In this thesis, the maximum speed of user is 15 m/s which can be
extended to higher speed by reducing time slot duration or changing
carrier frequency. In future study, the downlink performance of high
speed users in motorway or in high speed train is an interesting topic
because the large-scale fading may not remain constant over the feed-
back interval. A global optimization in this environment, would lead to
high computational complexity and high overhead for a DAS. To reduce
the complexity, it is important to study to decompose the original prob-
lem into multiple sub-problems based on the concept of user clustering.
Similarly, to reduce the overhead, it is important to further study how to
optimize of uplink time slot without degrading the system performance.
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Appendix A

Derivation of (5.31)

The e�ective channel gain γk,D = akk1ykD1 + akk2ykD2 = γkD1 + γkD2,
the PDF of γkD1 and γkD2 are

fγkD1
(γ) =

1

akk1
e
− γ

akk1 andfγkD2
(γ) =

1

akk2
e
− γ

akk2 (1)

The distribution of the e�ective channel gain γk,D = γkD1+γkD2 is given
by

fγk,D(γ) =

∫ ∞

0

fγkD1
(γ − γkD2)fγkD2

(γkD2)dγkD2

=
1

akk1akk2

∫ ∞

0

e
−γ−γkD2

akk1 e
−γkD2

akk2 dγkD2

=
e
− γ

akk1

akk1akk2

∫ γ

0

e
−akk1−akk2

akk1akk2
γkD2dγkD2

=
1

akk1 − akk2

(

e
− γ

akk1 − e−
γ

akk2

)

(2)
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Derivation of (5.36)

The MGF of the inter-cluster interference for the user k-th is

Mγk,I(s) =
∏

j 6=k

1

(1− akjs)

=
1

1− ak,1s
· 1

1− ak,2s
· · · 1

1− ak,Ks
=

A1

1− ak,1s
+

A2

1− ak,2s
+ · · ·+ AK

1− ak,Ks

=
∑

j 6=k

(
Aj

1− akjs

)

(3)

The coe�cient Aj can be calculated through the method of undeter-
mined coe�cients, that is, multiplying (1 − akjs) respectively to both
sides of (3). Then we have

Aj =Mγk,I(s) · (1− akjs)
∣
∣
∣
∣
s= 1

akj

=



(1− akjs)
∏

i 6=k,i 6=j

1

(1− ak,is)





∣
∣
∣
∣
∣
s= 1

akj

=




∏

i 6=k,i 6=j

akj
(akj − aki)



 (4)

Since, the pair of the PDF and its corresponding MGF as,
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Aj

1− akjs
⇐⇒ Aj

1

akj
e
− γ

akj (5)

Substituting (3) into (6.2), the PDF of the inter-cluster interference
can be express as

fγk,I(γ) =
∑

j 6=k

Aj
1

akj
e
− γ

akj (6)

where Aj is given by (4).
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Derivation of (5.39)

The achievable ergodic rate of the user k is expressed as

E(Rk) =

∫ ∞

0

log2(1 + γ)fγk(γ)dγ

≈
∫ ∞

0

log2(1 + γ)

(

B1
σ2(akk1 + γakj) + akk1akj

(akk1 + γakj)2

e
− γσ2

akk1 − B2
σ2(akk2 + γakj) + akk2akj

(akk2 + γakj)2
e
− γσ2

akk2

)

dγ (7)

where B1 =
∑

j 6=k
Ajakk1

(akk1−akk2) and B2 =
∑

j 6=k
Ajakk2

(akk1−akk2) .
(7) can be solved by using integration by parts. For simplicity, the

�rst term of (7) is solved by using integration by parts as

C11 =

∫ ∞

0

log2(1 + γ)

(

B1
σ2(akk1 + γakj) + akk1akj

(akk1 + γakj)2
e
− γσ2

akk1

)

dγ

= B1

∫ ∞

0

log2(1 + γ)
1

akk1

1

1 + γ
akj
akk

(

σ2 +
akj

1 + γ
akj
akk

)

e
− γσ2

akk1 dγ

= B1
1

ln 2

σ2

akj − akk1

∫ ∞

0

[

ln

(

1 + γ
akj
akk1

)

e
− σ2γ

akk1

− ln (1 + γ) e
− σ2γ

akk1

]

dγ (8)

Based on the formula [120]

C11 = χ1

(

e
σ2

akk1Ei(− σ2

akk1
)− e

σ2

akjEi(− σ
2

akj
)

)

(9)
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where χ1 =
1

ln 2
a2kk1

(akk1−akk2)
∑

j 6=k
akj

(akj−akk1)

(
∏

i 6=j
j 6=k

1
(akj−aki)

)

.

Similarly, the second term of (7) is solved as

C12 = χ2

(

e
σ2

akk2Ei(− σ2

akk2
)− e

σ2

akjEi(− σ
2

akj
)

)

(10)

whereχ2 =
1
ln 2

a2kk2
(akk1−akk2)

∑

j 6=k
akj

(akj−akk2)

(
∏

i 6=j
j 6=k

1
(akj−aki)

)

.

Therefore, the achievable ergodic rate of user k at time t is expressed
as

E(Rk) ≈ χ1

[

e
σ2

akk1Ei

(

− σ2

akk1

)

− e
σ2

akjEi

(

− σ
2

akj

)]

−

χ2

[

e
σ2

akk2Ei

(

− σ2

akk2

)

− e
σ2

akjEi

(

− σ
2

akj

)]

(11)

where Ei(x) = −
∫∞
−x

e−t

t dt denotes the exponential integral function
[120].
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