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| ntroduction

All research is philosophy in action. A lack of attention to and understanding of
philosophy can render research and its outcomes misleading or vacuous. Unahgrstandi
philosophical questions, on the other hand, can hefprmation systems(IS)
researchers ensure their workigorousandinsightful. It can also improve the quality

of the work itself(Lee, 2004) These are strong statements. In this editorial of the
special issue on philosophy and the future of IS we develop arguments to support them,
review the currenstate of philosophy in IS and put forward a research agenda. First, we

need to justify this focus on philosophy that motivates the special issue.

In order toundertakeany sort of research, the researcher needs to answer a number of
philosophical questionthat precede the researchhese include questions such as:
What am | researching®hat does it mean to know? What is knowledge? How can |

create knowledge? What is truth and is it important? What exists and can ieedésc
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Are the consequences of my research acceptable? Is it right for me to ask tomues
How can | communicate my insights? Who am I? Who is my audience and whe are th
people using IS? These questions may lead to other questions. What does “use” mean?
And does “use” cover most of technology’s effects? What about people who do not use

those technologies but are impacted regardless.

Researchers in the field of IS, just like those in many other fields, tdm/&implicit
takenfor-granted answers to these questions that are unacknowledged, and often
broadly shared and agreed uptiris important toacknowledgehat such questions are
typically open to many different types of answers and that successful ressguiries

them to be addressed in a consistent manner.do so, one neesl to have an
understanding of the field or discipline that deals with them, namely philosophy. This
need for a philosophical grounding of research may explain why the highest degree tha
universities in many Englisepeaking countries confer is that ddactor of Philosophy
(PhD). Researchers holding such a degree can therefore rightly be expecspthioali
significant awareness of philosophy. But what is it, this mysterious thmgcall

philosophy?

The literal meaning of philosophy is the “love of wisdom or knowled@eekphilo-

“loving” + sophia “wisdom”). In its current incarnation philosophy is typically seen as

an academic discipline, part of the broader canon of the humanities. One can study
philosophy at many universities. When doing so, the student of philosophy will
typically be taught many of theul-disciplines of philosophy including metaphysics,
logic, ethics, aesthetics, epistemology, philosophy of language, political philoanghy
manyothers. These different swlisciplines ask particular questions and have more or
less clearly defined subjeareas that cover many of the questions listed earlier. A basic

understanding of at least some of these fields is thus required forresekscher to be



able to justify their work and approach.

While this view of philosophy as an academic disciplinagpropriate and represents

the current state of affairs, we would like to point to a broader and older understanding
of philosophy. When the term came up with the ancient Greeks, epitomized by great
philosophers such as Socrates, Plato and Aristotldéethe covered the entire field of
knowledge and was thus closer to what we now might call “science” or “research”.
Most, if not all, academic disciplines as we know them today can be tracedttack
philosophy physics, biology, chemistry aradher scienceareall embodied in classics

like Newton’s (1687) Mathematical Principles of Natural Philosophgnd Lord
Kelvin's et al (1888) Treatise of Natural PhilosophyGoing beyond such natural
sciences,philosophyin a broa@r understanding did not only have the purpose of
organizing knowledge in a particular domain, kaiso to inform individuals and
societies about how to livileir lives andachieve the “good life”. This was typically
seen as a life spent perfectiogeself includingthe development of knowledge, being
part of a commonwealth, and having positive relationships with others in the pursuit of

the optimum state ddeing that could be achieved, individually and collectively.

We do not want to overly romanticize the antique Greek way of life where slandry

the subjugation of women and foreigners were commonly accepted. It is furthermore
clear that in modern pluratic societies it will be more difficult, if not impossible

find answers to such grand questions. This does not mean, however, that one cannot or
should not ask these questions. Even a failure to find a shared answer can provide
insights and shed light on the specific research one has undertaken and the results it ha
led to. Such insights help us individually and collectively to answer the question why

we are doing research and how academic and other investigations position usyn societ



We believethat a desire to gain this type of understanding is at the heart of the interest
in philosophy. Not only can philosophy help us understand the basis of our research
questions, methodologies and findings but, more importantly, it can help us locate
ourselves and our research in a greater context. Research may remain anaemic and
superficial if it does not consider the wider context and the questmat rolecanIS

play as a practice and as an academic discipfliAehievemens within the discipline
areworthwhile, but how those achievements transcaerdssinto the constellation of

other disciplines answers thos®re intimate questionsoncerning whichrole 1, as an
individual researcher, caand should play We therefore see this special issue aad it
focus on philosophy and IS as part of the discourse that tries to give an answer to
Walsham’s(2012) questionare weusing IS to make the world a better plag¢hile we

may not reach a consensus in answering this question, we nevertheless believe that
addressing this question serveghasaspiration of science and reseaidfis aspiration,

if taken seriously, requires a modicum of philosophical insightthe end, if there is

any doubtconcerninghe need for philosophy and its relevance for IS, let this editorial

provide some answer

Philosophical Interventionsin the IS Discourse

“The Weaponization of Information: The Need for Cognitive Setuitlitys ran the title

of a testimonyto the Senate Armed Services Committee, Subcommittee on
Cybersecurity on April 27, 2017 by Rand Waltzman, representative of the Rand
Corporation, a research organization that develops solutions to public policy chslleng
in the United States. For a field like IS that has the temformatiori in its title and is
concerned about the wddkeing and security of organizations, this would certainly fall

within its purview. However, what is being discussed in this testimony fallgeutse



IS field’s traditional notions of what information is about: information for decision
making, automation and effective control of organizations. Information, in thes isas
being used to disrupt and break down decision making and create havoc within
organizationsather than support therm the wake of the disclosure that Steve Bannon
was also the cfounder of the political analytics company, Cambridge Analytica, that
was hired to help the Trump campaigRrenkel, 2018), the dark underbelly of
technology has never been so exposed, such that the US Senate are talking about the
need to regulate informatiom the same wayinancial ingitutions and utilities are
regulated(Stewart, 2018)The use of information as weapons is not new. During the
Second World War, the “Ghost Army{Garber, 2013)pf the allies fooled the Nazis
using inflatable tanks and airplanes, and sent to the front lines recordingssotitits

of moving armoured infantry units to scare them into retrédter Caesar’'s
assassination, Octavian, Caesar's adopted son, began a vicious program of
disinformation and fake news against Mark Antomlgo claimed successipmvhich
eventually helped®ctaviandefeat Mark Antony antransformhim into Augustus, the

first Emperor of Rome(Kaminska, 2018) Given today’s reification of information
through technologynd even greater potential foegativeconsequenaenot only on
organizations but also soemwlitical life, studies of such use of information should
feature prominently in ISAlthough in the past IS researchers have drawn from
philosophy for their studies, the full repertoire of philosophical inventivenesg te ye

be explicitly applied, especially féhoseintractable problemmentioned.

Following the general argument why IS scholars should take philosophy seriwes
also need to consider how philosophical work is represented and perceived in the IS
discourse. This is an important question for researchers who have to make decisions

about the use of their time and resources and need to ask how best to focus their



research. It is therefore important to understand whether a philosophical &cbe c
rewarded. When reflecting on this question, it is important to point out that even in
established mainstream IS research there is strong evidence of the celefan
philosophy and of a broad recognition of this relevance. The IS tradition has produced a
long list d highly-cited works, in its top journgindicating thatphilosophical work in

IS has high visibility and can be considered highly succe&sfeHevner et al. (2004)
Benbasat et al. (1987Klein and Myers (1999)Orlikowski and Baroudi (191),
Walsham (1995)Lee (1989)andMingers (2001)n epistemologyMason and Mitroff
(1973), Orlikowski and lacono (2001and Gregor (2006)n metaphysicsMarkus and
Robey (1988)n rationality) This tradition is evidencehat philosophical work is not
only intrinsically important as we argd earlier, but it can also stand up in terms of
some of the more established research metrics to other types of IS rebkzaiclg.
provided some evidence that philosophical work can find its way into highly regarded
IS outlets, we can now look in more detail into different areas of philosophy and the

way these are represented in IS and where future research might lead.

Philosophical questionsin IS: history, current work and

resear ch agendas

In this section we want to move beyond the general overviewedffearlier and
develop a research agenda that highlights the importance of philosophical ingliry a
demonstrates how such inquiry can promote the field of IS. The field of philosophy is
broad and all research has philosophical roots and implicationsamy mays. We
therefore do not aim for a comprehensive coverage of all aspects of philosophy but we
focus on those areas that we believe to be most likely to be of theoretical aragpracti

relevance. We use this section to give an overview of some of thevdwks in the



relevant subields or disciplines of philosophy and to locate the contribution that the
papers in this special issue make to those streams of discussion. From this position the
we extrapolate next steps and further research. Overall, we twat this approach
contributes to a broader research agenda of philosoplg timat can further promote

the visibility and relevance of this type of research.

We focus onfour well-established fields of philosophyfeichman & Evans, 1995)
However, we are aware that the division of philosophy into fields edmsdiplines are
somewhat arbitrary. In practice different philosophical questions are ghtron
interlinked and a commitment to one particular position in one field often implies
comesponding commitment in other fields. The following sections highlight those
aspects of philosophy in IS that in our opinion either have been covered significantly in
the past or deserve more attention in the future. We use this discussion to locate the
contributions in the special issue in the broader context of philosophy and IS.

Tablel: The Main Fields in Philosophy and Questions They Address

Main field I mportant questionsrelevant to 1S

Metaphysics Ontology — what exists and what properties do they have?
Causation what is the nature of causality?

The mind — what is the relation of the mind to the body?
Sociomateriaty — is the social world intrinsically different t
the material world?

Technology —what is the relation be®en the social and tH
technological?

Information —does it exist and what is its nature?

Epistemology What is the nature of knowledge?
How do we gain knowledge?
How does language (and its concepts and meanings) cornstruct
knowledge?

What is truth?

How dowe ensure that knowledge is valid?

Are there fundamentally different paradigms of research?
What methodologies produce valid knowledge?

Rationality What is it to be rational?

Logic — how should we reason and make valid arguments?
Theory — what is a good theory?

Philosophy of science — how should science be conducted?




Axiology Value— what is good and to be valued?

Ethics/morality- how should we behave?

Aesthetics-what is beauty, art, taste?

Politics— how should we govern and regulate our commesfii

Metaphysics: The First Philosophy

Aristotle (1998) began his treatise on metaphysics with tregestent: “All men by
nature desire to know” to describe the inherent force that urges, to varyingsjeglte

of us towards knowledge. With that phrase, Aristotle embarks on his strongest argument
for wisdom 6ophia, the love for it (Greek guhoco@ia — philosophig and for nurturing

the capacity within us to learn and understand. He argues that if the knowledge pursued
was for control or to be published, it would not be a desire for knowledge; it would be
for the will to control or to be noted. Mathematics was founded in Egypt not for these
reasons; it was founded by a priestly caste who pursued knowledge for its own sake
(Lear, 1988) Aristotle’s metapysics sought to explain the nature of wisdom,
philosophy and how to acquire it. In other words, according to metaphysics, our
research should be inspired by wonder, awe, puzzlement and the honest pursuit for
explanations for their own sake. Hence the depson of metaphysics as *“first
philosophy,” the beginning of all things, physical or otherwise, including knowledge
itself. As first philosophy, metaphysics comes before science (episteth¢heastudy

of it (epistemology).

What does all this mean to IS research? The history of metaphysics in &igjirdis
provides some answers. When the father of modern philosophy, Degt&né£1983;
1641/2014) wrote Meditations on First Philosophgnd laterPrinciples of Philosophy
he offered an alternative metaphysics to that of Aristotle whilethe same time,
applied Aristotle’s own methods. As Spindd#%63/1961)explains, the Cartesian first

principles of rejecting preonceived notions, searching for the bases of everything,



discovering the cause of error, understanding everything clearly anactystivould
become the foundations of modern science for centuries after. Essddéisdigrtes led

the way to natural philosophy and the sciences by asking the “Wha?"igqjuestion.

What is the nature of realRfyWhat is the body? What is the mind? These are not
guestions that we can find in the sciences because unlike the science, they do not target
qualities, features or characteristic of objects. They are questions tiwrcovhat
Aristotle described as thsubstance or the essence of the object, which cannot be
separated from it if it is to remain the same object. Descq@680, p. 15)ook the

route that led him to have “discovered the foundations of physics” in essence as a
mechanistic system, which Wen would later complete. Most of the sciences we
know of began with similar metaphysical questions. Even as a naturalist himself,
Darwin (1859)asked the question, “What is the Natural System?” Hexeanination of

the essence of his object of study would lead to one of the most influential and
controversial theoriem history. Schrodinger’'§1945)What is Lif@ inspiredWatson to
discover the structure of DNA. The fecundity of the “What is ...?” question isidege
Except for several notable exception®lason & Mitroff, 1973; Schwartz, 2011;
Mingers & Standing, 2017; Aakhus et al., 2QX®tjch a pdt is not taken bynainstream

IS research.

Most research in information systewill either begin with qualities and characteristics
of objects of study already laid out by other disciplines, with very little conteimplaf
the metaphysics of “information” or of “system.” For example, the investigatidhe
success of amformaton systemwould take a different trajectory if it began with
guestioning theessence of “success” rather than enunregaand investigang its
secondary characteristics. The inspiration behind the most prolific reskeaockin IS,

the Technology Accdpnce Model (TAM), was the good decade of effort by Fishbein



and Ajzen (Fishbein, 1961; Fishbein, 1963; Fishbein & Ajzen, 1872Znswer the
question “What is attitude?” The attention given to this metaphysical questiomaloes
mean research cannot proceed at the same time, for exampleywoattitude impacts
overt behaviour(Fishben & Ajzen, 1975). But the foundations of what constiute
attitude arenot leftin doubt. Research that adopted this theory in IS stripped it of its
major elementgDavis, 1986) very little attention was afforded to what attitude entails
within the context of the IS fieldlhe foundations of the core concerns of the IS field,
information, system and technology, remain in doubt (Lee, 2@1i(Qjart because

metaphysicatjuestionsarenot addressed.

Of course, justas Descartes transformed Aristotle’s views, metaphysics itself will
continue to evolve. In the $0century, Heidegger, following his teacher Husserl,
mounted the most vigorous critique of Cartesian metaphysics, questioning the
separation between subject and object, bartymind. Heidegger's phenomenological
view explains that for the most part we deal with the world in an absorbed, non
deliberative way, not as Cartesian dualism claims. Thus, Heidegger brengsestion

of metaphysics back to Aristotle’s study of “being qua being,” that is istydging not

with a particular end or purpose in miaslit is done in the sciences, but studying being
as it is in itself placing how we encounter things in this worldb@sgin-the-world

not as separate, predefined entities. For IS research, these varied intensreit
metaphysics provide a rich foundation for developing the field’s own metaphasics,
the field begins to rexamine the essence of its own camencerns, including
information systems and technology. What is information? What is technology? As a
field, we are still working on the answers to these quesfioss, 2010; McKinney &
Yoos, 2010; Boell, 2017; Mingers, 1995; Mingers & Standing, 204i73wers to these

questions on the philosophy of information (Floridi, 2002; Floridi, 20&hy
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technology (Feenberg, 1991; Feenberg, 2010b; lhde, 1990; Ihde, 1&@3)eing
provided by scholars outside of IS. The ongoing steudg define the IT artefact
(Orlikowski & lacono, 2001; Akhlaghpour et al., 2013; Alter, 20Q15) in fact, a
struggle that metaphysics offers several opportunities, despite the desutth gftudies

in IS.

One such opportunity that overlaps with metaphysics is the philosophy of technology
which, despite being a late comer, has built a long tradition within critical studies in
philosophy (Feenberg, 1991; Ihde, 1979; Ihde, 1990; Ihde, 1993; Hacking, 1983; Dusek,
2006; Mitcham, 1994). Contradicting the traditional view that technologies are neutral
tools and merely the result of human decisions and agency, philosophers of technolog
such asMarcuse(1964) Ellul (1973)and Winner (1977; 198%laborate on the nen
neutral and political essence of technology whighen escalated to certain levels of
complexity and interrelatedness, creates indelible marks on society. Wit9&9)
argues that technologies are not mere aids but are powerful forces actingafme resh
human activity, create newultures and new worlds, which no longer becoming causal

in a linear way, resulting in unpredictable and even disruptive consequences. Borgmann
(1984)goes further and distinguishes modern technologies from older technologies and
discusses the “device paradigm” (p. 4) of new technologies whidiead of
disburdeimg citizens threatenthat whichenriches life- what Borgmann calls “focal
things and practices” (p. 4). We are realizing, albeit with some trepidation
(McGranahan, 2017)what has already been noted by earlier philosophers of
technology, that technologies appear teehmoral significancéVerbeek, 2011)All of

these multidimensional aspects of technology appdae tost within IS circles, trapped
within traditional notions of technology and its features and characteriagcghey

attempt to describe the “IT artefact” using its secondary qualities and nonablogic

11



implications. The philosophy of science and philosophy of technology circles are only
recently catching up and this gap in the progress of understanding technology,
especially information technologyand this state of affaireffers the IS field an
unprecedented opportunity to demonstrate its contributiio society if only it can
engage with metaphysics seriou@dge article in this issue on the future of IS based on

the philosophy of technology).

Epistemology: Why do we think we know and the problenepistemology in IS

Epistemology is less of an iss in the natural sciences as it is in the social sciences.
There was always a kind of an assumed boundary between theseiéwtfic fields

until the 1958 and 1960s (Kuhn, 1957; Kuhn, 1962; Merton, 19%Hhen several
philosophers andgociologistsbegan suggesting that they held sorepistemological
authority tothe natural sciences, and hence was born terms suble asotiology of
science and knowledge” and “social construction of realiyhich haveto a large
extenf becomehe received vievef realityin IS (Hirschheim, 1985)Since science and
knowledge are seen as social conventions, the-tbogain knowledge task of
epistemology became more problematic,amat surprisingly, became somewhat of an
obsession for IS researchers throughout its early history from the 1@80siford et

al., 1985; Hirschheim & Klein, 2012hrough the turn of the centuigee Mingers
(2003), especiallyin deciding, of the manyreference disciplines(Baskerville &
Myers, 2002; Keen, 1980), which should biesbrm IS researchlhe realisation of the
importance of epistemology for both research but also for practice sits behisidgan

of “epistemology matters{Wastell & White, 2010)and the discussions about what
congitute truth and knowledge. Is it the consensus of the community of competent
speakers, as discourse theory would sug@¢sbermas, 1982)Is it the coherence of

statements within a larger axiomatic framework, as we know it from mathematical
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reasoning? Is it the successful practice that truth facilitates, as pragmatigich wo
suggesi{James, 1907)? As if these questions were not difficult enough, it is now well
established in IS and beyond that truth is not a vatuwgral absolute term, but that it is
political, contested and the basis of power, as Foucault (1280hown with his ideas

of regimes of truth. This political component of truth and knowledge is highly relevant
and questions the idea that information systemsantaners of truthgJames, 1907;

Introna, 2003; Willcocks, 2004).

What has happened since these discussions have taken place is the establishment
of socalled “paradigms” acting as proxy templates for IS research methodseand t
ensuing skirmishes between those who prefer one over the(lingers, 2004)Not
only have these efforts and overemphasis on methods and methodologies
misappropriated the Kuhnian concept of the “paradigm” and what it stands for in
researcl{Hassan, 2014; Hassan & Mingers, in print), they have restricted epistemology
to methods and deflected the attention of IS rebeas away from their core concerns
the object of their study. The received view of paradigms in IS cradiisial
epistemologicaboundaries between research groap# these divisions exhaustively
describe the nature of the research or the cotplef the real worldAs a result of
these artificial boundaries, it became necessary to justify the negppfarently
incongruous terms such ‘geositivist case studigs(Dubé & Paré, 2003; Sarker & Lee,
2002)“interpretivist surveysor “mixed-method researciVenkatesh et al., 2013;
Mingers, 2001; Mingers, 2008y similarapproaches that place the focus on the method
rather than on the object of studjovel approaches in IS such as critical realism and

phronesis (explained in this issue)ylsiich restrictive epistemological categories.
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If these restrictive categories become a disservice to researchers andsienapgy
matters, where and how does it play a role in research? lIts critical reddized only
when it is conceived to beadely related to all the other philosophical fields such as
metaphysics, axiology and rationality. For how can one study something, ehen t
essence or metaphysics of what to study igeasinderdetermined? How can one be
sure of the knowledge surroundifigstrategy for example, if both “IT” and “strategy”
can take different forms depending on who is researching, which articlediegeon,

and how they are conceived? It is in these situations that philosophy offers sa@uations
alternatives.

The relaionships between philosophy and methatsnot as contrived or mechanical
as is commonly viewed in IS. Doctoral students are often asked before emimarking
their research, what methods they are choosimgsttivist or interpretivist? What
ontology —realst or idealist-is their research based on? Adaund in research
textbooks (e.g. Creswell (2003) and Crotty (1998pistemology impliegheoretical
perspective (positivism or interpretivismyvhich in turn dictates a particular research
method. The domain in which the research resides, whether it is quantitative or
qualitative, is at best not a productive way to begin the research (Cook & Reichardt,
1979; Reichardt & Rallis, 1994\otwithstanding the political and sociological
demands that researchers fatarting with a focus on the metaphysics of the problem,
coupled with clear research questions, and a judicious use of epistemological choices,

will best serve the researcher.

L ogic, Rationality and the Reasoning Process
Closely intertwined with knowledge and knowing, as defined by epistemology, are the
logical processs we use to acquire knowledge. Logic, whitksreekliterally means

“the word” has come to represetiite study of good reasoning by valid inference and
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demonstration. Reasoningpresents ththinking process and logic supplies the rules
by which we know that our thinking process can be truRedsoning processes that
take the shape of clasrbecome arguments, and logic supplies the arndscriteria for
valid argumentsAs Lee and Hubong009)emphasize, researcategardless whether
they are quantitative or qualitativerealways bunded on some form of argument.
Thereforethe validity and quality of that research is predicated on the validity and
quality of the logicand argument presented, and as they demonstrate, even articles in
the top IS journal are not immune to logical inconsistentiiesvery day sociel
debates and concerns are replete with logical inconsistencies and féliagjek

1999), which become the source of conflict and discord (e.g. the thepefited slogan
“guns don't kill people, people kill people” when examined is lmithcurum per
obscurius—failure to elucidate, anignoratio elenchi +ed herring), what of more
complex arguments offered in resear&esearchers and journal editors need to be
more sensitive to hoarguments are framed avoid falling into those same traps and

protect the integrity and validity of that research.

The bulk of the reasoning process applied in IS research is deductive reasoning,
stemming from the prevalence of {kactice of thénypotheticedeductive method
(Chen & Hirschheim, 2004yithin the fieldthat seeks scientific certaintgesides its
susceptibilityto fallacious arguments, one major weakness of deductive reasoning that
reliessoldy onthe premisess that it isnon-ampliative(Gauch, 2003), or not inherently
built with a generative or imaginative componéfthat this means is deductive logic
cannot infer anything beyond the data provided by its premises. The conclusion of
deductive logic is limited to its premises and coupled with the tendency of th&lIS fie

to excessively borrow from its reference disciplifigassan, 2011the extensive use of
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deductive logic is not likely to benefit from information beyond wdiegadyexists

within the field or within its eference disciplines. This recipe for research puts severe
limitations on creative theorizin@ther forms of reasoning such as inductive reasoning
and abductive reasoning are inherently ampliative. Thus, in grounded theory, which is
built on the inductive reasoning process, Glaser (18t8nmends reading outside the
researcher’s domain in order to creatively make analogous linkages tHaglpil

generate new ideas and concepts. Similarly, critical realism (see WilliahVgym,

this issue) encourages the use of reasoning processes such as retroduction, which is
similar to Piercean abductive reasonitgwiden the diversity of possibilitiésr

explaining the phenomena of interdatleed, specific areas in reasoning, such as causal
reasoning, although introduce earlier on in IS history (Markus & Robey, 19&8)

being re-examined in light of the conundrum surrounding the value of theoretical

contribution in IS research (Markus & Rowe, forthcoming).

Such reasoning processes when linked to the context of the researcher,
determines the rational bades the researcher’s reasoning. Because rationality is
defined as the combination of reasoning in a way that is sanctioned by norms, and for
achieving one’s goalEvans & Over, 1996), reasoning itself is not inheretiglyto
rationality. Thus, when a researcher decides to work on certain researchitapare t
more likely to get published regardless of the l@fenterest for that topic, Max Weber
(1978) defines such a type as purposive or instrumental ratiorBditause rationality
is closely tied to the context of the person’s goals, others may find theirotscisi
irrational.Jurgen Habermgd971) notes“the choice of rationality over dogmatism
must itself either be rationally justified, in which case rationality is committed, or be

itself dogmatic’Towards a Rational Society971. Karl Popper (196&pys “There are
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other tenable attitudes, notably that of critical rationalism, which recoghiséact that
the fundamental rationalist attitude results from an act of faittom faith in reason. ...
This is a moral decisionThe Open Society and its Enemied 966, p. 231. In other
words, both argue that it is not possible to rationally justify rationality, it must

ultimately be a decision based on persdaigh or belief.

There are those, particularly from postmodernism or gtostturalism, who
suggest thasuch is the case with how we instinctively rationallzar example, Derrida
(1978)claimsthat almost all our thinking, and hence our research, is riddled, if not
vitiated by unjustified or unhelpful privileging of one thing over anotBerrida(1976)
shows that historically, Western philosophy had essentially privileged spd@ch,isv
considered authentic communication, over writing, which is considered a tpamscri
that authentic speech, somewhat like a sedwmrdl report of the original, lacking the
interaction and authenticity that comes with conversation. Just dexkps privileged
over writing,rea®n is privileged over intuition; men for long periods of history, over
women; words over images; or sight over faith (a$lirgelieve it when | see it). In IS
research, we do this when our top journals prefer the safety of positieisgiarch over
other epistemological approaci{&hen & Hirschheim, 2004). Or when we adhere to
proven research script&rover & Lyytinen, 2015pr accepted research gen(Asital

et al., 2017).

Derrida’s point is that this privileging involves the failure to see the merits and
value of the supposedly lesser side of the equation, and that the key counterparts of
what we consider to be lesser is worthy of our attention and even support. To resolve

this problem, Derrida (1978) proposes the notion of deconstruction, a way of thinking
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which dismants any loyalty we might have with any idea and seeking aspects of truth
that may lieburied in its alleged opposite. The uniqueness and messiness of each
situation has to be given its due consideration. And to deconstruct any idea is to admit

that often itis confused and riddled with logical defects.

Relating this discussion back to IS researshreaearchers, we need to admit
that behind every problem, there is not necessarily a perfectly neat solutionedrd ne
be cured from the love of crudemplicity, and the constant craving for them may lie
the root of our problems. As researchers, we need to be comfortable with the
permanentlyscillating nature of wisdonAn admission to this situation aporia,
another term Derrida made famous that msaganpasse or puzzlement, is a state of mind
that Derrida says we should be proud to visit often, because rather than admitting to
being in a state of doubt or confusion, it is a state where we start askingugiasiike
inquiries and embark on a journey of understandiilg the IS field, the management
field too finds a paucity of discussions on these reasoning processes notwithgtaading
massive volumes of researittathave been devoted to rationality and the implications
of cognitive limits(Mantere & Ketokivi, 2013)Despite the vast implications they hold
for all aspects of research including research arguments, theories andrbeori
discussions on logic, rationality and the reasoning process have perhaps betor taken
granted in the IS fieldAs Haberma$1996, p. 306) oncsaid, we should be leveraging
the “unforced force of the better argumemind philosophy provides the necessary

resources for the better argument to prevail.
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Axiology: What isgood and to be valued, and what

should we do and why should wedo it?

Research, bynany accounts, is not just about the nature of reality and how we can
know anything about it, but also about how we evaluate it. We use the term ‘axiology’
here to denote the branch of philosophy that deals with values, including those of ethics,
aesthetis, or religion(Rescher, 2005)The term is not widely used in the IS discourse,
but the topics it covers are of crucial importance. If value is wiates something
desirable, then an understanding of axiology is important for any type of ISctesea
Maximising profits, for example, if this is what an organisatdoes, expresses a
specific set of values which need to be understood for the organisation’s actions to be
plausible. In the field of IS some aspects of axiology are well coveotablg ethics,
whereas others are less prominent. There is relatively little discussioesibietic
values in IS. Allen Le€1991)in his discussion of architecture as a reference discipline
highlighted the importance of aesthetic values. Maybe more importantlyet@sth
values influence the design of IS (Cyr et al., 20660 are therefore of crucial
importance for the field of IS, but remain undesearchedTractinsky, 2004)There is

more explicit discussion of aesthetic values in adjacent fields like human @mput
interaction, for example in terms tie relationship between aesthetics and usability

(Tuch et al.2012) but this debate is not reflected in mainstream IS.

While the discussion of aesthetical values in IS is not well developed, therausha
stronger engagement with ethical values in the IS literatttieics is the philosophical
discipline inteested in questions of right and wrong, good and bad,atadon’t. One

key question of ethics is the basis upon which one can determine what is good, which is
in many cases linked to a metaphysical posifMoore, 1993, p.110Ethics has been a

key concern in philosophy since Antiquity and in maylosophical systems it has
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been the key question (Nussbaum, 20@®)e way ofclassifying ethical theories is by
looking at their relationship to some of the dominant traditions, notably \8thies

duty ethics @leontology and consequeialism. Virtue ethics seeks to answer the
question what is good by focusing on the character of the agent in question. Strongly
associated with classical Greek philosophy and in particular Arigiatistotle, 1934)

virtue ethics locates the good in the reasoned character of the agent who knows to avoid
the extremes to act virtuously. The deontological tradition, on the other hand, looks for
the goodin the motivation of the agent. The key proponent of this type of thinking is
Immanuel Kan(1788; 1797who believed that the agent’s duty can be deduced from
reason. The key formulation of this idea can be found in the Categorical livgé¢hat

holds that one should “Act only on that maxim by which you can at the same time will
that it should become a universal law” (traigin according t¢Bowie, 1999, p. 14)

The third frequently cited stream of ethical theories builds on the insight tha
determining good and bad needs to take into considerations the consequences of acts.
This type of reasoning, often called consequentialist is strongly linked with the

utilitarian tradition and individuals lik®lill (1861) andBentham (1780/2007).

This set of three ethical theories or family of theories does not cover all possibl
theories, but it has been very influential in informing the debate about the ethics of
computing. Considerations of ethics of computing can bedrbaek to the early days

of digital computing(Wiener, 1954). This has led to the development an ongoing
discourse around computer ethi@ynum, 2015; Bynum & Rogerson, 200and
information ethic§Capuro, 2006; Floridi, 1999). The discussion of ethical questions in

IS has been informed to some degree by computer and information ethics but it has also
developed its own flavour of the debate. The probably most prominent contribution to

ethics in IS byMason (1986)who defined the topics of the debate using the acronym
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PAPA (privacy, accuracy, property, accessibility) for years to cam it remains
highly influential. There is a rich history of dealing with ethics in(8ahl, 2012a)
which tends to focus on particular issues such as data protéCtibman & Williams,
2009; Dulipovici & Baskerville, 2007)r professional behavio(&toodley et al., 2010)
(Towell et al., 2004) There is also some debate about ethical theories and their

relevance to 1$Bull, 2009; Mingers & Walsham, 2010; Walsham, 1996).

What all of these ethical discussions in IS have in common and share with most of the
traditional philosophical ethical discourse is an assumption of a relativelgdsiemic

and normative uncertainty. This means that the comsegs of actions are predictable

and that there is a relatively high level of agreement on the principles otaunas as

good or bad. Both of these assumptions are increasingly open to doubt. The rapid spread
of current and emerging ICTs through sociahd the increasing capabilities of these

new technologies render it difficult to ascertain facts and their meahlagion. A good
example of that is the current discussion around artificial intelligence. It iglways

easy to distinguish hype andtfan from factual descriptions and there is often little
agreement on whether novel technologies, such as autonomous cars, are acceptable or

under which conditions they would be.

Another recent phenomenon that puts the assumption that ethical discourse is of a low
epistemic and normative significancehe high rate of consumption of fake news and

its debilitating effectgAllcott & Gentzkow, 2017)This phenomenon not only refers to
epistemological qustions but had a direct impact on what should count as a right and
appropriate course of action. Fake news is closely related to questionsicélpolit

action, given the highly visible use of US president Trump’s use of the term (&enktr

2018). It also spills over into questions of manipulation of the electorate whiclalsever
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organisations are accused of, notably thé company Cambridge Analytiand their
unauthorised use of psychographicsmore thar87 million Facebook users

(Cadwalladr & Grahantdarrison, 2018)Thepsychologist and neuroscientist who

supplied Cambridge Analytica with his research went through a review board and
followed the necessary ethical rules, but nevertheless was not aware thatdhehres

was used for illegal and unethical use a result of these events, ethical rulethay

apply to academicians are being reexamiititorials Nature, 2018Pespite over a
decade of research in privacy and security of information in IS (Acquisti 8s(32066;
Lowry et al., 2017; Posey et al., 2017), we cannot assume that the problem is solved. A

new approach to privacy and security may be necessary to overcome thesgehallen

This “weaponization of information” (Waltzman, 2017)he ability for mass
manipulation by rogue elements to gain an advantage over athevegs the direct link
between the axiological issues of ethics, good and right and politics. This link Was we
accepted in classical philosophy and this traditional link seems to be revived in 21
century sociegechnical reality. However, the field of IS does not seem well equipped to
deal with these challenges. Where in the past the focus of the field may have been
predominantly on organisational use of ICT, the dividing line between organisational,
personal andocietal use is now much more difficult to draw. Similarly, it has become
more difficult to determine what counts as an information system. Uncertaihtysk

have long been a compounding factor of ethical debates, but they are now turning into a

consttutive part of ethics.

This means that ethical questions now require a more expktaphysical and

epistemological discussion. In order to determine what is good, we need to know what

is. And, to make matters worse, these discussions often havenddrtaken before
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there can be certainty concerning the capabilities of new technologies. Ciafratds

of the role thatT play in society would benefit greatly from the expertise that the IS
community has built up over a long period. But this implies t& scholars explicitly
engage with these questions. A better understanding of axiological questiongpd&h hel
scholars to identify relevant positions and contribute to the debate. Even more
importantly, this axiological understanding needs to be embedded in consistent
metaphysical and epistemological positions. This can then inform practical
interventions where axiological insights can be used to inform practicaledetithnat aim

to shape policy, political practice and public discourses.

Moving Forward

It is reasonable to assume that people are rightly confused about the meritsaticapit

and socialism or in the case of IS research, between positivism argbsitinists,
between diversity or unity, between rigor and relevance, between iheavy ad
theorydight research or whatever central issue that's captured the minds of IS
researchers; so we should not rush to any conclusions on these topics before examining
what useful things can be said about both sides of the alleged divide. To conctude tha
one or the other is good or bad, or that one has no relationship to the other is to be

dismissive of the complex and kaleidoscopic nature of life and reality.

This is what writing philosophy is all about. Granted, many important principles
depend on logic, and rational thinking, and rely on language as a means of
communication, but an overreliance on logic, i.e., being overly logocentric, prexents
from understanding other important principles and values that cannot be simply

communicated with logic awvords, but require a treasure of background knowledge and
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the ability to go beyond the logic and embrace equally if not more importantsaspec

life and living. Someone who is capable of solving a mathematical equation tellyus ve
little about that peson’s ability to make a success out of a marriage, business or
academic relationships. Not overly relying on logic doesn’t imply relativism o
incoherence. Coherency is the hallmark of scholarship. What'’s required to open one’s

mind to the possibility of a different but nevertheless coherent thought.

The first step in opening up our minds to alternative thinking is to identify what
Derrida calls theente which everything that is significant refers to. In the case of IS,
the philosophical cergthat has guided IS research for many years was and is
positivism. Although other cereis have attempted to decemit, they have made only
modest progress; thusther research approaches sucimtspretivism or critical
theory can only command a limited amount of influence in structuring how IScksear
proceeds. As Derrida says, with that certhere is a lack of play possible within the
field since everything needs to refer back to that originafe#mt guarantees all the
signifiers’ ontological fixity and stabilityThis traditional understanding goes all the
way back to Descarte’s notion of the cogito that fixes the absolute space fdghiexger
else. It is convenient for researchers because it projects ameatytemplate that can
be easilyimitated and recognized as being the standard method. This tendency towards
a standard method in the form of epistemology is a natural development ofldonfie
the road towards maturithowever, as a result, the meaning of IS research is therefore
fixed to specific resear@drchetypes, bounded and traditional to that eidos (intellectual
character) of the fieldNotwithstanding this preferred orthodgxkere is a greater issue
at stake, that is less a matter of choosing between positivism or otheacps and

more of an attitude towards reseaticht favours the “safe” mechanical research
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approactthat seemingly guarantees results. Such tendencies exists even in hon
positivist research, for as Myers and Klein (2011, p.nt8¢, “We also caution against

our principles being used in a mechanistic manner ... scholars need to exercise their
judgement and discretion in deciding whether, how, and which of the principles should
be applied in angiven research projectSuch a state of affairs engendersrability

for the IS field to be “box breaking,” impactful or innovative in its studies. Thékre w
always be a need to introduce or improve on methods but, at the same time, if those
methods are not applied or applied in a sterile, mechanical manner, progress will be
disproportionally less than the effort expend&sl Roszak (1972, p. 208uccinctly

describes this over-emphasis on method:

The methodologies of a Max Weber or a Freud yield brilliant insights only

in the hands of a Weber or a Freud; in thedsaof lesser talents, they yield
what may be less worth having than the blunders of a great mind. One might
almost suspect that methodology is the preoccupation of mediocrity, the

dullard's great hope of equall) the achievements of the gifted

Writing philosophy is the exact opposite of such a strategy in research, focémer

never be a cookie-cutter way to philosophize. An image of what philosophy in I8 entai
is needed to discourage the kind of mimittrstt Roszak talks about.|#&rnative

reasoning processes are slowly gaining ground in IS research.. Mémggefalternative
reasoning, argumentation and rhetorical styles are being welcomed intditid. |18
special issue in theuropean Journal of Information Syste(Awital et al., 2017) on
“Alternative Genres in Information Systems Research” introduces t&tbenhmunity
various literary and narrative rhetorical styles that are suited fargoiphical
argumentation. These literary and narrative-type argumentation style$, arkibriefly
discussed in this section, are less popular among IS authors, despite theirtgddabil

the subjecmatter of ISthe human and social side of the IS phenomena.
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Synopsis of Articles

Our call for papers for this Special Issue generated considerabgstnteith over 40

submissions, in many varying philosophical topics ranging from metaphyspoes t

discussing the nature of IT and IS, theoriestaedrizing and proposing various

epistemological approaches. The quality of the discourse of the submissions was

impressive and given the limited space allowed for the Special Issue,atchafienge

to choose just six articles. The authors of these six articles eapedsoth senior

scholars in IS as well as younger authors, a result that is verfyigtato witness,

given the goals of Special Issue to encourage younger authors and novel thin®ing in

philosophy. The editors also took pains to ensure that thedgegf the articles in the

Special Issue is accessible to all IS researchers regardless of their bagkgrou

philosophy.
Table2: Summary of Articles
Title Authors Focus Contribution
The IT Artefact and| Mustapha Metaphysics | Offers a solution to the
its Spirit: A Nexus | Cheikh- and axiology | problems surrounding the
of Human Values, | Ammar of IT conceptualization of the IT
Affordances, artefact byintegrating
Symbolic features, symbolic
Expressions, and [T expressions andfafdances
Features into values within a specifie
context thatogetheremerge
as the essence @f in terms
of its “spirit.”
What's in drace? | Paul Beynon- | Metaphysics | Introduces &ross
Making Snse of Davies and disciplinaryPeircean
Tangible Epistemobgy | alternativethat viewsthe IT
Information of IS artefact as an emergeantd
Systems in terms of dynamiclS artefacinstead
PeircearSemiotics of configurablestable
bundles of hardware and
software
Critical Realist Clay Williams | Metaphysics,| Argues for how critical
Scripts for Creative| & Epistemology realism addresses the
Theorizing in Donald Wynn, | and dominant theorizing
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al

Information Jr. Rationality | approaches within IS that
Systems lack diversity and practical
relevance, excessively
borrow, and inadguately
internalize IT
From Sovereign IT | Aurélie Axiology and | Appliesan explicit
Governance to Leclercg Rationality | analogical reasoninig build
Liberal IT Vandelannoitte a foundation based on
Governmentality? A andEmmanuel Michel Foucault’s liberal
Foucauldian Bertin model for research in IT
Analogy governance
Phronesis, Ojelanki Axiology, Discusse$iow a third type of
Argumentation and | Ngwenyama | Rationality | knowledge, Aristtle’s
Puzzle Solving in IS and and phronesis, informs the ethic
Research: Stefan Klein | Epistemology| application of episteme
lllustrating an (sciences) and techne
Approach to (technology and addresses
Phronetic IS the increasingly problematic
Research Practice value conflicts arising from
the embeddedness of IS in
everyday life.
Philosophical Elizabeth Philosophy | Draws on critical theory of
Foundations for Davidson, of technology| technology, in particular
Informing the Mike and Axiology | Feenberg’'s work, to

Future(s) through IS
Research

5> Chiasson, and
Jenifer Winter

demonstrate how IS resear¢

can and should take into
consideration future, using
the example of big data
analysis.

h

The IT Artefact and its Spirit: A Nexus of Human Values, Affordances,

Symbolic Expressions, and IT Features

The synopsis begins with the article thetcdsses the “first philosophy’ metaphysics.

This artick is timely not only becausts philosophicalsubject matters rarely covered

in IS researchbut also because it appliesetaphysicgo inform the debate on the IT

artefact, a core concern thiatnaturally addressed bynetaphysicsThis approach to

understading technology differs fromhow the field traditionally understands

technology —as a bundle of features and secondary qualtieich limits the way of

thinking of technology to only what superficially perceptible. As Heidegg€r977)
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puts it, when we think about a “tree,” we don't just think about holnittéd, or the

about the color of its bark, the essence of the tree goes beyond those features and
secondary qualitied.he ongoing battle between those who reap financial benefits from
deforestationand those who oppose it, understand the relatiorstipeen trees and
climate change and findolace and inspiration in trees, illustrates the difference in
thinking about trees. Similarly, when we think about technology, Heideggeritsays,

“by no means anything technological” ). What Heidegger meamy thisis that we

miss the point when we merely think of technology as just a means to an end. Our
connection to and dependence on technology is much more primal, and consequently,
needs to feature prominently in our research. Technology, as alluded earlier, is not just
technological, it is social, ethical and imbued with spirit, which is the discuss®n th
article explores by linking the technologies secondary qualities and affordaitbes

values and spirit.

What's in a face? Making sense of tangible information systems in terms of

Peircean semiotics

Beynon Davies’ dicle reflects the kind of philosophy thaketlspecial Issue is looking

for, that is the kind that links metaphysics, epistemology, axiology and ratyon#dita
theory that carries implications for many fiel@irce’smetaphysicsests on his logic

or rationality, whereas his epistemology, most famously, his veo$ipragmatisnwas
inspired by Kantian epistemology and ethics. In all of his well-known contributions, be
it semiotics or logic and abductive reasoningg see the crossver from one

philosophical field to another. Beynon Davies’ article folds all of these philosophical
inspirations, andpecifically semiotics, into design science dedonstrates o
Peirce’sconceptualization of the sign brings together inquiry, meaning and fath.

information systems, this pragmadipproach to philosophyg especially pertinent since
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Peirceis well trained in the sciences, especially physics, arabhstantly applies his
philosophy to benefit theciencesBeynon Davies’ article shows how such an approach
benefits design science and informs our understanding of sociomateriality as¢hefc
visual devicesViewed from the perspective that signs are procease=ad of static
hardwaresoftware artefacts, the IS artefact can be research as an emergent

phenomenon.

Critical Realist Scripts for Creative Theorizing in Information Systems

Addressing the perennial issues facing the IS field that demonstrate & theéreity

in theories and theorizing, struggle in balanaieigrence theories witmpirics as well

as bridging with practitioners, amshdequately internalize the informati@cthnology

(IT) artefact intoits research, Williams and Wynn propose critrealism as a potential
solution. Responding to what Grover and Lyytinen call the “dominant epistemic script”
in IS research that tows the line of the status quo, the authors describe thévadterna
ontological and epistemological foundations that ark iotio critical realism, which

links what is observed with causal mechanisms within the observed phenomena through
a logical process of abduction and retroduction (pulling once again on the philosophy of
Peirce) As they present their case, the problem of diversity and the balance between
borrowing theories and empiricsaddressed via critical realism’s retroductive process

of theorizing that forces researchers to find a balance betweedroata theorizing

and existing theories. The study of thetwork of causal mechanispwghich include

the properties and forces embedded in the digital artefacts themselvéss enfalcus

on the technology’s affordances (which links to what the first article discussédtis
ongoing interactions with humamndsocial entities, thereby helping to bridge the

research to practitioner concerns.
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From sovereign IT governance to liberal IT governmentality? A Foucauldian

analogy

Inspired by Michel Foucault’'s concept of governmentalitige-rationality of
governing—teclercgVandelannoitte anBertin apply an explicit analogical reasoning
approach to IT governance to build a solid foundation upon which future research could
grow. In light of recent events such as the email scandals that derailddhtba C
presidential campaign in 201iBe increasing frequency of leaks and data breaahes,
President Trump’s overindulgence of his Twitter account, the issue of ITrgmoe

has become increasingly central to the sqailitical domain Yet, IS research has

made onlymodest progressn what is arguably the weakest link in the overaérnal
corporate governance structBrown & Grant, 2005)The authors qpose and argue

for a liberal model for IT governance based on the Foucauldian concept of power-
knowledge relations that finds a balance between encourfrggginovative and

effective use of IT within corporate environments amntaining regulatorgontrol

and enhancing accountability. This article also demonstrates an innovativeitiggori
process in the form of explicit analogical reasoning that does not rely on oft-used box-
arrow modellingand diagrams anoffers an alternative to developing siarity and

causal relations between core concepts in a theoretical framework. As a resi, core

concepts such as usage are redefined and enhanced.

Phronesis, Argumentation and Puzzle Solving in IS Research: lllustrgtan

Approach to Phronetic IS Resealn Practice

Following from the disruptive and even chaotic consequences of technology on society,
researchers are finding it difficult tceconcile improvements in productivity and
efficiency with increasing value conflicts. Knowledge associated vhi¢h giences

(episteme) and technology (techn&nores the intricate relationships between
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consequences of technology and their implications on the value systems and beliefs of
society. Enter phronesis (practical wisdom), the Aristotelian cateddryowvledgethat
informs the ethical applications of both science and technology, bringing into the
discussion what it means to, in a practical sense, act virtuously. The concept of
phronesis is yet another philosophical concept that cuts acroskéthgivisions ad
categories in IS resear@nd seeks both individual and social weting Phronetic
research cuts across positiyishterpretivist or critical research divisignand
automatically bridges with issues of praxis:; it brings all of their salient points into

view. It is dialogical, nordualistic, reflective, hermeneutic and valaden; yet at the

same time incorporates the principles of empirical analysis that is the bedrock of
positivist science.lts concern with details and particulars makes it amenable to
substantive theory development. Following the manner in which Stephen Toulmin and
Bent Flyvbjerg, and to a lesser extddansGeorg Gadamer develop Aristotle’s
concept of phronesis, the authors study the case of the failure of a Gaigitaed
drug-dispensing infrastructure designed to reduce-gwmpliance amongst patients
using individualized medication blisters. The phronetic analysis of the nandredive
demonstrates how, despite evidence of enhanced effectiveness of the propostd projec
opponents of the project were able to develop a narrative, with its own demonstrable
evidence, to undermine and delegitimize the proposed project, despite clear economic
efficiencies, improved visibility, and prevention of adverse drug interachailisinto

the digital infrastructure.

Philosophical foundations for ifiorming the future(s) through ISresearch

One of the glaring ironies of the study of technology in the IS field is thendefaahy
philosophy of technologyNot surprisingly, IS scholars continue to lament the minimal

attention that the field has paid to technology itg€flikowski & lacono, 2001;
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Akhlaghpour et al., 2013)The article by Davidson, Chiasson & Wintedirectly
addresseghis gap They frame their paper in terms tie responsibilities ofIS
researchers ith regards to the outcomes of their work on sociotechnical practicds
apply Feenberg'$2010a; 2010b¥ritical philosophy of technology that distinguishes
between technologies that embed technical rationality from technoldgieembed
underlying societalzalues, interests, and priorities. They achieve this by drawing on
existing future and foresight studies and integrating those with ideas #mut
potentialty and actuality of technology as developed by Feenberg. These wlech
wereintroduced under the concept of responsible research and innovatio(Stal$

2012b; Stahl et al., 2014ye then illustrated using examples from big data research.

We hope that the set of papers brought together in this specialdissumstrate the
significance and importance of philosophical work in IS. Theawdfrom different
philosophical fields and providenportant bases for existing and future reseaktle.
hope this brief introduction to the potential of philosophy iwif inspire a stream of
research that willocate IS research as a major refereriseipline for studies imovel

and emerging technologies.

References

AAKHUS M, AGERFALK PJ,LYYTINEN K AND TE'ENI D (2014) Symbolic action research
in information systems: Introduction to the special isMI&. Quarterly38(4),
1187-1200.

AcQUISTIA AND GROSSR (2006) Imagined communities: awareness, information
sharing, and privacy on the FacebookPtivacy Enhancing Technologies: 6th
international workshop, PET 2006p. 36-58, Springer, Cambridge.

AKHLAGHPOUR S,WuU J,LAPOINTE L AND PINSONNEAULT A (2013) The ongoing quest
for the IT artifact: Looking back, moving forwardburnal of Information
Technology28(2), 150-166.

ALLCOTT H AND GENTZKOW M (2017) Social media and fake news in the 2016 election.
Journal of Economic Perspectiva$(2), 211-236.

ALTER S (2015) The concept of ‘IT artifact’ has outlived its usefulness and should be
retired now.Information Systems Journab(1), 47—60.

32



ARISTOTLE (1934)Nicomachean EthicSranslated byRACKHAM H. William
Heinemann Ltd, London.

ARISTOTLE (1998)MetaphysicsTranslated by AwsoN-TANCRED H. Penguin Group,
New York.

AVITAL M, MATHIASSEN L AND SCHULTZE U (2017) Alternative genres in information
systems researckuropean Journal of Information SysteB&3), 240-247.

BASKERVILLE RL AND MYERSMD (2002) Information systems as a reference discipline.
MIS Quarterly26(1), 1-14.

BENBASAT |, GOLDSTEIN DK AND MEAD M (1987) The Case Research Strategy in
Studies of Information System¥llS Quarterly11(3), 369-386.

BENTHAM J (1780/2007An Introduction to the Principles of Morals and Legislation
Dover Publications, Inc., Mineola, NY.

BoOELL SK (2017) Information: Fundamental positions and their implications for
information systems research, education and pradtift@mation and
Organization27(1), 1-17.

BORGMANN A (1984)Technology and the Character of Contemporary Life: A
Philosophical InquiryUniversity of Chicago Press Chicago.

Bowie NE (1999)Business Ethics: A Kantian Perspectiwiley-Blackwell, New
York.

BROWNAE AND GRANT GG (2005) Framing the frameworks: A review of IT
governance researcdBommunications of the Association for Information
Systemd5(1 Art 38), 696-712.

BuLL C (2009) A review of ethical theory in the “upper echelons” of information
systems research. Rrocealings of the 17th European Conference on
Information Systems (ECIS 2009erona, Italy.
http://aisel.aisnet.org/ecis2009/9

Bynum T (2015) Computer and Information Ethi&anford Encyclopedia of
Philosophy Metaphysics Research Lab, Stanford University, Stanford, CA,
https://plato.stanford.edu/archives/win2016/entries/ethics-computer/

BYNUM TW AND ROGERSONS (Eds.) (2003 omputer Ethics and Professional
ResponsibilityWiley-Blackwell, New York.

CADWALLADR C AND GRAHAM-HARRISONE (2018) Revealed: 50 million Facebook
profiles harvested for Cambridge Analytica in major data bréldod Guardian
Sat 17, March 2018, London, UK,
https://www.theguardian.com/news/2018/mar/17/cambratt@yticafacebook
influence-uselection

CAPURROR (2006) Towards an ontological foundation of information etlitsics and
Information Technolog®(4), 175-186.

CHEN'W AND HIRSCHHEIMR (2004) A Paradigmatic and Methodological Examination
of Information Systems Research from 1991 to 2Q@fbrmation Systems
Journal 14(3), 197-235.

Cook TD AND REICHARDT CS (Eds.) (1979 ualitative and Quantitative Methods in
Evaluation Researctsage, Beverly Hills.

CRESWELLJW (2003)Research Design: Qualitative, Quantitative and Mixed Methods
ApproachesSAGE Publications, Thousand Oak3A.

CROTTY M (1998) The Foundations of Social Resear8lage, Thousand Oaks.

CULNAN MJ AND WiLLIAMS CC (2009) How ethics can enhance organizational privacy:
Lessons from the ChoicePoint and TJX data breadh&Quarterly33(4),
673-687.

33


http://aisel.aisnet.org/ecis2009/9
https://plato.stanford.edu/archives/win2016/entries/ethics-computer/
https://www.theguardian.com/news/2018/mar/17/cambridge-analytica-facebook-influence-us-election
https://www.theguardian.com/news/2018/mar/17/cambridge-analytica-facebook-influence-us-election

CYR D, HEAD M AND IVANOV A (2006) Design aesthetics leading tdagalty in mobile
commercelnformation & Managememn3(8), 950-963.

DARWIN C (1859)On the Origin of Specie§dohn Murray, London.

Davis FD, Jr. (1986) A technology acceptance model for empirically testing new end-
user information systems : theory and res@tsan School of Management
Massachusetts Institute of Technology, Cambridge, MA.

DERRIDA J (1976)Of GrammatologyJohns Hopkins UniversitPress, Baltimore, MD.

DERRIDA J (1978)Writing and differenceUniversity of Chicago Press, Chicago, IL.

DESCARTESR (1630) Letter to Mersenne, April 15, 1630, Jonathan Bennett,
http://www.earlymoderntexts.com/assets/pdfs/descartes1619. 1.pdf

DESCARTESR (1641/2014René Descartes: Meditations on First Philosophy: With
Selections from the Objections and Repliganslated bYCOTTINGHAM J.
Cambridge University Press, CambrgdJK.

DESCARTESR (1644/1983}rinciples of PhilosophyReidel Dordrecht, Holland.

DuBE L AND PARE G (2003) Rigor in Information Systems Positivist Case Research:
Current Practices, Trends, and Recommendathis. Quarterly27(4), 597-

635.

DuLipoviCl A AND BASKERVILLE R (2007) Conflicts between privacy and property: The
discourse in personal and organizational knowledigernal of Strategic
Information Systems6(2), 187-213.

Dusek V (2006) The Philosophy of Technolagyiackwell Publishing, Malden, MA.

EDITORIALS NATURE (2018) Digital trustNature555, 560.

ELLuL J (1973)The Technological Societlfred A. Knopf, New York.

ENGEL SM (1999)With Good Reason: An Introduction to Informal Fallacigs
Martin's Press, New York.

EvaNs JSBTAND OVER DE (1996)Rationality and Reasoningsychology Press, Hove,
UK.

FEENBERGA (1991)The Critical Theory of Technolog®xford University Press, New
York.

FEENBERGA (2010a)Between Reason and Experience: Essays in Technology and
Modernity. MIT Press, Cambridg MA.

FEENBERGA (2010b) Ten paradoxes of technolo@echnél4(1), 3-13.

FISHBEIN M (1961) An investigation of the relationship between beliefs about an object
and the attitude toward that object, University of California, Los Angeles.

FISHBEIN M (1963) An investigation of the relationship between beliefs about an object
and the attitude toward that objelduman Relation46(3), 233-240.

FISHBEIN M AND AJZENI (1972) Attitudes and opinion&nnual Review of Psychology
23(1), 487-544.

FISHBEIN M AND AJZENI (1975)Belief, Attitude, Intention and Behaviéddison-
Wesley, Reading, MA.

FLORIDI L (1999) Information ethics: On the philosophical foundation of computer
ethics.Ethics and Information Technologyl), 37-56.

FLORIDI L (2002) What is the philosophy of informatiohfeétaphilosophyd3(1/2), 123-
145.

FLORIDI L (2011)The Philosophy of Informatio®xford University Press, New York,
NY.

FoucauLT M (1980) Power/Knowledge : Selected Interviews and Other Writings,
1972-1977Pantheon Books, New York.

FRENKEL CKAS (2018) Facebook says Cambridge Analytica harvested data of up to 87
million usersNew York TimesApril 4,

34


http://www.earlymoderntexts.com/assets/pdfs/descartes1619_1.pdf

https://www.nytimes.com/2018/04/04/technology/mauckerbergestify-
congress.html

GARBERM (2013) Ghost army: The inflatable tanks that fooled Hitléie Atlantic
April 10, 2018, https://www.theatlantic.com/technology/archive/2013/05/ghost-
armythe-inflatabletanksthatfooled-hitler/276137/

GaucH HG (2003)Scientific Method in Practic€ambridge University Press,
Cambridye, UK.

GLASERBG (1978)Theoretical Sensitivity: Advances in the Methodology of Grounded
Theory The Sociology Press, Mill Valley, CA.

GREGORS (2006) The nature of theory in information systeMi§ Quarterly30(3),
611-642.

GROVERV AND LYYTINEN K (2015 New State of Play in Information Systems
Research: The Push to the EddéES Quarterly39(2), 271-296.

HABERMAS J (1971)Toward a Rational Society: Student Protest, Science and Politics
Beacon Press, Boston.

HABERMAS J (1981)Theorie des Kommunikativeidandelns, Suhrkamp.

HABERMAS J (1996)Between Facts and Norms: Contributions to a Discourse Theory of
Law and DemocracWMIT Press, Cambridge, MA.

HACKING | (1983)Representing and Intervening: Introductory Topics in the Philosophy
of Natural ScienceCambridge University Press, Cambridge.

HASSANNR (2011) Is information systems a discipline? Foucauldian and Toulminian
insights.European Journal of Information Systeft{4), 456-476.

HASSANNR (2014) Paradigm lost ... paradigm gained: a hermeneutical rejoinder to
Banville and Landry’s ‘Can the Field of MIS be Disciplined2iuropean
Journal of Information Systen28(6), 600-615.

HASSANNR AND MINGERSJC (in print) Reinterpreting the Kuhnian paradigm in
information systemslournal of the Association for Information Systems

HEIDEGGERM (1977) The Question Concerning Technology, and Other Esslyper
& Row, New York.

HEVNERAR, MARCH ST,PARK JAND RAM S (2004) Design Science in Information
Systems ResearchllS Quarterly28(1), 75-105.

HIRSCHHEIM R AND KLEIN HK (2012) A glorious and nate-short history of the
information systems fieldlournal of the Association for Information Systems
13(4), 188-235.

HIRSCHHEIMRA (1985) Information systems epistemology: an historical perspective. In
Research Methods in Information Systepps 1336, Elsevier Science
Publishers B.V.

IHDE D (1979)Technics and Praxi®. Reidel Publishing Company, Boston.

IHDE D (1990)Technology and the Lifewotlthdiana University Press, Bloomington,

IN.

IHDE D (1993)Philosophy of Technology: An Introductid®aragon House, New York.

INTRONA LD (2003) Disciplining information systems: Truth and its regiriesopean
Journal of Information Systeni(3), 235-240.

JAMES W (1907)PragmatismProject Gutenberg.

KAMINSKA | (2018) A lesson in fake news from the id@rs of ancient Rome,

Financial TimesJanuary 17, Accessed April 10, 2018, available from
https://www.ft.com/content/aaf2bb@R:a211e686acf253db7791cb6

KANT | (1788)Kritik der praktischen VernunfReclam, Ditzingen.

KANT | (1797)Grundlegung zur Metaphysik der Sitt&eclam, Ditzingen.

35


https://www.nytimes.com/2018/04/04/technology/mark-zuckerberg-testify-congress.html
https://www.nytimes.com/2018/04/04/technology/mark-zuckerberg-testify-congress.html
https://www.theatlantic.com/technology/archive/2013/05/ghost-army-the-inflatable-tanks-that-fooled-hitler/276137/
https://www.theatlantic.com/technology/archive/2013/05/ghost-army-the-inflatable-tanks-that-fooled-hitler/276137/
https://www.ft.com/content/aaf2bb08-dca2-11e6-86ac-f253db7791c6

KEENPGW (1980) MIS research: reference disciplines and a cumulative tradition. In
International Conference on Information Systems (IQMB)LEAN E, Ed), pp. 9-
18, ACM Press, Philadelphia, PA

KELVIN WT, TAIT PGAND DARWIN GH (1888)Treatise on Natural Philosophy
Cambridge University Press, Cambridge, UK.

KLEIN HK AND MYERSMD (1999) A set of principles for conducting and evaluating
interpretive field studies in information systedS Quarterly23(1), 67-94.

KUHN T (1962)The Structure of Scientific Revolutiotmiversity of Chicago Press,
Chicago.

KUHN TS (1957)The Copernican Revolution: Planetary Astronomy in the Development
of Western ThoughHarvard University Press, Cambridge.

LANKTREE G (2018) Nobel prize-winning economist calls Trump ‘2,6@0nan’ after
getting ‘fake news’ awardyewsweekMarch 25, 2018,
http://www.newsweek.com/nobglze-winning-economistallstrump-2000-
lie-manaftergettingfake-news784497

LEARJ (1988)Aristotle: The Desire t&JnderstandCambridge University Press, New
York.

LEEAS (1989) A Scientific Methodology for MIS Case StudiedS Quarterly13(1),
33-52.

LEEAS (1991) Architecture as a Reference Discipline for MISnformation Systems
Research: Contemporary Approaches and Emergent TradifMiBSENH-E,
KLEIN HK AND HIRSCHHEIMR, EdS), pp. 573-592, Elsevier North-Holland,
Amsterdam.

LEEAS (2010) Retrospect and prospect: information systems research in the last and
next 25 yearsJournal of Information Technolog5(4), 336-348.

LEEAS AND HUBONA GS (2009) A scientific basis for rigor in information systems
researchMIS Quarterly33(2), 237-262.

LowRy PB,DINEV T AND WILLISON R (2017) Why security and privacy research lies at
the centre of the information systemS)(hrtefact: proposing a bold research
agendaEuropean Journal of Information Syste2&6), 546-563.

MANTERE SAND KETOKIVI M (2013) Reasoning in organization scienteademy of
Management Revie@8(1), 70-89.

MARCUSEH (1964)One Dimensional Man: Studies in the Ideology of Advanced
Industrial SocietyBeacon Press, Boston.

MARKUS ML AND ROBEY D (1988) Information technology and organizational change:
Causal structure in theory and resealdanagement Scien@(5), 583-598.

MARKUS ML AND RowE F (forthcoming) Is IT changing the world? Conceptions of
causality for information systems theorizibglS Quarterly

MASONRO (1986) Four ethical issues of the information adkS Quarterly(March),
12-May.

MASONROAND MITROFFII (1973) A Program for Resezh on Management
Information SystemdManagement Sciend®(5), 475487.

MCGRANAHAN C (2017) An anthropology of lying: Trump and the political sociality of
moral outrageAmerican Ethnologist4(2), 243—-248.

MCcKINNEY EH, JR. AND Y0O0SCJ(2010) Informatiorabout information: A taxonomy of
views.MIS Quarterly34(2), 329-344.

MERTONRK (1957) Priorities in scientific discoverfimerican Sociological Review
22(6), 635-659.

MiLL JS(1861)Utilitarianism. Hackett Publishing Company, Inc., Indianapolis, IN.

36


http://www.newsweek.com/nobel-prize-winning-economist-calls-trump-2000-lie-man-after-getting-fake-news-784497
http://www.newsweek.com/nobel-prize-winning-economist-calls-trump-2000-lie-man-after-getting-fake-news-784497

MINGERSJ (2001) Combining IS Research Methods: Towards a Pluralist Methodology.
Information Systems Researt®(3), 240-259.

MINGERSJ (2003) The paucity of multimethod research: a review of the information
systems literaturénformation Systems JournaB(3), 233-249.

MINGERSJ (2004) Paradigm Wars: Ceasefire Announced Who Will Set Up the New
Administration.Journal of Information Technologh9(3), 165-171.

MINGERSJAND STANDING C (2017) What is information? Toward a theory of
information as objective and veridicdburnal of Information Technology
https://doi.org/10.1057/s41265-017-0038-6

MINGERSJAND WALSHAM G (2010) Toward ethical information systems: The
contribution of discourse ethidsllS Quarterly34(4), 833-854.

MINGERSJC (1995) Information and meaninfpundations for an intersubjective
accountInformation Systems Journa(4), 285-306.

MiTcHAM C (1991) Thinking through Technology: The Path between Engineering and
Philosophy The University of Chicago Press, Chicago.

MOOREGE (1993)Principia Ethica: With the Preface to the Second Edition and Other
Papers Cambridge University Press, Cambridge, UK.

MUMFORD E, HIRSCHHEIMRA, FITZGERALD G AND WOOD-HARPERAT (Eds.) (1985)
Research Methods in Information Systems, Proceedings: IFIP WG 8.2
Colloquium, Manchester, 1-3 September, 1%¥8devier Science Publishers B.
V., North Holland.

MYERSMD AND KLEIN HK (2011) A set of principles for conducting critical research in
information systemaviIS Quarterly35(1), 17-36.

NEWTONI (1687)Philosophige Naturalis Principia Mathematica (The Mathematical
Principles of Natural PhilosophyJoseph Streater for the Royal Sogie
London.

NussBauMMC (2009)The Therapy of Desire Theory and Practice in Hellenistic Ethics
Princeton University Press, Princeton, NJ.

ORLIKOWSKI WJAND BAROUDI JJ(1991) Studying information technology in
organizations: research approaches and assumgtéosnation Systems
Researcl2(1), 1-28.

ORLIKOWSKI WJAND IACONOCS(2001) Research commentary: desperately seeking the
IT in IT researcha call to theorizing the IT artifadinformation Systems
Researcil2(2), 121-134.

PoPPERKR (1966)The Open Society and Its Enemies, Vol. 2: Hegel, Marx, and the
Aftermath Princeton University Press, Princeton, CA.

PoOseY C, RAaJA U, CROSSLERREAND BURNSAJ (2017) Taking stock of organisations’
protection of privacy: categorising and assessing threats to pysona
identifiable information in the USAEuropean Journal of Information Systems
26(6), 585-604.

REICHARDT CSAND RALLIS SF(1994)The QualitativeQuantitative Debate: New
PerspectiveslosseyBass Publishers, San Francisco, CA.

RESCHERN (2005)Value Matters: Studies in Axiolog@ntosVerlag, Frankfurt.

Roszak T (1972)Where the Wasteland Ends; Politics and Transcendence in
Postindustrial Societypoubleday, Garden City, N.Y.

SARKER SAND LEEAS (2002) Using a Positivist Case Research Methodology to Test
Three Competing Theorigs-Use of Business Process Redesigurnal of the
AIS2(7),

SCHRODINGERE (1945)What is Life?: The Physical Aspect of the Living Cell
Cambridge University press, Cambridge, UK.

37


https://doi.org/10.1057/s41265-017-0038-6

ScHWARTzZ DG (2011) An Aristotelian view of knowledge for knowledge management.
In Encyclopedia of Knowledge ManagemguaHwARTzZ DG AND TE'ENI D,

Eds), pp. 39-48, IGI Global, Hershey, PA.

SPINOZABD (1663/1961)The Principles of Descartes’ Phdophy The Open Court
Publishing Company, La Salle, IL.

StAHL BC (2012a) Morality, Ethics, and Reflection: A Categorization of Normative IS
ResearchJournal of the Association for Information Systetig8), 636-656.

StAaHL BC (2012b) Responsible research and innovation in information systems.
European Journal of Information Systefiq3), 207-211.

StAHL BC, EDEN G, JROTKA M AND COECKELBERGHM (2014) From computer ethics to
responsible research and innovation in ICT: The transition of reference
discoursesnforming ethicsrelated research in information systeingormation
& Management1(6), 810-818.

STEWART E (2018) What the government could actually do about FacebaskApril
10, Vox Media, Inc., Accessed April 11, 2018, available from
https://www.vox.com/policyandpolitics/2018/4/10/17208322/faceboakark
zuckerberecongresdestimonyregulation

STOODLEY |, BRUCEC AND EDWARDS S (2010) Expanding ethical vistas of IT
professionalsinformation Systems Frontiefi®(4), 379-387.

TEICHMAN JAND EVANS KC (1995)Philosophy: A Beginner's Guidé/iley-Blackwell
New York.

ToOwELL E, THOMPSONJB AND MCFADDEN KL (2004) Introducing and developing
professional standards in the information systems curricuttinics and
Information Technolog®$(4), 291-299.

TRACTINSKY N (2004) Toward the Study of Aesthetics in Information Technology. In
International Conference on Information Systems (ICIS 2004), Dec,i#15
771-780, Washington DC

TucHAN, RoTH SP,HORNBAKK, OPWISK AND BARGAS-AVILA JA (2012) Is beautiful
really usable? Toward understanding the relation between usability, asstheti
and affect in HCIComputers in Human Behavi@B(5), 1596—-1607.

VENKATESHV, BROWN SAND BALA H (2013) Bridging the Qualitativ&uantitative
Divide: Guidelines for Conducting Mixed Methods Research in Information
SystemsMIS Quarterly37(1), 21-54.

VERBEEKP-P (2011Moralizing Technology: Understanding and Designing the
Morality of Things University of Chicago Press, Chicago.

WALSHAM G (1995) Interpretive case studies in IS research: Nature and method.
European Journal of Information Systef(), 74-81.

WAaALsHAM G (1996) Ethical theory, codes ohgts and IS practicénformation Systems
Journal 6(1), 69-81.

WALTzZMAN R (2017) The weaponization of information: The need for cognitive
security, The RAND Corporation, Santa Monica, CA,
https://www.rand.org/pubs/testimonies/CT473.html

WASTELL D AND WHITE S (2010) Facts, myths and thoughyles... and a rallying cry
for civic engagementlournal of Strategic Information Systed®(4), 307-318.

WEBERM (1978)Economy and Society: An Outline of Interpretive Sociology
University of California Press, Berkeley, CA.

WIENERN (1954)The Human Use of Human Being®ughton Mifflin Co., Boston.

WiLLcocks L (2004) Foucault, power/knowledge and information systems:
reconstructing the present. $ocial Theory and Philosophy for Information

38


https://www.vox.com/policy-and-politics/2018/4/10/17208322/facebook-mark-zuckerberg-congress-testimony-regulation
https://www.vox.com/policy-and-politics/2018/4/10/17208322/facebook-mark-zuckerberg-congress-testimony-regulation
https://www.rand.org/pubs/testimonies/CT473.html

System$MINGERSJAND WILLCOCKS L, Eds), pp. 238-296, Wiley, Chichester,
West Sussex, England.

WINNER L (1977)Autonomous technology : Techniost-of-Control as a Theme in
Political ThoughtMIT Press, Cambridge, MA

WINNER L (1989)The Whale and the Reactor : A Search for Limits in an Age of High
TechnologyUniversity of Chicago Press, Chicago.

39



	Introduction
	Philosophical Interventions in the IS Discourse
	Philosophical questions in IS: history, current work and research agendas
	Metaphysics: The First Philosophy
	Epistemology: Why do we think we know and the problem of epistemology in IS

	Logic, Rationality and the Reasoning Process
	Axiology: What is good and to be valued, and what should we do and why should we do it?
	Moving Forward
	Synopsis of Articles
	The IT Artefact and its Spirit: A Nexus of Human Values, Affordances, Symbolic Expressions, and IT Features
	What's in a face? Making sense of tangible information systems in terms of Peircean semiotics
	Critical Realist Scripts for Creative Theorizing in Information Systems
	From sovereign IT governance to liberal IT governmentality? A Foucauldian analogy
	Phronesis, Argumentation and Puzzle Solving in IS Research: Illustrating an Approach to Phronetic IS Research Practice
	Philosophical foundations for informing the future(s) through IS research

	References

