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Abstract—In the human rights domain, there is need
to filter, efficiently classify and prioritize the types of
violation endured by victims in order to provide the
necessary rehabilitation and support. However, the domain
is dominated by unstructured data either from victims’
accounts, doctors’/professionals’ reports or available on
line. Manual classification still prevails in this domain
which is extremely time consuming and slow. This is a
problem for non-government operated charities. To this
end we have explored the application of the co-training
algorithm in order to improve the performance of a
semi-supervised learning algorithm by incorporating large
amounts of unlabeled data into the training data set.
However, it remains challenging to apply co-training on the
data without two independent and self sufficient views.This
paper puts forth a method of randomly dividing the
available features to apply matrix factorization so as to
discover latent features underlying the interactions between
different kinds of entities present in a single view dataset.
These labeled views balance the biased information in
the dataset, but still satisfy the co-training assumptions.
Alongside, the views are constrained such that pairs of
labeled views create weak classifiers which in turn increase
the prediction accuracy when combined. In the majority
of cases, any classification tries to connect a single class
to each sample or object. However, in the human rights
domain, a victim can be subjected to more than one type of
violation or abuse. This is multi-label classification where
a sample can be assigned to more than one class. This
paper aims to address all these aspects by bringing together
a semi supervised classification model that relies on the
effectiveness of matrix collaborative filtering in order to
classify stories narrated by victims into one or more types
of human rights abuses. Experimental results demonstrate
the efficiency of this approach when applied on real-world
stories from different victims.

Index Terms—semi-supervised learning; co-training;
multi-label classification; matrix factorization; human
rights violations;

I. INTRODUCTION

Although the massive growth of the Internet has pro-
vided access to unprecedented levels of data and infor-

mation, typically such information is not well organised
and this has resulted into the demand for structuring and
systematizing data and information and how these are
presented. Information retrieval, artificial intelligence,
machine learning and user profiling techniques aim to
make searching for documents efficient and more accu-
rate in domains ranging from the public sector to general
search on the web. However the application of such
techniques is still lagging behind in the domain of human
rights. Technology could potentially help in gathering
new and different kinds of information to document
human rights violations, especially in areas that are
not safe and even inaccessible. Big Data analytics can
use this data to analyze key trends and provide early
warnings for critical issues before they occur, aiding the
prevention and rapid response to humanitarian disasters.

Amongst the key areas in the human rights domain,
classifying violations can be seen as a potential area
where principles of artificial intelligence and machine
learning can be deployed in order to assist recovery,
progress and overall rehabilitation of victims and sur-
vivors from war-ridden or hate crime affected areas. For
any learning tasks, while it is very expensive to obtain
a sufficient amount of labeled data, unlabeled can be
acquired comparatively easier and they are typically in
abundance. The co-training algorithm [1], which is a
semi-supervised learning approach, attempts to blend the
insufficient labeled data and a large amount of unlabeled
data to achieve better learning performance by train-
ing two classifiers from two conditionally independent
and separate sets of labeled data. But it is difficult
to segregate the survivor stories into such independent
views, thus limiting the scope of the co-training model.
According to [2], he proposes a greedy algorithm that
the independence assumption on the views is discounted
for, then co-training would still be applied under a
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weaker independence assumption as effective as its
conditional independence counterpart. His method is to
maximize agreement on unlabeled data, which produces
good results in a co-training algorithm for classification.
Therefore an attempt is made in this paper, to randomly
split the single-view data set into two views based on
the labels and make the assumption that each view
formed is self-sufficient for correct classification. The
labeled and unlabeled data is computed into lower rank
factorizations using a Singular Value Decomposition
(SVD) which characterizes both stories and labels by
vectors of factors inferred from label ranking patterns.
Most of the classification problems investigated by ma-
chine learning algorithms are single-label classification
problems. However, since a victim can be subjected to
more than one violation, this paper extends the scope
of the co-training model to multi-label classification.
Experimental results on a real text dataset which is a
collection of survivor stories collected by scraping the
web, show that this approach attains better performance
in contrast to some existing classification methods.

The rest of the paper is organized as follows: Section
II, describes the research and work done using similar
techniques of data mining and machine learning in
various domains. Section III covers the technical details
and the method used for the approach. The overview of
the datasets followed by experimental findings is covered
in Section IV. Section V discusses future work and the
conclusions.

II. RELATED WORK

A. Co-training

Acknowledging the growing concern of having insuf-
ficient labeled data set to label and organize extensive
unstructured data collected over the Internet in several
domains, Blum and Mitchell [1] attempt to increase
the amount of the labeled dataset using large amounts
of the available unlabeled data with their proposition
of the co-training algorithm. The co-training algorithm
works by generating two classifiers trained on the input
labeled data, which are then used to tag new unlabeled
data. From this newly labeled data, the most confident
predictions are added to the set of labeled data. In
natural language learning, co-training has been applied
to statistical parsing [3], reference resolution [4], part of
speech tagging [5], and others, and has generally been
found to bring improvement in cases where no additional
unlabeled data are used.

The efficiency of the co-training algorithm per [1]
relied on the conditional independence of the views that

the training data could be split into. However in recent
times, [2] demonstrated that overlooking the conditional
independence of the views still maintained the effective-
ness of the co-training algorithm. This was achieved by
deploying a greedy algorithm that works under a weaker
independence assumption to produce good results in
labeling the data. This works as an added advantage
for the model this paper is trying to put forth as it
is extremely challenging to split a survivor stories into
two conditionally independent views. In the sections that
follow, this paper shows how to achieve new labels to
tag unlabeled stories by relaxing the criteria and dividing
the training dataset based on the number of discovered
features.

B. Multi-label Classification

A simple classification problem is to categorize the
given corpus into the available labels. Therefore clas-
sification can be based on the number of labels that
can be assigned to any given sample. In some cases
with mutually exclusive labels the classifier tends to
classify the sample into just one label. This is single-
label classification. When such classification is applied to
victim stories (the focus of this paper), it leads to a single
type of violation. This may result in incorrect medical
care or reducing the chance of proper rehabilitation of
the victim. Therefore it is important to look at victims’
stories and categorize their narration into more than one
violations which has led us to focusing on multi-label
classification where each sample can be simultaneously
associated with more than one class. As seen from recent
studies, text classification is the primary scope for multi-
label classification techniques [6], [7], [8], [9]. However,
it is also finding significant applications in areas like bio-
informatics [10], [11], [12],medical diagnosis [13], and
scene classification [14], [15].

Using this approach benefits the subject of this paper
because it focuses on specific supervised algorithms like
SVC (kernel=linear), Decision Trees, K-Nearest Neigh-
bours, which results in a better performance than its
algorithm-independent counterparts like Instance based
and Label decomposition.

C. Matrix factorization

Recommendations based on matrix factorization (MF)
as proposed by Karen et al. [16] have achieved ac-
ceptable results for prediction ratings in cases where
there is are partial ranked data. This is achieved by
implementing low-rank matrix factorization [17], [18],
[19] for the latent factor model that tries to find hidden
patterns between the user matrix and the item matrix to
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predict the user’s ratings on previously unrated items.
This method of recommendation has been used across
many domains where users do not search reviews directly
but are suggested products that would best match some
definition of preference [20]. Current recommendation
systems, such as the ones used by Netflix [21] or
Amazon [22], rely on ratings to make recommendations.
Another well known study area for recommendation
using matrix factorization is analyzing different types
of beers in [23]. Patterns can emerge which suggest the
reasons why some people like the smell and taste of one
beer and totally avoid others.

The ability of the method to be used on any domain
benefits our approach in this paper because recommen-
dations from the recommender system can be used to
emphasize the different violations the unlabeled victim
stories depict, by finding similar stories in the training
set. This would help in labeling the unlabeled story
according to the highest ranked labeled similar story and
thus adding the newly identified labels to the labeled data
and align with the principle of the co-training algorithm.

D. Human Rights

With the progress of technology and wider availability
of mobile phones and other devices, it has become
relatively easier to document, report, and monitor human
rights violations, and subsequently analyze patterns and
trends. Human rights research is venturing into utilizing
the full potential of Big Data and Artificial Intelligence
to try and address the challenges and difficulties faced
in this domain due to the sensitivity of the subject. Al-
though efforts are continuous, work in this area requires
considerable resources with respect to time, financial
investment, and expertise. Researchers have progressed
with finding solutions for some of these issues [24],
[25], [26], but there is an inherent need to strengthen
the existing regulatory frameworks and have a human
rights approach to the risks and limitations of using Big
Data and this paper aims to support work in this area.

III. METHOD

A. Matrix factorization

With competition between internet-based organisa-
tions such as for instance Amazon, Netflix and Youtube
intensifying, maintaining and increasing user satisfac-
tion so that users can remain loyal is of paramount
importance; typically exemplified through relating their
preferences to the items they view, rank, shop and like.
Organisations commonly use recommender systems that
can analyze the trends or patterns exhibited by the user

and associate the next best items for them. Such systems
are based on two distinct methods:

• Content-based Filtering [27], which creates a profile
for each user or product to characterize them;

• Collaborative Filtering [28], which relies on past
user activities without any profile creation.

In this paper, the collaborative filtering method is
exploited to find hidden and less explicit relationships
between a few victim survivor stories that were labeled
by experts in the human rights domain. The other reason
to focus on this approach is because this method, being
domain independent, can identify latent features underly-
ing between two different kinds of stories and determine
if they are similar or not. Collaborative filtering has two
additional models, nearest neighbourhood model and the
latent factor model, that can provide recommendations.
Although the neighbourhood model assesses the user
interaction with the preferred items based on items
within the same neighborhood, this paper is making use
of the second model where emphasis is given to users
and items equally. This is because there is no direct
relation that can be established between a story and the
label based on the intensity, duration and other such
factors that determine the level of abuse faced by the
victim. Matrix factorization derives from the latent factor
model and this paper takes advantage of this approach to
compute additional labels using the small labeled dataset
to classify the violations.

The idea behind this model is that in its basic form,
both items and users (in this case, stories and labels)
are distinguished by feature vectors based on trends and
patterns, and that there must be some relationship in
which the user (story) rates a particular item (label). In
the current labeled dataset, the experts have rated some
of the stories against each label but left the rest empty.
The task now is to rate the remainder of the stories
to predict ratings for new stories in order to classify
them from the unlabeled set. Placing the stories and their
labels in a two-dimensional matrix would help create a
vector that describes the marked and unmarked stories
that reveal the missing data. Applying this to the sparsely
labeled set of victim stories and their respective rankings,
the initial matrix for stories with their labels would look
as shown in figure 1.

In figure 1, there are 14 unique story lines, each having
7 labels ranked from 1-10 (1-lowest to 10 -highest).
Those which are marked as 0 are the ones which are
not rated by the experts.
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Fig. 1. Matrix of user stories labeled by human rights experts.

B. Ranking

Matrix factorization models map both users and items
to a joint latent factor space of dimensionality f , such
that user-item (story-label) interactions are modelled as
inner products in that space. Let R of size |U | × |D|
be the matrix that contains all the ratings that the users
(story) have assigned to the items. The task is to discover
K latent features by finding out two matrices P(a|U | ×
Kmatrix) and Q(a|D |×Kmatrix) such that their product
approximates R:

R ≈ P ×QT = R̂ (1)

In this way, each row of P would represent the
strength of the associations between a user (story) and
the features. Similarly, each row of Q would represent
the strength of the associations between an item (label)
and the features. To get the prediction of a rating of an
item (label) dj by ui , the dot product of the two vectors
corresponding to ui and dj is calculated:

r̂i j = pTi qj =

k∑
k=1

pikqk j (2)

However, in the above case, the chances of over-fitting
the features is high. In order to reduce over-fitting and
penalize complexities (if any), λ is added in as constant
to control the regularization as follows:

e2
i j = (ri j −

K∑
k=1

pikqk j)2 +
λ

2

K∑
k=1
(| |P | |2 + | |Q | |2) (3)

This constant, controls the magnitudes of the feature
vectors of U and D to obtain a good approximation. This
is applied to the sparsely labeled set of victim stories and
their respective rankings and is re-executed to generate
P and Q. Once P and Q are derived from R, their dot
product is taken to produce the predicted ratings for the
missing values.

Figure 2 describes how each story (by its id) is
categorized by ranks into 7 different types of violations.

There are some gaps seen in the figure, this means
that these labels are either not ranked or have a very
low rating. Hence, the task of predicting the missing
ratings can be considered as filling in the blanks so that
the values would be consistent with the existing ratings
in the matrix to generate a robust training set for the
classifiers to be trained on.

Figure 3 is the output of the dot product P and
Q, whereP and Q are derived from the initial matrix
shown in Figure 1. As seen in Figure 3, the new ranks
are approximately close to those ranked by the human
rights experts. Looking at this graph or the matrix it
generates, similarities between stories can be ascertained.
For example it is reasonable to say:

• story ids 4 and 5 which have the content as “Pro-
longed sitting in required position” and “Prolonged
standing/wall standing” respectively with the same
labels “Forced Exertion,Sensory Deprivation,Stress
Techniques,temperature manipulation”

• story ids 6 and 7 are similar having content as
“Molestation” and “Penetration using instruments”
respectively with label as “Coercion, Intimidation,
Sexual violence, Stress Techniques”

This supports the hypotheses of the paper which is
that a large labeled dataset can be created using minimal
input from experts and matrix factorization.

Updating the labeled set with new ranks, a selected
few unlabeled samples (as described in the modified al-
gorithm in section Co-training extension below) from the
unlabeled data set are added to the training set to predict
their rating in order to find recommended stories and the
labels for them. As seen in figure 4, story ids 15 onwards
are the newly added stories which are now ranked with
respect to the earlier ranked stories. Additionally it can
be seen that the newly added stories with id 15 and 16 are
similar and thus labeled as “Coercion, Sexual Violence,
temperature manipulation”, where as story ids 19 and
20 are labeled as “Stress Techniques, Coercion, Forced
Exertion’. Labels that have a ranking 3 and above out of
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Fig. 2. Initial ranking of all the labels for each story id by the human right experts.

Fig. 3. New ranks for the stories after matrix factorization.

Fig. 4. New labels obtained after applying matrix factorization to the unlabeled data.

7 are considered good enough to be added to the initial
labeled set . This process is repeated a finite number of
times or until all the unlabeled data are labeled.

The advantage of using matrix factorization is that
results can be inferred through using minimal input from
experts (which is extremely time consuming as well as
expensive). This assists in getting a larger labeled sample
set to train the classifier.

C. Recommending

After building the neighborhood group of relevant
rating of the missing labels in the labeled dataset, rec-
ommendations are generated for similar stories from the
unlabeled set. Collaborative Filtering generates recom-
mendations as either prediction, which is one numerical
value, or recommendation, which is a list of top N labels.
Since this paper proposes to use the latent factor model
that recommends based on prior behaviour, similarities
between the stories have to be determined.

Applying the cosine similarity along with (SVD) [18],
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the similarities can be identified between the stories
to predict the labels. The benefit of using both cosine
similarity and SVD is to avoid negative correlation due
to lack of data and handle the issues of scalability and
sparsity.

cos(xxx, yyy) = xxx · yyy
| |xxx | | · | |yyy | | (4)

SVD
X = U × S × VT (5)

Matrix X can be factorized to U, S and V . The U
matrix represents the feature vectors corresponding to
the stories in the hidden feature space and the V matrix
represents the feature vectors corresponding to the labels
in the hidden feature space. This calculates the vector
which establishes the relationship between the stories
and theirs labels. With this newly identified relationship
between the stories and labels, the recommender lists top
n stories similar to the story it needs recommendations
for.

Figure 5 displays the top 5 recommendations for 4
randomly selected stories from the unlabeled dataset.
As seen from the figure, each unlabeled story has 4
recommended stories and labels based on similar features
that have been discovered using matrix factorization.
Each of the recommended stories are ranked based on the
average of individual ranks of each label. The figure thus
display the 4 stories in descending order of their ranks.
Out of the 4 recommendations, the story with the highest
rank will be selected as the label for the unlabeled story.

D. Co-training extension

Blum and Mitchell [1] proposed a conditional inde-
pendence assumption to combine labeled and unlabeled
data to classify the content into relevant classes. Their
algorithm is shown in Algorithm 1.

This paper extends the above algorithm by incorporat-
ing matrix factorization to first rank the missing labels.
The newly ranked labeled set is used to predict ranks
for some selected unlabeled examples to train the two
classifiers to predict the classes for the entire unlabeled
dataset. The trained classifiers are then executed multiple
times over the entire unlabeled dataset to eventually
predict their labels. The average prediction over several
iterations is considered as the final prediction. This is
because the training set is being randomly divided into
two in order to have 2 views for the classifiers to run on
and doing so might result in the training data, of either
of the classifiers, not having enough data to be trained
on which results into producing bad results.

Algorithm 1: Co-training Algorithm by Blum-
Mitchell
Given:
a set L of labeled training examples
a set U of unlabeled examples
Create a pool U ′ of examples by choosing u

examples at random from U
for i ← 0 to k by 1 do

Use L to train a classifier h1on only the x1
portion of x

Use L to train a classifier h2 on only the x2
portion of x

Allow h1 to label p positive and n negative
examples from U ′

Allow h2 to label p positive and n negative
examples from U ′

Add these self-labeled examples to L
Randomly choose 2p + 2n examples from U

to replenish U ′

Blum and Mitchell’s algorithm works only for binary
classification. This paper further broadens the scope of
co-training to classify the unlabeled data into multiple
labels.

The proposed algorithm to deal with multiple labels
is shown in Algorithm 2.

IV. EXPERIMENTAL SETUP

A. Dataset

A labeled dataset was created by experts in the human
rights domain, identifying 10 different types of torture
each describing the content for it. For example hooding
with sandbags/cement bags, blackened goggles, plastic
blindfold, sight deprivation by other means are types of
sensory deprivation. In this, hooding with sandbags is
the content and sensory deprivation is the label.

The unlabeled set is a 2.8 MB collection of 238
testimonies and survivor stories scraped from the In-
ternet. This data was preprocessed in order to have
meaningful content for classification. The normalization
of this data includes removal of all the HTML/css/link
tags, removal of stop words and punctuation and all text
being converted into lower case.

B. Performance Evaluation

C. Classifiers

For thorough comparison, the proposed co-training
classification model is evaluated against state-of-the-art
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Fig. 5. Top 4 recommendations with labels for 5 randomly selected unlabeled stories

supervised classifiers, as well as some variants of co-
training. The baselines considered are:
• SVC a widely used supervised text classifier. The

linear kernel and onevs-rest scheme with TF-IDF
weighting.

• Decision Trees - A popular classifier where trees
are constructed where each node corresponds to a
group of instances from the dataset. They can be
adapted by taking multiple labels into consideration
in decision functions.

• MlKNN - [11] propose a new multi-label learning
algorithm based on K-Nearest Neighbours (KNN).
This model uses a lazy-learning approach.

• Logistic Regression - In the multi-label case, Lo-
gistic Regression uses the one-vs-rest (OvR) scheme
and uses the cross-entropy loss when the option is
set to ’multinomial’.

• GaussianNB - A multi class text classifier which is
used with the onevs-rest scheme provides apt multi
label classification.

• Random Forest - A random forest is a meta esti-
mator that fits a number of decision tree classifiers
on various sub-samples of the dataset and uses
averaging to improve the predictive accuracy and
control over-fitting.

• Co-training algorithm for SVC (kernel=linear),
Logistic Regression, Decision Trees, Random
Forest and NaiveBayes - Using the co-training
model to classify human right abuses/violations
[29].

D. Metrics

For multi-label classification, to evaluate the perfor-
mance, it is necessary to evaluate the ranking prediction

of the most relevant documents for each category in
order to quantify the quality of the predicted values. Thus
all classifiers are evaluated for their macro-averaged F1.
Another state-of-the-art performance evaluation criterion
for multi-label classification is the Hamming Loss which
measures the number of times a pair (instance, label) is
misclassified.

F1 =
2 · precision · recall
precision + recall

(6)

For recommender systems, the proposed algorithm is
evaluated against the accuracy and coverage. For accu-
racy, the Root Mean Square (RMSE) is a popular state-
of-the-art metric which is used for evaluating predicted
ratings with actual ratings.

RMSE =

√
1
n
Σn
i=1

( di − fi
σi

)2
(7)

The average precision score is also used to evaluate
the effectiveness of the recommended values. It is the
average of the maximum precisions at different recall
values [30], [31].

AP =
∑
n

(Rn − Rn−1) Pn (8)

where Pn and Rn are the precision and recall at the n-th
threshold.

E. Results

Figure 6 provides a comparison overview of the var-
ious state of art multi-label classifiers, the co-training
algorithm with label ranking and the proposed collabora-
tive co-training algorithm. Based on the results, the paper
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Algorithm 2: Proposed Co-training Algorithm
Given:
a set L of labeled training examples with only

some samples ranked
Use MF rank the training examples
Create a pool U ′ by choosing u at random from

U
Divide training set X into x1 and x2 randomly
for i ← 0 to k by 1 do

Use MF rank U ′ samples
Use L to train h1 on the x1 portion of x
Use L to train h2 on the x2 portion of x
Use R to recommend top n recommendations

for U ′

Compare recommendations with prediction
for U ′ by h1 for x1 ||Select the highest
ranked prediction as positive samples

Compare recommendations with prediction
for U ′ by h1 for x1 portion

Select the lowest ranked prediction as
negative samples

Compare recommendations with prediction
for U ′ by h2 for x2

Select the highest ranked prediction
Compare recommendations with prediction

for U ′ by h2 for x2
Select the lowest ranked prediction as

negative samples
Label p positive and n negative examples

from U ′

Label p positive and n negative examples
from U ′

Add these self-labeled examples to L
Randomly choose 2p + 2n examples from U

to replenish U ′

shows that overall the coverage error rate displayed by
the improved co-training algorithm is much lower than
its relevant counterparts. This indicates that the predicted
labels (one or more) for a story match completely the
truth value for it. The truth value for the stories was
manually recorded by reading through each story one
by one.

It is also seen from the results, that the macro F1
measure evaluates the ability of the algorithms to cor-
rectly identify the relevance of each label. RandomForest
classifier combined with the proposed co-training algo-
rithm provides the best results amongst all the classifiers
used for the experiment. The result determines that the

improved co-training RandomForest classifier has the
highest chance to correctly identify the relevance of each
label.

In a multi-label scenario such as this, Hamming Loss
is an approximate prediction that can be efficiently com-
puted from label-wise information and hence determines
the accuracy of the classifier. As seen in Figure 6, when
a GaussianNB classifier is teamed up with the proposed
collaborative co-training classifier, it performs signifi-
cantly better than the rest. This means that the percentage
of true labels predicted matches exactly the manually
recorded ground truth. This also aligns with the fact
that Hamming Loss is a binary relevance method, which
only trains a learner for each label without taking into
account dependencies. The proposed collaborative co-
training model relies on using the OneVsRest Classifier,
whose approach is to fit one classifier per class.

ROC curves are another good measure for determining
the accuracy of any classifier. As seen in figure 6,
KNN with the collaborative co-training model classifier
performs marginally better as compared to the others.
This indicates that the ability of the new recommender
model along with co-training is higher than standard
state-of-the-art classifiers. This also can be seen in figure
7, that displays the accuracy of the newly proposed
collaborative co-training algorithm paired with currently
efficiently working classifiers. Thus the GaussianNB
classifier predicts up to 70% correct labels for stories
followed by the DecisionTree classifier.

As mentioned in section III-C, cosine similarity is
used to build the recommender as it determines the
similarity between two vectors by measuring the angle
between them. Lower values of RMSE help confirm
that the vectors are in the neighbourhood of each other
and the aim of the recommender is to minimise the
RMSE while predicting the labels for the stories. An
RMSE of 0.5 implies that on average, the recommender
is approximately 0.5 off with each prediction. However
an RMSE over 0.6 is considered to be a good recom-
mended prediction. Thus the classifier that performs the
best recommending over 74% correct predictions is the
GaussianNB classifier.

When comparing the labels predicted for the stories
with the ground truth, figure 9 shows the variations
of the labels for the stories. As seen from the figure,
the predictions made by the GaussianNB classifier are
relatively closer to the truth value as compared to the
other classifiers.
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Fig. 6. Comparison of various state of art classification models with the proposed co-training classifier.

Fig. 7. Classifier accuracy for SVC (kernel=linear), LogisticRegres-
sion, MlKNN, RandomForest, DecisionTree, GaussianNB paired up
with the proposed co-training classifier.

V. CONCLUSIONS

This paper extends the efficiency of the co-training
algorithm by introducing matrix factorization to identify
underlying features between stories and labels along
with having a recommender system to predict top n
similar stories for a story. Although both these algo-
rithms have been providing efficient results indepen-
dently, the experimental results in this paper, demon-
strate the novelty of combining the advantages of the
two algorithms - similarity and continuous learning by
showing an improvement in classifying the stories and
creating new labels without additional human support.
This approach opens up new opportunities for retrieving
similar patterns and information thus assisting in labeling
the large unlabeled and unstructured data that are being
collected and deposited on the Internet. This could also
help reduce the input required and time from experts
in a domain to manually label each story, thus help

Fig. 8. Classifier RMSE for SVC(kernel=linear), Regression, MlKNN,
RandomForest, DecisionTree, GaussianNB paired with the proposed
co-training classifier

alleviate the problem of wrongly categorizing victim
stories which has consequences for the rehabilitation
and recovery of a victim. The proposed algorithm is
currently evaluated in the human rights domain, however
since collaborative filtering is domain independent, we
believe that this approach has wider applicability and
will provide the means to further improve the state-of-
the-art recommendation techniques in other domains like
gene recognition, cancer diagnostics, neuro-science, and
finance.
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