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Abstract

Small electrode HPGe detectors 1.» a.. ‘nverted coaxial geometry are increas-
ingly in use in applications whe.. bouwn aigh efficiency and excellent energy res-
olution are required. The unusual electric field configuration of these detectors
results in extremely long narge ¢ llection times compared to planar and coaxial
devices. In this work - /e ha.  ciaracterised such a detector using gamma-ray
coincidence measure aen’s an . optimised an electric field simulation to repro-
duce the position .l varia.. n of detector response. We show that, alongside
accurate crysta: geor.. ‘vy and applied electric potential, a temperature cor-
rection is crv :ial o correctly determining appropriate charge carrier mobility
parameters. 11 work will help to guide the future development of HPGE de-
tectors f r ar plicetions including radioactive waste assay, radio-isotope dating,
and fu~Jame. * 1 nuclear physics.
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Figure 1: ¢ chen utic of the SAGe Well HPGe crystal used in this work sliced along the z axis
(red). The , nd z axes are shown in green and blue respectively. The 25 mm diameter p+
electr ue surface .s shown on the back face of the crystal in red and the passivated region
surro nding it n blue, the n+ electrode covers the remaining surface of the crystal including
th- *asiac " one well. The front face of the crystal is tapered in towards the well in order to
liminate regions of very low electric field, which would otherwise lead to significant charge
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1. Introduction

High-resolution gamma-ray spectrometry is used acros . a r .nge of applica-
tions. These include a number of fields where both high ~“cien. - and excellent
energy resolution are critical to performance. In appl -ations uch as environ-
mental measurements, where sample sizes are ofter . miteu, a well geometry is
often used to maximise efficiency. The Small Anc 1o serr anium (SAGe) Well
[1, 2, 3] is a p-type high-purity germanium (HPG.' detector manufactured by
Mirion Technologies Canberra and designed v. have e .cellent energy resolution
and very high efficiency for gamma-rays emitv. 1 by samples placed within the
well.

The induced charge signals due -, _ ~ma-ray interactions at a range of
positions within a SAGe Well dete-~tor L ve been investigated in order to char-
acterise the charge collection behav. . Electric field simulations and exper-
imental measurements have bee. mseu .or the characterisation with the latter
being used to validate and optimise the former. The optimised field simulations
can be used to predict t} 2 chara teristics of other similar detectors and aid in
the design of future de  ices.

In this work we ave user a SAGe Well with a diameter of 85 mm and a
length of 66 mm ( ig. 1). ae crystal has a 33 mm diameter well bored into the
front face to a aepth ¢. 11 mm and a 26 mm taper which reduces the diameter
of the crysta’ to t 5> mm at the front. These features help to reduce regions of
extremely 'ow 1. 'd, which would otherwise lead to significant charge trapping.
A small o+ lect ode of 25 mm diameter is separated by a passivated region
from t%~ n+ ! ctrode covering the rest of the crystal surface. The operating
bias of -4700 V was applied to the p+ electrode. Relative to other detector
o __net1.u, of similar volume, the small size of the p+ electrode provides reduced
‘apacita 1ce and hence electronic noise. This reduced noise helps the detector

achieve outstanding energy resolution with FWHM of 0.73 keV at 122 keV and
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1.69 keV at 1332 keV. The detector was mechanically cooled by « “'P5-."us cryo
cooler which allows the device to be operated in any orien’ atic » a fact which
facilitated our characterisation measurements.

Points in the detector are described by a Cartesiar coord: ~ate system with
the zy plane coincident with the back face of the detecto. and t'.e z axis running
through the centre of the crystal towards the fro it fa .. The origin is in the
centre of the p+ electrode and the z, y, z ax~s run v rallel to the <100>,

<010>, and <001> crystal axes respectively (See Fi, I).

2. Simulation

Signal formation in the detector . -.. “mulated using the AGATA Data Li-
brary (ADL) [4] which was adapte for 1. 1s work to incorporate the SAGe Well
geometry. The simulation uses a fin.'te *fference method to solve the electric
and weighting fields in the detec. v pbewore tracking holes and electrons through
the field using the mobility parameterisation described in [5]. The charge tra-
jectories are then used t), calcu. te the signal induced on an electrode using
the Shockley-Ramo th orum [* .]. The detector was initially modelled accord-
ing to the nominal ¢ ‘om .cric «nd material specification and using the electron
and hole mobility parame.. s described in [8]. Optimisations of the simulation
parameters to match v. ~ experimental signals are described in Sec. 6.

Fig 2 she vs a slice of the calculated electric potential in cylindrical polar
coordinate~ (rz ~ith r in the zy plane), the electron and hole trajectories for
each of e e ;am’ le signals we will be considering are also shown (See Sec. 5
and F“~ /to. “".e equivalent experimental signals). Due to rotational symmetry
of tl = detect r this potential is the same regardless of the angle in the zy plane

4

a* Jhicu wue slice is taken. The unusual field distribution in the volume sur-
oundin the well causes the electrons (dashed blue lines) to follow the potential
graaient towards the closest part of the n+ electrode while the holes approach
‘ne potential “valley” partway (r ~ 28 mm) between the outer detector wall

aud inside of the well. The holes then drift through this valley along the <001>
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Position | z (mm) | y (mm) | z (mm) ‘
R1 -9.5 0.5 13.5 J
R2 -14.5 0.5 13.5
R3 /D1 | -275 0.5 135 N
R4 -36.5 0.5 12.5
D2 -27.5 0.5 30y
D3 -27.5 0.5 I 46.2 ]
D4 -27.5 0.5 EQ 0

Table 1: Coordinates in the detector frame of p. “itions R1 - R4 and D1 - D4

crystal axis with the trajectories fro - ~ach pusition converging onto a single
path as they approach the p+ electroa. Holes produced by interactions any-
where in the region surrounding the w. ' which represents the majority of the
detector volume, follow a simil.. " va.l * 3 they approach the p+ electrode.

Fig. 8 shows the weighting potent.al for the p+ electrode together with the
same charge trajectories <aown « 1 the electric potential. The weighting poten-
tial is close to zero thro'igho. “ m st of the detector volume until it begins to rise
quickly in the vicinit the p+ ~lectrode (z < 20 mm). Together these potentials
result in a range - [ sign.' ‘napes depending on the position of interaction in
the detector. Fr inu. trative purposes we will consider signals produced due
to interactior , in positions R1-4 and D1-4, the coordinates for each of these
interaction po.™* ons is shown in Table 1. Note that points R3 and D1 are the
same.

The cow.’ incion of converging hole trajectories and a weighting potential
conc :ntratec close to the p+ electrode gives rise to the important features of
the sig, - Liapes from positions D1 to D4 (see Fig. 4). Electrons are collected
juickly . ver a short distance while holes have a long drift with very little induced
sig...', then a significant induced signal as the holes approach the electrode
v nich has a fixed shape regardless of initial interaction position.

This behaviour results in charge drift times increasing with distance from the
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electrode in both the radial and z directions. Longer collection “imes . re seen
when the charge has to drift further along the common pat’ in ke z direction,
or further in the radial direction before reaching the commec. Hath.

Considering the signals from the set of interaction y ositior. - R1-R4 (Flig. 4),
on a line through the detector radius at a fixed z of 2.5 n» a. Signals from
positions R1 and R2, closest to the p+ electroc s, h-.c very fast (<250 ns)
almost linear rising edges. Referring again to t>e simuls ed electric potential,
Fig. 2, we see that this region of the detector has strai, ht electric field lines with
a roughly linear change in potential betwec > the | ' electrode and the bottom
of the well. Electron and hole drift digtor~~- - comparable and the charge
trajectories for R1 and R2 differ only in that .”? approaches the p+ electrode at
a slightly greater angle, resulting in a s.’ gl Iy greater rise time. Holes still make
the dominant contribution to the i .. ~ed . ‘gnal, due to the weighting potential
for the p+ electrode changing r-~re qu -kly close to the electrode, but electrons
do play a significant role here unlike ~lsewhere in the detector.

As the radius of the int .ac. 7n position increases to positions R3 and R4 we
see a return to behaviour . ~en in  he well walls with electrons playing little part
in the induced signal - ad t'ie hoies converging onto the same common trajectory

before approaching the lect ode.

3. Experime ' ~1 Metnodology

The Urivers. v of Liverpool detector characterisation system, Fig. 5, con-
sists of = 1 C 3q '37Cs source mounted inside a lead and tungsten collimation
assem™'-. 1. ,ungsten collimator is 160 mm long with an outer diameter of
10 n m and : 1 mm diameter hole, this sits inside an array of lead blocks. The
77 s0Sluun uncertainty produced by the collimator in this measurement varied
rom 1.2 mm diameter at the front of the detector to 2.2 mm at the back. The
entire assembly is mounted on top of a pair of linear stepper motors allowing it
0 be moved in two dimensions to a precision of 0.1 mm.

This scan table is combined with a fully digital data acquisition system
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Figure 2: sn r slice of the electric potential (Volts) calculated by ADL for the SAGe Well
detector, duc ~ ro” ational symmetry of the detector this is the same for a slice taken at any
angle .n the - plane. Electron (dashed blue) and hole (red) trajectories are shown for the
seven >xample Hositions discussed in the text, the simulated interaction positions are marked

v ... black circles.
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Figure 3: .n 7 slice of the weighting potential calculated by ADL for the SAGe Well detector
p+ electrode, 1ue o rotational symmetry of the detector this is the same for a slice taken
at an angle "1 the zy plane. Electron (white) and hole (red) trajectories are shown for the
seven >xample nteraction positions discussed in the text, the simulated interaction positions

2 _ .narkeu with black circles.
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Figure 4: The top panel s.. vs simulated signals for selected positions in the detector using the

nominal detecto pa vmeters and previously published values for hole and electron mobility,

see Sec. 2.

7 = b c¢tom panel shows the experimental mean signals measured during the

coincidence can for .. ~ same positions, see Sec 3. See Fig. 2and Fig. 7 for the corresponding

interactic loc: .ions
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Figure 5: A schematic of the University of L verp. . Tetector Scanning Table mounted with
a SAGe Well detector in coincidence mede. 1. : source, primary collimator and lead collar
are moved by the stepper motors while th. re.’ reinains stationary. The red line indicates an

example path of a valid coincidence ~» oan. na-ray Compton scatter.

using Caen V1724 100 MH~ " * bit digitisers to capture detector charge signals.
This system allows the ; ~sitiona response of a detector to be investigated by
interrogating it with *.1e heam Hf 662 keV gamma rays[9]. The rate of gamma
rays coming from the < iime or is 21000 per second.

The scanning  -stem can be operated in two modes, singles and coincidence.
In singles scanning moauc the collimator is raster scanned across the whole of
the detector with che only spatial information coming from the position of the
collimator when «. interaction occurs. This allows identification of the zy po-
sition o. “he firs’ interaction undergone by a gamma ray. This method does
not 2".ow lecav.on of the interaction in the z direction nor does it provide any
cons. "aint u on the total number of interactions undergone before the full en-
- cgy is deposited. Despite these limitations the singles scan data are crucial to
«tablis! ing the shape, position, and orientation of the detector crystal in the
7 ~me of the scanning system.

The coincidence scan method uses in addition a secondary array of colli-

mating lead blocks with a thickness of 80 mm and 1.5 mm gaps created by
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plastic spacers. The gaps are aligned with BGO scintillation « *ecto. ; which
identify gamma rays that Compton scatter through 90° at deh~d z positions
and subsequently interact in one of the BGO detectors. 1.~ geometry of the
secondary collimators and detectors resulted in a z pors .tion u ~certainty from 2
mm at large radii of interaction to 3 mm near the cenv = of t'.e detector. The
triggering electronics were configured to read out a'1 eve ... in which interactions
occurred in both SAGe Well and BGO detecto ~ within . coincidence window
of 2 us to cover the observed range of rise times in ti. » detector.

Combining the information from the sec ndai, - _cector with the collimator
position allows the full three dimensiona! '~~~"~-* )n of single-site interactions.
If a number of signals are collected from eac. nosition it is possible to form a
mean signal and hence deconvolve the ur derlying detector response from the
random electronic noise. The rate " suc. coincident interactions varies with
position but is typically less the~ ~ne e ent per minute compared with a random
coincidence trigger rate of the order ¢ 100 events per minute. This necessitates
the use of offline event sel” _uio. techniques to identify the events of interest.

Conservation of energ, and v bomentum ensures that for a fixed gamma-ray
energy a scatter thro' gh €J° will deposit a fixed energy in each of the primary
and secondary detezto.. in ‘ae case of 662 keV gamma rays the values are 374
keV in the HPG @ . ~d 288 keV in the BGO. Fig. 6 shows a plot of the BGO
energy versus *. - HPGe energy for events measured in time coincidence. The
events of int ~est can then be selected and the background reduced with gates
on both e .ergies as shown in the figure. The width of the gates applied depends
on both v. ~ coll’ nator geometry and the energy resolution of the detectors, in
this neasu: »ment our gates were 374 £ 12 keV in the HPGe and 288 + 40
keV .- the ">GO. Prominent lines in the background of Fig. 6 represent the
»62 ke”” photopeak and 511 keV annihilation photons in the germanium with
1. ~dor packground events in the BGO. Further background suppression can be
a 1...ved by limiting the Ge-BGO time difference to a range of values consistent

rith being due to the scattering of a single gamma ray. See Sec. 5 for further

discussion of the Ge and BGO time difference.
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Figure 6: Erergy :vosited in HPGe and in BGO during the SAGe Well scan. The feature
marked by che - od box represents Compton scattering through 90° leaving 374 keV in the
germanium. - d 28° keV in one of the BGO detectors. Prominent vertical lines represent
the 6f . keV nhowopeak and 511 keV annihilation photons in the germanium with random

back; -ound ev: ats in the BGO.
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Figure 7: 662 keV photopeak counu. 2s « 7 :tion of position for the front (left) and side
(right) scans. The coordinates have been ti. aslated into the detector frame where the origin
is in the centre of the p+ electrs .c .. 1 the z, y, and z axes run parallel to the <100>, <010>,
and <001> crystal axes resp ~tively. E :ample points from the coincidence scan, discussed in

Sec. 5 are indicated.

Following the - pplic. *ic . of initial time and energy gates the signals are
interpolated linf arly “etween the measured points at 10 ns intervals down to
2 ns samples 1 ey are then shifted in time to align the point where they
reach 10% o1 .~¢ ¢ maximum to a fixed sample number and normalised to equal
height be ore .n initial mean signal for this position is formed. The final stage
of filtering . to - ompare each individual signal to this initial mean and measure
the " \MS di"erence between the two, signals with large differences are rejected

and a “nal “.ean signal is formed from those that remain.

4. S sles Scan Results

Fig. 7 shows the positional variation of 662+2 keV photopeak counts ob-

served when the SAGe Well detector was scanned with the collimated 37Cs
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source. The left image shows a scan from the front of the ac ~ctor .nd the
right shows a scan from the side, in both cases the collimat v w 2= held at each
position for 4 seconds. The most probable way for a 662 k.*” photon to leave
its full energy in germanium is by first Compton scatte ing ar 1 then leaving its
remaining energy at another location through photoei ~tric - nsorption. This
results in a reduction in photopeak counts at the dete .. edges in both scans
as the probability of the photon scattering out of the s¢ ssitive volume before
depositing its full energy increases.

The well in the centre of the detector is v '~ible . ' oth scans as a reduction in
intensity because there is less sensitive go=~~*--" material present in the path
of the gamma-ray beam. Other regions of 1. 7uced intensity are the result of
gamma rays interacting with attenuat. ‘g aaterial before they reach the detec-
tor. See for example the thin ring .~ e ccatre of the front scan, a consequence
of scattering in the walls of the ~»vosta” endcap, and bands of reduced intensity
in the side scan, caused by the matc *al used to physically support the crystal.

Also indicated on Fig. " auc *he interaction locations for the example signals
that will be discussed in .»c. 5. 2oints R1 to R4 lie on a radial line relatively
close to the p+ electr yde .t z = 13.5mm. Points D1 to D4 lie at a fixed radial

position on a line thro._h tF 2 depth of the detector and parallel to the z axis.

5. Coincider . Scan Results

In the -oinc. 'ence measurement the first parameter to be studied was the
time diff ren e be“ween the signals measured in the SAGe and BGO detectors.
The le* side * Fig. 8 shows the time difference between triggers generated in
the 1 oth dett ztors during the coincidence scan for all z and y at each z positions,
t* _ blacn une shows all events generating a trigger and the coloured lines show

he ever s selected for mean signal formation at each value of z. On the right
side ume difference for two BGOs triggered by coincident 511 keV gamma rays
“om a ??Na source is shown, this distribution has a FWHM of 23+2 ns.

The BGO detectors generated consistent signal shapes which were not de-

14
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Figu: : 8: Hist« srams of the SAGe-BGO time difference obtained during the coincidence scan
(left). The * ack line represents all events generating a coincidence trigger, the coloured
mes rey -esent signals passing all gates and being used to form mean signals. The BGO-
"GO timr ng response to 511 keV anhilalation photons from a 22Na source is provided for

comparison (right), the FWHM of this distribution was 23ns.
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pendent on the position of interaction. We therefore assume any . ~riatic 1in the
SAGE-BGO trigger time difference greater than the BGO ~ :so1 1tion to be due
to variation in the SAGe response. This distribution reveai. * ie large range of
charge collection times observed in the SAGe detector, - /ith to’ 2l collection time
increasing with increasing distance from the p+ electro "= up ‘o a maximum of
1.6 ps for events near to the detector front face.

The signals in the SAGe detector will now bhe mves’.gated for a range of
different positions within the detector. For each m«wn signal formed Fig. 9
shows the rise time for the initial (left) a. 1 fin.' ‘centre) parts of the pulse
(2% to 30% and 30% to 98% of its hei~h* --- ctively). Also shown is the
mean Ge-BGO trigger time difference for eve. *s contributing to a mean signal
(right), as a function of the position ot ‘mt raction. The x axis shows the radius
of the interaction position and the . ~ur « 1d shape of the markers indicate the
z position.

The rise time of the initial pa.. of the rising edge shows little variation
through most of the detect . v.'-'me as shown by the clustering of events around
400 ns. However there is « trong lependence on radius for events occurring at z
positions closer to the p+ - lectrode, with shorter rise times seen at smaller radii.
The final part of the .. g :dge again shows little variation through most of
the detector volv . hut has a slight dependence on z for events close to the p+
electrode. Thr Z“AGe-BGO time differences on the other hand reveal a strong
dependence ~ 7z of the time before a trigger signal is generated by the SAGe
detector.

These ' ca ¢ .pport the simulated charge collection behaviour described in
Sec. <, hole ' produced by a gamma-ray interaction will drift a long way through
the a *ector pefore inducing any significant signal on the collecting electrode.

The mean signals produced by the method described in Sec. & are aligned
1. 'ative o the SAGe detector trigger time, in order to reveal the true variation in
¢ w. e collection time it is necessary to shift them according to the mean SAGe

BGO time differences of the contributing signals. This method produces mean

signals with the correct shape and timing relative to the BGO signal as shown

16
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Figu: > 9: Shay > parameters for signals induced in SAGE detector as a function of position.
Time 1. = me> . signals to go from 2% to 30% of their height (left), from 30% to 98% of their
.eight (. ~ntre), and the mean Ge-BGO trigger time difference (right) for events contributing
.~ the m' an signal at each position. The x axis indicates the radial position of each mean

signal, the z position is indicated by the colour and marker type.
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in Fig. 4 for the example signals R1 to R4 and D1 to DA4.

6. Investigating Parameters of the Simulation

Fig. 4 shows the experimental mean signals discissed in Sec. § together
with simulated signals for the same positions. The < ...ulavcu signals show qual-
itatively the same behaviour, with fast rising sig =»' for nteractions close to
the p+ electrode and increasing charge drift time a. distance from the electrode
increases.

The total charge collection times for the sin. -lated signals are however much
shorter than seen in experiment. For ex. mple, charge collection for an inter-
action at point D4 located at z = 6 ... = *=kes 1.1 us compared with 1.6 us
in experiment. In particular the iritial | art of charge collection, where charge
carriers are far from the p+ electroa. awu ' the induced signal is close to zero, is
significantly faster in the simula. ~n.

Broadly, the rate of charge collection is determined by the electric field in the
detector and the mobilit- of cha ge carriers being collected. The electric field
at each point in the d tecto. i< determined by the detector crystal geometry,
the potential at the ‘lect ode , and the internal electric field due to stationary
space charge. Det .ls of tli. geometry were checked against the intensity profiles
obtained througn sing >« scanning (see Fig. 7) and while this measurement
revealed sligl .ly s naller dimensions than the specification the discrepancy can
be explain~d by he existence of surface dead layers which are not visible in the
scan.

Io~-rity « ~.centrations were quoted by the manufacturer to within 10% at
the i "ont anc back of the crystal, a linear gradient along the z axis was assumed
b . veen wuese points and no radial variation was included in the model. A
inear in purity gradient along the z axis results in a uniform field in the bulk of
the uetector where the field due to space charge dominates the overall electric
“eld. The linear variation of charge collection time as a function of z, seen in

F.gs 8 and 9 (right) supports the hypothesis of an impurity gradient which is

18
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approximately linear in z. We were not able to determine if there . any . .riation
in impurity concentration with zy, but any such variation w ,ula ha expected to
contribute mainly to the field in the zy plane and would nc' herefore explain
the rate of charge collection along the z direction.

In order to establish if uncertainties in the impurit, meas rements at each
end of the crystal could explain the observed char e co'’ .. "ion times we ran the
simulations again while shifting the front and k-~ck imn1 .ty concentrations by
up to 20%. Fig. 10 shows the results of these simulat, ns for the induced signal
from interactions at point D4. While the.~ is « ~*_nificant change in charge

collection time, the maximum effect of ~ 2% -* % is only enough to increase
the charge collection time to 1.2 us, still sigi.’Scantly less than the 1.6 us seen
in experiment.

We thus conclude that realistic ..~erta uties in the crystal impurity concen-
tration are not enough to expls i~ the hserved discrepancy in charge collection
times.

The hole and electron .uo. lity parameters used for the initial simulation
were obtained by a fit to « merim ntal data from the MINIBALL array of coax-
ial HPGe detectors, ¢ :scribed in Ref [8]. These values have had success in sim-
ulating the signal shap. cen rated in coaxial HPGe detectors from the AGATA
array [10]. Whil . (*ernative parametrisations of charge carrier mobility have
produced diffe-"_ ~ values [11], comparisons with data from coaxial HPGe detec-
tors have sh. wn elatively little sensitivity of simulation performance to choice
mobility » arameter [12, 13].

Ref [0, ~oes - .ot give the temperature of the HPGe crystals when the study
was “.erforr =d but the liquid-nitrogen-cooled MINIBALL and AGATA crystals
typic. 'lv var ; between temperatures of 95 K and 100 K under normal conditions

14]. T = temperature of the SAGe crystal in this study was 113 K, a value which
w *s chr sen in manufacture to optimise energy resolution. Since this difference
1+ .. atively large, and the temperature dependence of mobility is stronger in

eaker electric fields, a significant temperature correction will be required here.

In order to establish if the longer charge collection times seen in experiment
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Figure 10 Sim .later signals from point D4 using a range of values for the impurity concen-

tration at the . ~ac (front) and tail (back) of the detector.
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could be due to this temperature difference we ran a series of s.. ~latic as with
adjusted mobility parameters. As the charge collection tim . in the SAGe Well
is dominated by the hole mobility these signals show little se. ~.ivity to electron
mobility. As such we focussed this study on hole mobil .ies on’v. 'The difference
between experiment and simulation was most pronounc ~d for .nteraction posi-
tions with the longest drift distances so we used e :clus’, v point D4, near the
front face of the detector, for this comparison.

Studies on the relationship between mobility and te nperature for germanium
found a dependence on T—16 for electrons ~nd .7=7 % for holes [15, 16]. This

1.

dependence equates to a reduction in h~l~ - ¢ of 33% when temperature
increases from 95 K to 113 K.

Fig. 11 shows the simulated sign.1s where the hole mobilities along the
<100> and <111> axes were botr. . ang. 1 by between +10% and -35%. The
simulated signal with -30% hol - mabiLy provides a good match to experiment
for both the total charge collection .‘me (/1.6 us) and the time for the signal
to reach 10% of its height ‘~1.7 us). It is therefore reasonable to conclude that
the crystal temperature u.%erencr s are the dominant factor in the longer charge
collection times seen .n t'.is SanGe well detector. With suitable temperature
corrections there i~ ex. llen agreement between simulated signals and those
observed in this .c. ~tor.

This under’’_ ~s the importance of temperature corrections to mobility for
accurate sin. 'at’n of signal shapes, a point which is likely of increased impor-
tance giv' a the priiiferation of inverted-coaxial type detectors with relatively
weak fiew. .17, .8]. Furthermore, the increasing popularity of mechanically
coolf 1 dete tors which may be expected to have a wider range of crystal tem-
peratv ves th n liquid nitrogen cooled devices, will also increase the importance

)f such -orrections.
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