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Abstract

Electrical Energy Storage (EES) can decouple energy production from its consumption and
is urgently needed by both conventional energy system for load leveling and renewable en-
ergy system for intermittency smoothing. Currently, Pumped Hydro Energy Storage (PHES)
and Compressed Air Energy Storage (CAES) are the main technologies employed, but they
both suffer from high capital cost, geographical constraints and environmental issues. There-
fore, many innovative concepts of EES technologies have been proposed recently, including
the Adiabatic Compressed Air Energy Storage (A-CAES), Pumped Thermal Energy Storage
(PTES), Isothermal Compressed Air Energy Storage (I-CAES) and Liquid Air Energy Storage
(LAES). All of these EES store electricity in the forms of thermal or mechanical energy, and
are most suitable for large-scale energy storage. As a result, they have received intensive treat-
ment from both the industry and academia, but a comparative study and optimization of these
large-scale thermo-mechanical energy storage systems from a thermo-economic perspective
has so far been lacking, which forms the major part of this thesis.

In this thesis, a complete set of system models have been developed for each EES tech-
nology, incorporating both thermodynamic and economic factors with due consideration for
the constraints and variation ranges of each parameter. Then parametric studies are carried
out for each system to analyze the impact of each parameter on the system performance (e.g.,
efficiency and unit cost). Loss and cost distributions are given for the representative cases,
and the detailed explanation and potential improvement are also provided. After that, thermo-
economic optimizations are carried out for each individual system, and the trade-off between
efficiency and unit cost as well as the main factors controlling this trade-off are revealed.
Finally, these optimized systems are compared with each other, and new EES systems that
combined the merits of existing ones are proposed as well.

Useful conclusions can be drawn from this thesis: A simplified comparison of the baseline
A-CAES and PTES reveals that the PTES is more sensitive to various losses but enjoys higher
energy density and more siting freedom. Then different variants of PTES are compared with
each other and the variation of their system efficiencies are found to be determined by the
losses of auxiliary heat exchangers. In the A-CAES, cavern and Thermal Storage System
(TES) are studied in detail, and it is found that cavern parameters may affect system efficiency
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through “direct” air reservoir losses and “indirect” losses of other components, and the hybrid
A-CAES with low-pressure solid TES and high-pressure liquid TES tends to have the best
thermo-economic performance of all A-CAES considered.

In an isothermal compressor/expander, the losses can be further divided into the aerody-
namic, thermodynamic and storage losses, which are determined by the polytropic efficiency
η , the combination ṗτ and the heat capacity ratio Cr respectively. ṗτ is a function of system
frequency f and droplet diameter d, and for I-CAES with negligible droplet velocity, f and d2

are equivalent. In the LAES, the cold TES is found to be responsible for the low system en-
ergy density, high unit storage cost and operational stability problem, and therefore, a method
for maintaining system operational stability is proposed and other alternatives for avoiding the
cold TES altogether are also considered.

All of these innovative EES systems are optimized and compared in the end, and the results
show that A-CAES and I-CAES tend to have higher system efficiency and lower unit cost than
PTES and LAES, but the PTES and LAES enjoys higher energy density and more siting
freedom. Besides, the A-CAES variants with hybrid TES or underwater air reservoirs tend
to be cheaper than the baseline A-CAES, and it seems difficult for the I-CAES to achieve the
same thermo-economic performance with the A-CAES with the mentioned parameters and
assumptions in this thesis. For the PTES and LAES, it is found that the system pressurization
can significantly reduce the unit storage cost of PTES, making it comparable with the A-CAES
and I-CAES, whereas the LAES can achieve slightly higher system efficiency than the PTES.
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Chapter 1

Introduction

1.1 General background to electricity storage

Electrical Energy Storage (EES) refers to the process of converting surplus electricity into a
form that can be stored and reconverted to electricity when needed [14, 15]. Such a process
enables the electricity to be generated at times of low energy demand, low generation cost
or from intermittent energy sources and to be used at times of high energy demand, high
generation cost or when the renewable energy sources are unavailable [14, 15]. Therefore,
EES is not only needed by conventional energy systems for load leveling and peak shaving,
but also by renewable energy systems for intermittency smoothing and surplus time-shifting
[16]. With the increasing penetration of renewable energy sources into the power grid, EES
is generally viewed as a key enabling technology and receives increasing attention from both
the industry and the academia [9, 17].

EES technologies mainly include the Pumped Hydro Energy Storage (PHES), Compressed
Air Energy Storage (CAES), Flow Battery, Battery, Capacitor and Supercapacitor, Flywheel
and Superconducting Magnetic Energy Storage (SMES) [14, 15]. Some EES technologies
(e.g., Flywheel and Supercapacitor) have very high efficiency, fast response and high power
density, but are only able to supply power for short durations. They are therefore most appro-
priate for power quality management applications such as bridging short duration interruptions
and providing voltage and frequency support during rapid supply or demand swings [18]. For
energy management applications - e.g., leveling daily demand fluctuations and time-shifting
the surplus renewable energy generation - PHES and CAES are the main technologies cur-
rently employed, but they both suffer from high capital cost, geographical constraints and
environmental issues [18]. Therefore, many innovative concepts have been proposed recently,
including Pumped Thermal Energy Storage System (PTES), Adiabatic Compressed Air En-
ergy Storage (A-CAES), Isothermal Compressed Air Energy Storage (I-CAES), and Liquid
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Air Energy Storage (LAES) systems [9].

1.2 Outline description of various thermo-mechanical stor-
age methods

Pumped Thermal Energy Storage

Pumped Thermal Energy Storage (PTES) operates as a heat pump during charge, pumping
heat from a cold store to a hot one and thus storing electricity in the form of temperature
potential; whilst during discharge, this process is reversed and it operates as a heat engine,
converting the stored thermal energy back into electricity [19]. According to the difference
of its thermodynamic cycle, a PTES can be further categorized into a Brayton-cycle PTES
and a Rankine-cycle PTES. The former was proposed simultaneously and independently by
Isentropic Ltd. [20] in the UK and Saipem Ltd. [21] in the France, whilst the latter was
proposed by ABB Ltd. [22] in the Switzerland. Since then, numerous variants of PTES had
been proposed and investigated, and both parametric and optimization study had been carried
out. However, there is little research on the comparison of different variants of PTES and on
the comparison of PTES with other EES such as A-CAES, which forms the topics of Chapter
3 and Chapter 4 of this thesis.

Adiabatic Compressed Air Energy Storage

Adiabatic Compressed Air Energy Storage (A-CAES) compresses air near-adiabatically and
stores the generated thermal energy separately in a Thermal Energy Storage (TES) system be-
fore storing the compressed air in an air reservoir; whilst during discharge, the compressed air
is reheated in the TES and then expanded through the turbines to generate electricity [23]. The
first research project on A-CAES was started in Europe on 2004 [24], and then A-CAES with
both high-temperature TES (e.g. “ADELE” project [25]) and low-temperature TES (e.g. LTA-
CAES [26]) were investigated in Germany. Recently, the first pilot-scale demonstration plant
of A-CAES has been built and tested in Switzerland [27, 28]. All of the above projects make
use of an isochoric underground cavern, but the research on Underwater CAES (UW-CAES)
and the isobaric energy bags are also very active [29, 30]. Recently, an UW-CAES facility
had been applied in Toronto using an underwater air storage in Lake Ontario [31]. Although
numerous studies have been conducted on the thermodynamics of A-CAES, an investigation
of different air reservoir and TES models on the system performance has so far been lacking,
which forms the subjects of Chapter 5 of this thesis.
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Isothermal Compressed Air Energy Storage

Isothermal Compressed Air Energy Storage (I-CAES) compresses air near-isothermally by
continuously removing the generated thermal energy during charge, whilst during discharge,
heat from the environment is continuously added to the system at near-ambient temperature
[32]. Proposals of I-CAES had been published by SustainX, LightSail and General Compres-
sion [33, 34], most of which required continuous heat exchange between the air and some
other substance to remove (or add) heat during compression (or expansion). Recently, a novel
Ground-Level Integrated Diverse Energy Storage (GLIDES) had been proposed in the United
States [35, 36], which employed solar or waste heat to approach a near-isothermal process
and improve the roundtrip efficiency. Both numerical and experimental investigations were
carried out for the isothermal compressor/expander. However, most models are limited to
very specific cases because the complicated heat/mass transfer entails a clear definition of its
geometry. A more generalized and universal heat transfer model that can be easily integrated
into the I-CAES system has so far been lacking, which forms the topic of Chapter 6 in this
thesis.

Liquid Air Energy Storage

Liquid Air Energy Storage (LAES) cryogenically cools and liquefies air using off-peak elec-
tricity during charge, whilst during discharge, the stored liquid air is pumped, heated and
expanded in turbines to generate electricity [37]. Like PTES, LAES also stores electricity
in the form of temperature potential, but it also resembles A-CAES since it is an open cy-
cle. The concept of LAES was first proposed by Smith in 1977 [37] but was later developed
by industry groups such as Mitsubishi, Hitachi and Highview [38, 39]. A key milestone for
LAES was the completion and testing of a 350 kW/2.5 MWh pilot plant by Highview, whose
roundtrip efficiency was measured to be 8 % [40]. Its low efficiency is mainly caused by the
air liquefaction plant, which tends to be small-scale and inefficient. As a result, the concept
of adiabatic LAES was proposed and numerous variants had been researched in the academia.
However, most of the research were carried out separately and based on different assumption,
and a fair comparison of these variants on a level playing field is still absent, which then forms
the research subject of Chapter 7 in this thesis.

Summary

From the above review, it can be concluded that:

1. Most researches focused on investigation a certain kind of EES technology. However, a
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comparison of different kinds of EES technologies has not been investigated thoroughly.

2. Most researches were conducted from a thermodynamic perspective. However, rela-
tively few researches carried out thermo-economic analysis with these novel EES tech-
nologies.

3. Although increasing numbers of researches on the system optimisation have been pub-
lished, there is still plenty of room for further researches on the thermo-economic opti-
misation of different EES technologies.

1.3 Motivation for the comparative study

A promising EES technology should have a high system efficiency whilst simultaneously min-
imizing the unit storage cost. The system efficiency is limited by various system irreversibility,
some of which is straightforward, whilst others may require an in-depth investigation. Even
if the system efficiency can be expressed as a simple function of the irreversibility of each
component (e.g, η of compressor/expander or ε of heat exchanger), these irreversibility may
interact with the economic factors in a complex manner. Therefore, the following expected
objectives have been identified for this thesis:

1. To develop a complete set of system models for each EES technology, incorporating
both thermodynamic and economic factors with due consideration for the constraints
and ranges of each design parameters.

2. To conduct parametric study for each EES technology and study the impact of each
design parameter on the system efficiency and unit storage cost.

3. To carry out detailed loss and cost analysis for certain designs and find out the major
loss and cost of these systems.

4. To undertake thermo-economic optimization for each EES technology and compare
them from a thermo-economic perspective.

5. To propose new EES systems with higher system efficiency, lower unit storage cost and
more siting freedom.
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1.4 Scope of the present work

Analytical and numerical study of each individual EES technology

Although some of the thermodynamic models have been proposed in the literature for certain
types of EES variants, a complete set of thermo-economic models and a thorough parametric
study and loss/cost analysis have so far been lacking. Therefore, the following specific tasks
will be conducted and the results included in this thesis:

1. Developing a complete set of thermo-economic models for each individual component
and system variant, and deriving the analytical expression of system efficiency, energy
distribution and energy density.

2. Conducting parametric study and analyzing the impact of each design variable on the
system efficiency and unit storage cost.

3. Performing detailed loss and cost distribution analysis for certain representative cases
and find out the reason of major losses or costs.

Thermo-economic optimization and comparative study of various EES
technologies

Although the feasibility and importance of system optimization has been mentioned several
times in the literature, relatively few researchers have actually carried out stochastic optimiza-
tions for the energy storage systems and the researches on thermo-economic optimization are
particularly scant. Therefore, the following specific tasks will be conducted and the results
included in this thesis:

1. Undertaking thermo-economic optimizations for each configuration of EES technology
and revealing the tradeoff between efficiency and cost.

2. Comparing different EES variants from a thermo-economic perspective and analyzing
the merits and weakness of each EES technology.

Proposal of new EES systems

Although numerous EES technologies have been proposed in the literature, they all inevitably
suffer from certain weakness and new variants of these EES systems are being proposed fre-
quently. Therefore, the following specific tasks will be conducted and the results included in
this thesis:
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1. Proposing new methods (or configurations) for reducing the system losses and costs for
the existing EES systems;

2. Proposing new EES systems that combines the merits or avoids the weakness of existing
EES systems;

1.5 Clarification of contribution

The author gratefully acknowledges the contribution of his supervisor Alexander White, col-
leagues Joshua McTigue and Pau Farres-Antunez, and other researchers, institutes and orga-
nizations to this thesis. White [41, 42] and McTigue [43, 44] developed the Fortran codes
for the segmented thermal reservoirs and the author integrated it into his A-CAES and LAES
program as the solid TES. McTigue also developed the NSGA-II code in Fortran based on the
paper by Dr. Kalyanmoy Deb [45] and was referenced by this author. The NSGA-II employed
in this thesis was translated from the C code by Deb [46] into Fortran by the current author.

Pau Farres-Antunez first proposed the concepts of PTES with liquid TES, and the various
operating strategies such as preheating, precooling, recuperating and stage repetition [47, 48].
He also conducted a thorough research on the available thermal fluids for hot and cold TES
[47]. The author of this thesis referenced these results and conducted comparative study
(among PTES variants and with CAES) and multi-objective optimization. Pau Farres-Antunez
also developed a Matlab code for pinch point analysis of heat exchangers [49], and the author
translated it into Fortran and integrated into the LAES as the liquid TES. The pressure loss
correlation of heat exchangers used in this thesis is also suggested by Pau Farres-Antunez and
the author gratefully acknowledge this. Finally, Pau Farres-Antunez conducted some original
research on the combined cycle of PTES and LAES [7], and some conclusions of his research
are included in this thesis for better comparison with each individual system.

The analytical models of air reservoir were first proposed by Yuan Zhang in Ref. [50] and
the numerical models were first proposed by Michael Money in Ref. [51]. The current author
developed the Fortran code and carried out parametric studies. The concept of hybrid A-CAES
(A-CAES with both solid and liquid TES) was first proposed by Alexander White and the
current author developed the program and conducted the research [52]. The economic models
were also developed together with Alexander White and the author gratefully acknowledge
this.



Chapter 2

Literature review

2.1 Review of the contribution of energy storage

Electrical Energy Storage (EES) refers to the process of converting surplus electricity during
low energy demand into a storable form that can be converted back into electricity during high
energy demand [14]. Such a process can decouple the energy generation from its consumption
and therefore, EES is urgently needed by both conventional energy systems for energy man-
agement and renewable energy systems for power quality/reliability support [18]. To better
demonstrate the benefits of EES, the fundamental law of energy conservation can be applied
to energy systems of any scale:

Ġ = Ċ+
(
Ėout − Ėin

)
+

dECV

dt
(2.1)

where Ġ and Ċ are the instantaneous energy generation and consumption rate respectively,
Ėin and Ėout are the energy import and export rate with other interconnected grids, and ECV

refers to the total energy stored within the system. In conventional energy systems and power
grids, however, there is little or no storage facilities, which means the energy production and
consumption must exactly balance if there is no interconnection with other grids or if the
electricity import/export is difficult [24]. Meanwhile, the energy demand or consumption
always varies with time, as shown in Fig. 2.1, which entails the energy production units
to be designed for the peak, rather than the average, power demand and operated at partial
load most of the time. This will inevitably lead to inefficient, over-designed and expensive
plants [14]. In addition, some energy production units, such as the nuclear power plants,
are designed for base load operation and their power output cannot be modulated to follow
the varying demand [16]. Spinning reserves, such as peak-load gas turbines, can be used to
address these challenges, but they are usually inefficient and dependent on the combustion of
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Figure 2.1: Instantaneous wind generation and electricity demand in the UK from 13/08/2018
to 19/08/2018. Data from Grid Watch [1].

fossil fuels, which results in harmful emissions [24]. Even if energy import/export is available
through better grids interconnection, additional transmission facilities will be required which
makes the power grid expensive and over-designed; or otherwise the transmission congestion
problem may be aggravated [15].

Recently, the EES has attracted an increasing attention from both the industry and academia,
mainly due to the gradual integration of renewable energies into the power grids. According
to UK’s target for the EU Renewable Energy Directive, more than 30 % of electricity will
come from renewable energy sources by 2020 [16]. Much of this energy may be in the form
of solar energy or wind (including off-shore wind) which are intermittent, difficult to predict,
and uncontrollable by nature, as shown in Fig. 2.1. These characteristics pose significant chal-
lenges for the large-scale integration of renewable generation into the power grid, for which
production and consumption of electricity must exactly balance. In addition, the fluctuation
and intermittency of wind energy may cause frequency control problems for the grids if they
are integrated in large-scale in the future [14]. There is evidence that the availability and
generation of wind energy are inter-related over a large land area so that enhancing the grids
interconnection across neighboring countries alone cannot completely solve these problems
[8].

EES is generally perceived to be a key enabling technology for the large-scale integration
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of renewable energies [17]. By time-shifting the otherwise discarded off-peak renewable en-
ergies and smoothing the power output of intermittent sources, EES can effectively address
the problems of renewable energy systems. Even for conventional energy systems, EES can
still provide various benefits such as energy management and power quality/reliability sup-
port. Therefore, numerous EES technologies, such as Pumped Hydro Energy Storage (PHES),
Compressed Air Energy Storage (CAES), Thermal Energy Storage (TES), Flow Battery, Bat-
tery, Capacitor and Super-capacitor, Flywheel and Superconducting Magnetic Energy Storage
(SMES), has been proposed [14, 15]. According to their functions, the above EES technolo-
gies can be categorized into EES for power quality and reliability support, and EES for energy
managements. The former, such as Flywheel and SMES, have fast response, high efficiency
and power density, but are only able to supply power for short duration. They are there-
fore more appropriate for bridging short duration interruptions and providing voltage and fre-
quency support during rapid supply or demand swings. The latter, such as PHES and CAES,
have large capacity, long storage period and low unit cost, but are only economical in very
large scale. They are therefore more appropriate for energy management such as leveling
daily demand fluctuations and serving as contingency reserve [18].

The above EES technologies can also be categorized into the electrical energy storage
(e.g., Capacitors and SMES), mechanical energy storage (e.g., PHES and CAES), chemical
energy storage (e.g., batteries and solar fuels) and thermal energy storage (e.g., PTES and
LAES) in terms of their storage forms. In this thesis, only the large-scale thermo-mechanical
energy storage systems for energy management are discussed and analyzed in details.

2.1.1 Pumped Hydro Energy Storage

Pumped Hydro Energy Storage (PHES) is the most widely implemented energy storage tech-
nology and has the highest capacity of current commercial energy storage systems [53]. PHES
stores the off-peak electricity by pumping water from a lower to an upper water reservoir, and
during discharge, the stored water is released through a hydroelectric turbine to generate elec-
tricity, as shown in Fig. 2.2. Hence, the electricity is stored in the form of potential energy of
water which is defined by the elevation difference between the two reservoirs ∆H. The energy
density of PHES can be written as:

DPHES = ρwg△H (2.2)

where ρw is the density of water, g is the local gravitational acceleration, and ∆H is the ele-
vation difference between the two reservoirs. The typical height difference of PHES is in the
range of 150 to 600 m, which corresponds to an energy density of 0.5− 1.5kWh ·m−3. A
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Figure 2.2: Schematic diagram of the PHES

Table 2.1: Comparison of the PHES and CAES [8]

Efficiency (%) Energy Density (kWh/m3) Power Density (kW/m3)

PHES 70-85 0.5-1.5 5000
CAES 70-80 3-6 330

CAES - Huntorf 42 1.9 -
CAES - McIntosh 54 5.7 -

comparison with CAES is shown in Table 2.1.

As a mature technology, PHES enjoys the advantages of high efficiency, relatively fast
response (typically within 1 min [54]), long storage time and large energy storage capacity.
However, PHES requires special geographical conditions to build the reservoirs and dams,
whilst in most developed countries there is only limited prospect for further development
[16]. Besides, the construction of reservoirs and dams requires high initial investment, long
construction time, and clearing and flooding large areas, which may lead to serious environ-
mental and immigration problems.

Other variants of PHES such as underground and underwater PHES have been proposed
recently [55], however, they still rely on the specific geographical conditions and suffer from
the high investment and long construction due to its low energy density. In addition, they are
not proven technology and may cause additional technical challenges in their future develop-
ments [56]. However, it should be noted that underground and underwater PHES are usually
combined with the air reservoir of CAES to form isobaric CAES [29, 57, 58], which will be
discussed in Chapter 5.
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2.1.2 Compressed Air Energy Storage

Compressed Air Energy Storage (CAES) is the only other commercially available technology
(besides PHES) for large-scale energy storage. During low energy demand, surplus electricity
is used to compress ambient air to high pressure, and the pressurized air is then stored in an
air reservoir of any kind. During high energy demand, the stored air is released through a gas
turbine to generate electricity, as shown in Fig. 2.3. Thereby, the surplus electricity is stored in
the form of potential energy, or more precisely exergy, of the pressurized air [17]. The energy
density of CAES is given by:

DCAES = p ln
p
p0

− p+ p0 (2.3)

where p is the charge pressure of air reservoir and p0 is the ambient pressure. The typical
charged pressure of air reservoir is in the range of 40 to 80 bar [14], which corresponds to an
energy density of 3.0−7.5kWh ·m−3. Recently proposed A-CAES can deliver compressed air
at sufficiently high temperatures (~650 °C) and pressures (~ 10 to 20 MPa) [24] and therefore,
the energy density of CAES is generally believed to be higher than that of PHES.

CAES works on the basis of conventional gas turbine generation. It decouples the com-
pression and expansion cycles of gas turbine into two separate processes, and thus the power
output during discharge could be significantly boosted by using the pre-stored compressed
air produced by surplus electricity or renewable energy. It should be noted that the CAES is
not a mere storage technology, but a hybrid electricity generation and storage technology [17],
which converts parts of the chemical exergy of fuel into electricity. For hybrid storage concept,
the integration of additional thermal energy Qin,f, which is usually provided by combustion of
nature gas or light oil, complicates the comparison of different storage technologies. Different
definitions of the system efficiency have thus been suggested for the CAES: one is based on
a first law analysis and considers both the input exergy of electricity Ein,e and input thermal
energy of fuel Qin,f, as shown in Eq. (2.4); whilst the other is based on a second law analysis
and deducts the contribution of thermal energy Qin,f by a reference efficiency ηref from the
outlet exergy, as shown in Eq. (2.5) [9].

χCAES1 =
Eout,e

Ein,e +Qin,f
(2.4)

χCAES2 =
Eout,e −Qin,f ·ηref

Ein,e
(2.5)

CAES has several advantages such as high energy storage capacity, long storage period,
high efficiency and relatively low construction cost [17, 26]. However, conventional CAES
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Figure 2.3: Schematic diagram of the CAES

Table 2.2: Comparison of the Huntorf and McIntosh CAES [9]

Huntorf McIntosh

Year of commissioning 1978 1991
Power of compression train [MW] 60 49
Duration of charging process [h] 8 41

Power provided during discharge [MW] 321 110
During of discharging at full power [h] 2 26

Volume of cavern [m3] 310000 538000
Air pressure in cavern [bar] 43-70 46-75

Maximum air mass flow [kg/s] 417 154
Required electricity [kWh] for kWh output 0.8 0.82

Required fuel [kWh] for kWh output 1.6 1.21

does not recycle the thermal exergy generated during compression, which causes additional
loss and reduces its system efficiency. Moreover, it relies on the combustion of fossil fuels
and specific geological conditions, which renders it less attractive. To date, there are two com-
mercial CAES plants in operation, namely the Huntorf CAES in Germany and the McIntosh
CAES in the USA. The former was put into operation in 1978 with a rated power of 290 MW
and the latter was built in 1991 with an output power of 110 MW. One major difference be-
tween the two plants is that the recuperator is applied in McIntosh for exhaust-heat recovery,
which reduces the exergy losses of exhaust gas and results in higher efficiency than Huntorf
CAES. However, the cost of McIntosh CAES will also rise accordingly. Other parameters of
the two CAES plants are given and compared in Table 2.2 and Ref. [9, 17].
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Figure 2.4: Schematic diagram of the PTES during (a) charge and (b) discharge

2.2 Review of the thermodynamic modelling of individual
technologies

In recent years, many innovative concepts of large-scale EES technologies have been pro-
posed, including Adiabatic Compressed Air Energy Storage (A-CAES), Isothermal Com-
pressed Air Energy Storage (I-CAES), Pumped Thermal Energy Storage (PTES) and Liquid
Air Energy Storage (LAES). These technologies store exergy in the form of temperature or
pressure potential via different energy carriers such as natural stones, compressed or liquid
air and all enjoy many advantages. However, a thorough investigation and comparison of all
these technologies is still lacking and it constitutes the major part of this thesis.

2.2.1 Pumped Thermal Energy Storage

Pumped Thermal Energy Storage (PTES) effectively operates as a heat pump during charge,
pumping thermal energy from a cold reservoir to a hot one; whilst during discharge, the pro-
cess is reversed and it operates as a heat engine, converting the stored thermal energy back
into electricity, as shown in Fig. 2.4. Therefore, electricity is stored in the form of thermal
potential of the two thermal reservoirs due to the temperature difference with the environment.
The thermal storage materials can be solid, such as gravel and metal oxide, which are cheap,
abundant and nontoxic by nature; or liquid, which enables the system to be pressurized to
reduce the cost and the thermal energy to be stored statically at a single temperature; or Phase
Change Materials (PCM) which tend to enjoy much higher energy density. Therefore, the
advantage of thermal storage materials is one of the main motivations behind PTES and it will
be discussed in detail in Chapter 4. Even with sensible thermal energy alone, the energy den-
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sity of PTES is relatively high when compared with other thermo-mechanical energy storage
systems. For example, the energy density of a Thermal Energy Storage (TES) at temperature
T can be expressed as:

DTES = ρscs

(
T −T0 −T0 ln

T
T0

)
(2.6)

where ρs and cs are the density and heat capacity of the energy storage materials respectively,
and T0 is the ambient temperature. The TES temperature T of a PTES can be as high as
500 °C and as low as -150 °C, which correspond to energy densities of 130kWh ·m−3 and
60kWh ·m−3 respectively, if magnetite is used as the thermal storage material (Fe3O4 is se-
lected here due to its relatively high heat capacity and low cost, see Ref. [59]). Therefore, the
energy density of PTES is orders of magnitude higher than that of PHES and CAES, as shown
in Table 2.1.

The roundtrip efficiency of PTES is not limited by the Carnot efficiency and could also
reach 100 % for an ideal PTES. This is because although the thermal efficiency of an heat
engine is bounded by the Carnot efficiency, which tends to be low and falls between 20 and 50
% for most heat generation systems, the Coefficient of Performance (COP) of an heat pump
tends to be the reciprocal of the thermal efficiency of heat engine and hence, the combination
of the two as a system becomes more attractive. For example, the roundtrip efficiency of a
reversible PTES can be expressed as:

χrev = COPHP,rev ·ηHE,rev =

(
Th

Th −Tc

)
·
(

Th −Tc

Th

)
= 1 (2.7)

where Th and Tc are the temperatures of hot and cold thermal reservoir respectively. From
Eq. (2.7), it can be noted that the roundtrip efficiency of an ideal PTES is always 100 %
despite the variation of Th and Tc. In practice, however, the aerodynamic dissipation within the
compression and expansion device, the irreversible heat transfer within the heat exchanger or
thermal reservoir, and the pressure losses within each component together render the roundtrip
efficiency of PTES in the range of 50 to 70 %.

In Eq. (2.7), the term (Th −Tc) is proportional to the net work input during charge (or net
work output during discharge), wnet ∝ (Th −Tc) = (Th −T0)− (T0 −Tc) ∝ win −wout. There-
fore, it can be noted that as a closed system, there is always a portion of energy to be generated
during charge, like the wout in the above equation, or to be consumed during discharge, which
are both against the desired direction of energy flow and reduces the net work wnet. Further
study reveals that this portion of energy also makes the PTES more sensitive to compression
and expansion losses and therefore, the ratio between wout and win should be minimized. Cur-
rently, there are mainly two methods to reduce the work ratio: one is to employ the Brayton
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Figure 2.5: T -s diagrams of the PTES variants: (a) Brayton-cycle PTES (Argon) (b) Rankine-
cycle PTES (Ammonia)

cycle and the other is to employ Rankine-cycle, and the PTES can be further categorized into
the Brayton-cycle PTES and the Rankine-cycle PTES accordingly.

Brayton-cycle PTES

The Brayton-cycle PTES seems to have been proposed almost simultaneously and independent
by Isentropic Ltd. [20] in England and Saipem Ltd. [21] in France after the companies filed
their patents in 2008-2009 [18]. The T -s diagram of the Isentropic system and Saipem system
are shown in Fig. 2.5a, and it can be noted that the Joule-Brayton cycle is followed in both
systems. In addition, argon and solid refractories are respectively employed as the working
fluid and thermal storage materials in both systems as well. However, there is no preheating
in the Isentropic system so that both T1 and T3 are fixed at ambient temperature T0; whilst in
the Saipem system, T1 is increased to around 480 °C by adjusting the discharging temperature
ratio τ ′ and T3 is fixed at ambient value, as shown in Fig. 2.5a. The maximum temperature T2

of Saipem system is also much higher than that of the Isentropic. In addition, turbomachineries
are deployed as the compression and expansion devices in Saipem system whilst reciprocating
compressors and expanders are used in Isentropic system instead. In Isentropic system, the
thermal reservoir is segmented to further reduce the pressure loss.

The Saipem scheme has been modelled in the literature by Desrues et al. and Ni and
Caram. Desrues et al. [60] modelled the thermal reservoir with finite element method with
the axial conduction and pressure loss being included, whilst Ni and Caram [61] modelled
the thermal reservoir with the Schumann equations and solved with the exponential matrix
method. They both model the turbomachineries with polytropic efficiency η but the effects
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of heat leakage loss and pressure loss are not considered. Results show the feasibility of this
process, with an estimated roundtrip efficiency of 66.7 % and key factors for improving the
process performance are identified. It should be noted that the maximum reached temperature
in Saipem scheme is as high as 1268 K, which is above the maximum allowable temperature
of current compressors and expanders.

The Isentropic scheme is mainly researched in Cambridge by White and McTigue. White
first studied the sensitivity of PTES roundtrip efficiency to various loss factors and indicated
the particular susceptibility to compression and expansion losses which can be mitigated by
using efficient reciprocating devices and reducing the ratio of discharged temperature between
hot and cold store [18]. Then he focused on the losses of packed bed thermal reservoir with
a simple numerical model based on Schumann equations and demonstrates the dependence
of losses on operating temperatures, reservoir geometry and mode of operation [41]. The
impact of the variation of heat capacity with temperature was also investigated in detail [59].
McTigue then integrated the packed bed model with the reciprocating compressor/expander
model. Both parametric and optimization studies are carried out and a flat tradeoff between
efficiency and energy density is discovered, which is mainly due to the utilization factor Π

and indicates an attainable high energy density with a small penalty on efficiency [43]. Later
McTigue extended the Schumann model of thermal reservoir by including the effects of axial
conduction and heat leakage and carried out thermo-economic optimization for the Brayton
PTES [44]. Similar researches are carried out for segmented thermal reservoir [42, 44] and
radial thermal reservoir [62], and their advantages and disadvantages are revealed.

More recent papers have focused on the PTES with liquid stores and heat exchangers.
Complicated techniques such as preheating, precooling and recuperating, are employed to
adapt the PTES cycles to match with the temperature range of the thermal fluids, as well
as increasing the roundtrip efficiency and energy density [48]. Stage repetition and system
pressurization have also been proposed as ways for increasing system efficiency and reducing
the unit storage cost. The research on this recent progress can be found in Ref. [48] and will
be discussed in Chapter 4.

Rankine-cycle PTES

The Rankine-cycle PTES can be further categorized into the transcritical and subcritical PTES
depending on the state of working fluid at high pressure side. Modern research on Rankine-
cycle PTES was initiated in Switzerland by ABB Ltd. [63] but soon attracted the attention
from researchers in other countries. The T -s diagram of the transcritical and subcritical PTES
are shown in Fig. 2.5b, and it can be noted that the Rankine cycle is followed. Carbon dioxide,
ammonia and steam are proposed as working fluids, and both pressurized liquid stores and
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indirect contact thermal reservoir are proposed as the hot TES. For the cold TES, either phase
change materials such as salt water ice slurry or environment are proposed because the bottom
part of Rankine cycle is always a phase change process, as shown in Fig. 2.5b, which makes
the sensible heat storage inappropriate here due to the serious pinch point problem. Compared
with Brayton-cycle PTES, Rankine-cycle PTES enjoys higher work ratio between wout and
win during charge because compressing liquid usually requires less work than compressing
ideal gas, as shown in Figs. 2.5a and 2.5b. However, Rankine-cycle PTES is also more prone
to heat transfer losses within the hot TES due to the heat capacity variation around the critical
point, and the temperature ratio of Rankine-cycle PTES tends to be low, which reduces its
energy density and make it more sensitive to all kinds of irreversiblities.

The transcritical PTES with carbon dioxide as the working fluid has been first proposed
by ABB Ltd. in 2011 [22]. Water is used as the hot TES materiel and ice production/melting
forms the cold TES. The technical feasibility of using off-the-shelf components for a pilot-
scale plant has been analyzed [22]. Mercangöz et al. [63] further developed this concept
and provided more details of the suggested design. The advantages of using CO2, water and
ice slurry respectively as the working fluid, hot and cold TES materials are discussed, and
the importance of matching the temperatures of working fluid and thermal storage fluid are
emphasized. Morandin et al. [64] presented a modelling method based pinch analysis for a
base case and alternative system configurations. They also conducted a more detailed thermo-
economic optimization for the transcritical PTES with CO2 as the working fluid and found the
most sensitive design parameters are the number of intermediate storage tanks and the system
pressure ratio. A similar transcritical PTES with ammonia, indirect contact thermal reservoir
and environment as the working fluid, hot and cold TES respectively was proposed by Abarr
et al. [65, 66] as a stand-alone energy storage system and a bottoming cycle for an integrated
gas turbine system. Parametric study and baseline thermo-economic analysis was also carried
out, and results shows that this transcritical PTES has relatively low system efficiency but
competitive economic performance.

The subcritical (or latent) PTES with steam and ammonia as the working fluid has been
studied by Steinmann and is referred to as the Compressed Heat Energy Storage (CHEST)
[67]. The basic CHEST configuration used steam as the working fluid, a combination of sen-
sible and latent storage as the hot TES, and the environment as the cold TES. The combination
of sensible and latent storage can minimize the temperature difference of heat transfer caused
by the pinch point problem. Steinmann also considered the cascaded cycles and the step-wise
compressions. Ammonia cycle is used for low temperature compression and water cycle is
employed as the high temperature compression, and therefore, the hot store of ammonia cycle
also acts as the cold store of the water cycle. The roundtrip efficiency is estimated as 72.8
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% without considering the effect of heat leakage losses and pressure losses. Dietrich et al.
[68] analyzed a subcritical PTES with Butane as the working fluid. Tube-in-concrete thermal
reservoir and environment are still deployed as the hot and cold TES respectively. Its roundtrip
efficiency and unit storage cost are estimated to be 27.3% and 56.21 ct/kWh respectively.

2.2.2 Adiabatic Compressed Air Energy Storage

Adiabatic Compressed Air Energy Storage (A-CAES) compresses air near-adiabatically dur-
ing charge and then stores the generated thermal energy (colloquially the “heat of compres-
sion”) separately in a TES prior to the storage of compressed air in an air reservoir; whilst
during discharge, air is reheated within the TES before being expanded in turbines to generate
electricity, as shown in Fig. 2.6. The electricity is thus stored in the forms of temperature
potential of the TES and pressure potential of the air reservoir. Therefore, A-CAES can be
viewed as a hybrid of thermal and mechanical energy storage systems. For example, the outlet
exergy flow of an ideal adiabatic compressor can be written as:

Ėair = ṁ
[

cpT0

(
T
T0

−1− ln
T
T0

)
+RgT0 ln

p
p0

]
(2.8)

where the first part of the right hand side of Eq. (2.8) refers to the temperature related contri-
bution; whilst the second part refers to the pressure related contribution of air exergy. Dividing
the specific exergy eair into temperature and pressure related contribution will be helpful for
analyzing the A-CAES process. For an adiabatic compressor, the temperature ratio τ and

pressure ratio β after compression are related by: τ = β
γ−1

γ , where τ = T/T0 and β = p/p0.
After substituting this relation into Eq. (2.8), it can be proved that the temperature related
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contribution increases whilst the pressure related contribution decreases with the pressure ra-
tio β , and the energy density of A-CAES is simply an weighted average of the energy density
of compressed air and TES system, which can be calculated by Eq. (2.3) and Eq. (2.6) re-
spectively. Therefore, it can be noted that both the air reservoir and TES are important to the
energy density and unit cost of A-CAES.

In addition, the roundtrip efficiency of an isobaric A-CAES can be written as:

χCAES =
ηT ′

e,in
(
1− τ−1)

Tc,in (τ −1)/η
= η

2 (1− fT) (2.9)

where Tc,in is the compressor inlet temperature during charge, which is always T0; whilst
T ′

e,in is the expander inlet temperature during discharge, T ′
e,in = Tc,out (1− fT) ≈ T0τ (1− fT),

where fT is the temperature loss factor of TES which measures the temperature drop within
the TES subsystem. Since η is the isentropic efficiency of the compressor and expander,
it can be noted that the roundtrip efficiency of an isobaric A-CAES is determined by the
performance of TES system and compression/expansion device. Further analysis reveals that
the cavern parameters also plays an important role in the performance of an isochoric A-
CAES. Therefore, air reservoir, TES system and compressor/expander are all critical units for
A-CAES.

The type of compressor/expander is usually determined by the rated power P and energy
E of an A-CAES. For example, axial compressors/turbines are more suited for large-scale A-
CAES with high mass flowrate, whilst reciprocating compressors/expanders are more suited
for micro-scale A-CAES with low mass flowrate. The A-CAES can also be categorized into
different variants due to their different types of air reservoirs and TES systems, which will be
discussed in detail in the following parts of this section.

Air reservoir

In terms of pressure fluctuation, an air reservoir can be categorized into an isobaric or isochoric
type; whilst the isochoric air reservoir can be further divided into an isothermal, intermediate
or adiabatic type, according to its heat exchange with the surrounding. Similarly, an A-CAES
can also be categorized into an isobaric or isochoric A-CAES according to their deployed
air reservoirs. For example, in an underwater A-CAES (Fig. 2.8a) or an underground A-
CAES with rock formation and water equalizing pits (Fig. 2.7b), the pressure within the air
reservoir remains constant, and they are therefore categorized into the isobaric A-CAES. On
the other hand, in an underground A-CAES with solution-mined cavern (Fig. 2.7a) or an
above-ground A-CAES with artificial air reservoirs (Fig. 2.8b), the pressure within the air
reservoir constantly varies between pmin and pmax, and they are therefore categorized into
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Figure 2.7: Schematic diagrams of the air reservoirs of Underground CAES: (a) Isochoric
cavern (b) Isobaric cavern [2]

the isochoric A-CAES. For an isobaric air reservoir with both inlet and stored air at ambient
temperature T0, it can be proved that there is no heat exchange with its surrounding so that an
isothermal or adiabatic boundary makes no difference for it [50]. For an isochoric air reservoir,
however, there is heat transfer across the system boundary and its amount can be adjusted by
changing the mass flowrate of inlet/outlet air [2].

As a proven technology, isochoric air reservoir, such as underground solution-mined cav-
ern and above-ground artificial air reservoir, has received intensive treatment from both the
academia and the industry. In 2004, Bullough et al. [24] studied the availability of under-
ground air reservoir and concluded that using existing cavern or solution-mined ones are both
feasible options. The pressure and temperature variation within the cavern of the first CAES
plant was published by Crotogino et al. [71] and based on this data, Raju et al. [72] developed
an accurate simulation model for the Huntorf cavern and found the heat transfer between a
cavern and its surrounding plays an important role in determining its thermodynamic behav-
ior. Zhang et al. [50] arranged the work of other researchers and proposed a complete set
of thermodynamic models for different air reservoirs and A-CAES systems. He also discov-
ered that the impacts of air reservoir models and stage number on the system performance
are significant, and these models and conclusions can be applied to above-ground artificial air
reservoirs as well. In 2008, Grazzini and Milazzo [73] proposed an A-CAES with artificial
air reservoir and variable configuration system. The pressure within this artificial air reservoir
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(a) Underwater CAES [69] (b) Above-ground CAES [70]

Figure 2.8: Photos of the air reservoirs of Underwater CAES and Above-ground CAES: (a)
Underwater CAES (b) Above-ground CAES

can vary continuously from 1 bar to 200 bar, thus making full use of the stored exergy. They
also provided a simple theoretical method for estimating the mass of steel for the artificial air
reservoir. Other more detailed study on the economics of artificial reservoirs can be found in
Refs. [4] and [74].

The air reservoirs studied in the above literature are all isochoric ones. However, isobaric
air reservoirs, such as underwater energy bags (Fig. 2.8a) and underground isobaric caverns
(Fig. 2.7b), are also popular. The underground cavern with rock formations and water equal-
izing pits was first proposed in a report by Brown, Boveri (BBC) [58], and this isobaric cavern
was claimed to have smaller volume and could avoid the throttle losses caused by the pressure
sliding of isochoric cavern. A micro-scale isobaric air reservoir which combines CAES with
PHES was proposed by Kim et al. [57], which could help the turbomachineries operate at
their optimal efficiency. The research on Underwater CAES (UW-CAES) is also very active
in the UK and Canada. Both numerical and experimental research has been carried out and the
results can be found in Refs [30] and [29]. Recently, an underwater CAES reference facility
has been applied in Toronto using an underwater air storage in Lake Ontario [31].

In spite of these numerous variants of air reservoirs, an investigation of different models
and parameters of air reservoir on the system losses and efficiency has so far been lacking.
This forms the subject of Chapter 5, together with a case study of the Huntorf CAES cavern.
The motivation for this comparative study is to minimize the cavern losses (direct losses)
and other losses due to cavern parameters (indirect losses), as well as maximizing the energy
density of cavern.
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TES system

In terms of temperature range, a TES can be categorized into a high-temperature (above 400
°C), medium-temperature (between 200 °C and 400 °C) or low-temperature (below 200 °C)
TES, as shown in Ref. [17]. High-temperature TES is estimated to have higher system effi-
ciency while the low-temperature TES is believed to have faster start-up and better profitabil-
ity. In addition, the difference in temperature range can also be represented by the difference
in heat transfer method and thermal storage materials. For example, thermal storage may be
achieved by cooling the air in heat exchangers which allow the energy to be transferred to
liquid tanks. Alternatively, heat may be transferred directly to a solid storage material, for
example in a packed bed. The former is referred to as the liquid TES and mostly used for
low-temperature TES; whilst the latter is named as the solid TES and usually deployed as
high-temperature TES.

Bullough et al. [24] were the first to study and compare solid and liquid TES for A-CAES
systems, proposing several suitable TES materials that cover temperatures from 50 to 650 °C.
RWE Power Ltd. proposed the ADELE project in Germany which is intended to operate at
high temperature (600 °C) and high pressure (100 bar), with a targeted system efficiency of
70 % [25]. Barbour et al. [75] presented a thermodynamic analysis of a two-stage solid A-
CAES system and suggested that solid A-CAES is superior to its liquid counterpart because
this system has no costly thermal fluid requirements and enjoys higher system efficiency and
energy density. Hybrid TES with both solid and Phase Change Material (PCM) has been
proposed and investigated by Peng et al. [76], and it is claimed to be more efficient than TES
with single solid or PCM. These studies all propose high temperature TES systems, but there
are also numerous concepts that operate in the range of 80-200 °C.

Low temperature A-CAES (LTA-CAES) was advocated by Wolf et al. [26] who high-
lighted several advantages: fast cycling and wide-ranging part-load capacity, and avoidance of
various high-temperature challenges. These benefits come at the expense of lower efficiency,
which is anticipated to be in the range of 52-60 %. Grazzini and Milazzo [73] proposed a sys-
tem in which the TES comprises pressurized water at 120 °C combined with a high-pressure
artificial air reservoir. The system efficiency is estimated at 72 % which clearly competes with
other energy storage technologies.

Many cycle analysis studies for liquid A-CAES have been reported in the literature, in-
cluding those of Luo et al. [77] for a liquid-based TES systems, who concluded that efficiency
is determined mainly be compression and expansion losses and heat exchanger effectiveness.
Buffa et al. [78] proposed a system under the project “ENEL Ingegneria e Innovazione”, with
seven stages of compression and six stages of expansion. Due to the large number of stages,
the TES temperature is low enough that ambient water can be used as the thermal fluid, but
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Figure 2.9: Schematic diagrams of the I-CAES and the isothermal expander: (a) I-CAES (b)
Isothermal expander

the system efficiency is estimated to be only 52 %.
Despite these and many other studies of different A-CAES configurations, a comparative

study of liquid and solid based systems from both thermodynamic and economic perspectives
has so far been lacking. This forms the subject of Chapter 5, together with the investigation of a
hybrid solid-liquid system aimed at achieving high efficiency whilst reducing capital cost. The
motivation for hybrid A-CAES lies in the fact that the packed bed is generally more efficient
and cheaper than heat exchangers at low pressure, but becomes exorbitantly expensive at high
pressures.

2.2.3 Isothermal Compressed Air Energy Storage

Isothermal Compressed Air Energy Storage (I-CAES) compresses air near-isothermally by
continuously removing the generated thermal energy during charge, whilst during discharge,
thermal energy is continuously added to the system at near-ambient temperature, as shown in
Figs 2.9a and 2.9b. Therefore, a separate TES can be avoided and almost all its exergy is stored
in the form of pressure potential of the compressed air. In practice, some of the proposed I-
CAES make use of cheap and low-grade thermal storage by means of, for example, a warm
water pool. The energy density of I-CAES is the same with that of the CAES, as shown in Eq.
(2.3), which tends to be lower than that of a TES, as shown in Eq. (2.6). However, the unit
cost of storing compressed air is much lower than that of storing thermal energy, which is the
underlying motivation for developing I-CAES.

The efficiency of an I-CAES is obviously dependent on how fast it can exchange heat with
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its surroundings and how close it is to ideal isothermal process. To measure this effect, the
isothermal efficiency ηiso is introduced, which is the ratio between the ideal isothermal work
wideal and the actual work wactual for a compressor, ηiso = wideal/wactual. There are generally
three methods to enhance the heat transfer and increase the isothermal efficiency, which are
through increasing the heat leakage factor, and enhancing the sensible and latent heat exchange
with a thermal fluid respectively. To better demonstrate these effects, the infinitesimal temper-
ature increase of compressing an air-vapor-liquid mixture that maintains thermal equilibrium
can be written as [79, 80]:

dT
T

=
1−αc

ηc

R∗

c∗p

dp
p

(2.10)

where ηc is the polytropic efficiency and αc is the heat leakage factor of compressor, which
quantifies the compression heat losses by αc = δqc/δwc. Therefore, if the heat leakage fac-
tor αc is one, then the same amount of heat will be leaked out through the boundary as the
compression work, which means it is an ideal isothermal process as δqc = δwc and dT = 0.
However, increasing αc is difficult to realize in practice because as shown in Ref. [81], the
bottleneck in heat transfer through the boundary is the convection resistance inside the cylin-
der, for which few methods are available to reduce it. From Eq. (2.10), it can also be noted
that increasing the polytropic efficiency ηc and thus reducing the aerodynamic loss can also
help make the compression more isothermal.

Another method for isothermal compression is enhancing the heat transfer between the air
and a thermal fluid, and the heat transfer can be further categorized into the latent and sensible
heat transfer. For example, most I-CAES systems require large amount of water droplets to
enhance the heat transfer, and for each kg of dry air, there will be ω kg of water vapor and f
kg of liquid water with it. If the air-vapor-liquid mixture is in thermal equilibrium, then the
effective heat capacity c∗p and gas constant R∗ in Eq. (2.10) can be expressed as [79, 82]:

c∗p = cp,a +ωcp,v + f cp,l +

(
1+

Ma

Mv
ω

)
ωL2

RvT 2 (2.11)

R∗ = Ra +ωRv +

(
1+

Ma

Mv
ω

)
ωL
T

(2.12)

where the subscripts a, v and l denote the dry air, vapor and liquid respectively, M is the
molecular weight and L is the latent heat of vaporization. From Eqs. (2.11) and (2.12), it
can be noted that although the mass of vapor ω is usually negligible, its contribution to the
effectiveness heat capacity c∗p and gas constant R∗ may be significant because the latent heat
of vaporization L is very large. This is especially the case when the pressure p is low but the
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temperature T is high since both of them lead to higher vapor mass ω . It is reported that with
the latent heat transfer alone, the effective isentropic index γ∗ can be reduced from 1.40 to 1.12
~ 1.16 [79, 82]. Therefore, latent heat transfer is usually employed in the inlet fog boosting of
gas turbines to reduce its compression work.

Compared with gas turbines, the operating temperature of an I-CAES is much lower whilst
the operating pressure is much higher, which means the mass of water vapor ω is low and the
contribution of latent heat transfer is not enough to achieve near-isothermal compression alone.
Therefore, sensible heat transfer is also deployed to further reduce the effective isentropic
index γ∗. Since the heat capacity of water is roughly four times that of the air, the effectiveness
heat capacity c∗p of air-vapor-water mixture can increase by 400 % for each unit increase of
water, as shown by Eqs. (2.11). Therefore, sensible heat transfer is widely employed in all
kinds of isothermal compression and especially important in the liquid-flooded compressors
because thermal oil tends to have high boiling point and thus the contribution of latent heat
transfer is negligible.

Most of the current I-CAES systems employ several of the above techniques together to
increase its isothermal efficiency. For example, the surface area to volume ratio of a liquid
piston can be maximized by conforming its liquid to an irregular shape, and its heat leak-
age factor can be increased accordingly. Meanwhile, large amount of water droplets can be
sprayed into the liquid piston to further enhance the heat transfer between air and water, which
may occur in both sensible and latent methods. Therefore, all of the above heat transfer en-
hancement methods will be first reviewed separately and then their applications in I-CAES
will be emphasized.

Heat leakage

For an isothermal compressor, the overall heat transfer resistance between the cylinder air and
the ambient can be divided into three parts, namely the convection resistance of the cylinder
air Rconv,air, the conduction resistance Rcond,metal, and the convection resistance of the ambi-
ent Rconv,amb [81]. The conduction resistance Rcond,metal is negligible when compared with
the convection resistances, and the convection resistance of ambient Rconv,amb can be further
decreased by employing a water jacket around the cylinder. Therefore, the bottleneck in heat
transfer enhancement is the convection resistance of cylinder air Rconv,air, and its value can be
reduced by increasing the heat transfer area between wall and air.

Knowlen [83] was the first to investigate the effects of bore-to-stroke ratio and engine
frequency on the isothermal efficiency, and concluded that small bore and low frequency were
desirable for en efficient isothermal engine. He also proposed the concept of conically finned
piston to further increase the heat transfer area of inner cylinder, and the simulation results
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showed that significant improvement could be obtained. However, it should be noted that
increasing the cylinder area or reducing the engine frequency is always accompanied by an
increase in capital cost, and the potential for further improvement is very limited.

Latent heat transfer

Another method of heat transfer enhancement involves liquid evaporation and condensation
within the compressor/expander. As mentioned earlier, the impact of latent heat transfer on
isothermal efficiency is significant even if the mass of water vapor ω is mall due to the large
latent heat of vaporization L. One example of the application of latent heat transfer is the
Inlet Fog Boost (IFB) and wet compression of gas turbines, and it is reported that a 1 % water
injection to air mass flow will increase the gas turbine output up to 10 % and efficiency up to
a relative 3 %, with other benefits such as NOx emissions reduction. This is because of the
reduction of compression work due to continuous evaporative intercooling, and the increased
turbine mass flowrate and specific work due to high heat capacity of water vapor.

Zheng et al. [82] established the thermodynamic model for wet compression process and
discussed the topics such as ideal and actual wet compression, inlet evaporative cooling, effi-
ciencies of wet compression, and droplet evaporation rate and time. White and Meacock [79]
studied the effect of water evaporation throughout the compressor stages, and examined the
consequent off-design behavior and the potential reduction in compressor work input. Their
work was initially restricted to small droplets which follows the gas-phase velocity with neg-
ligible slip, but was later extended to multi-spool gas turbine [84] and wet compression with
velocity slip effects [85]. They found the overall performance of multi-spool gas turbine shows
a substantial power boost and a marginal increase in thermal efficiency, and for droplet sizes of
typical of fog boosting, the overall effect of slip is to slightly increase the evaporative cooling
effect through the enhanced heat and mass transfer rates.

It should be noted that the wet compression is not near-isothermal compression, but the
models of latent heat transfer will be used in Chapter 6 of this thesis.

Sensible heat transfer

Liquid flooded compression refers to the process of flooding a screw or scroll compressor
with large quantities of lubrication oil as the air flows through it, so that the oil also operates
a medium for heat exchange. Since the boiling point of lubrication oil is relatively high, the
impact of latent heat transfer on isothermal efficiency is very limited. Therefore, the sensible
heat transfer is critical for the isothermal efficiency of liquid-flooded compression.

Hugenroth et al. [86, 87] carried out thermodynamic analysis and experimental investi-



2.2 Review of the thermodynamic modelling of individual technologies 27

gation for a liquid-flooded Ericsson cycle cooler. Analytical models of liquid-flooded com-
pression and expansion processes were developed using ideal gas, constant specific heat, and
incompressible liquid assumptions. The optimum liquid flooding rate that minimized com-
pression work was discovered as well. These models were later validated with experimental
results, and it was found that the scroll compressor and expander perform pretty well consid-
ering they were not designed for the operating conditions encountered.

Coney et al. [88, 89] developed a novel reciprocating compressor, in which quasi-isothermal
compression is achieved by the injection of a large quantity of water through spray nozzles
inside the compressor. Due to the high density and heat capacity of the liquid water spray, the
temperature increases only slightly during compression. They claimed a compression ratio
of up to 1:30 can be realized in a single cylinder with a significant reduction in the power
consumption.

The analytical and numerical models of sensible heat transfer have been developed by
Hugenroth and Coney respectively, and will be used in Chapter 6 of this thesis.

Application in I-CAES

As mentioned earlier, all of the above techniques can be used together to increase the isother-
mal efficiency of an I-CAES. A good example of this kind of application is the liquid piston,
which was first proposed by Van de Ven and Li [90]. Liquid piston, as its name suggests, uses
liquid column to compress the air directly. Since a liquid can easily conform to an irregular
shape, the surface to volume ratio and heat leakage factor of a liquid piston can be maximized.
Meanwhile, the liquid can be used to enhance heat transfer and carry the “heat of compres-
sion” out of the system. Finally, a liquid piston can eliminate gas leakage and replace sliding
seal friction with viscous friction. Therefore, it was found that the liquid piston could signif-
icantly reduce the compression work and increase the efficiency, whilst the friction loss did
not increase much. Qin and Loth [6] investigated the concept of droplet spray heat transfer to
establish near-isothermal compression. A detailed multiphase thermodynamic model was es-
tablished and validated with experimental data, and the compression efficiency was increased
from 71 % to 98 %. Later, they investigated this concept with detailed two-dimensional un-
steady flow simulations, which uncovered the flow characteristics and strong spatial variation
in droplet size and concentration [91].

Proposals of I-CAES have been published by SustainX, LightSail and General Compres-
sion [33, 34, 92], most of which require continuous heat exchange between the air and some
other substance to remove (or add) heat during compression (or expansion). Water is often
used as the heat-exchange fluid due to its highly suitable properties and it can be in various
forms (bubbling, spraying and foaming etc.) to increase the two-phase contact area. Hence,
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Figure 2.10: Schematic diagram of the LAES and illustration of exergy (temperature related
contribution only) variation of compressed air: (a) Schematic diagram of the LAES (b) Illus-
tration of exergy (temperature related contribution only) variation of compressed air

liquid piston and hydraulic pump are often deployed in I-CAES as the isothermal compressor
and expander, but I-CAES based on reciprocating devices are also proposed. In 2013, Sus-
tainX has replaced spray-based exchange with foam-based heat exchange to further enhance
heat transfer [5]. Experimental results showed that compression/expansion ratio as high as 200
could be achieved with only two stages of compression/expansion, with temperature variation
less than 50 °C in each stage and isothermal efficiency as high as 95 %. In the same year, a
novel Ground-Level Integrated Diverse Energy Storage (GLIDES) system has been proposed
in the United States, which employs solar or waste heat to approach a quasi-isothermal process
and improve the roundtrip efficiency [35, 36].

2.2.4 Liquid Air Energy Storage

Liquid Air Energy Storage (LAES) cryogenically cools and liquefies air using off-peak elec-
tricity during charge, whilst during discharge, the liquid air is pumped, heated and expanded
in a series of turbines to generate electricity, as shown in Fig. 2.10a. Hence, the off-peak elec-
tricity is stored in the form of temperature potential of liquid air, which is pretty high (e.g.,
388− 444MJ/m3 for saturated liquid air at 10− 16bar) when compared with other thermo-
mechanical energy storage systems. Meanwhile, LAES is not bound by specific geographic
and geologic conditions, and enjoys much higher siting freedom. In these senses, LAES shares
some similarities with PTES.

However, LAES is not a closed cycle and cannot be pressurized like PTES. Actually,
the hot part of LAES is quite similar to an A-CAES or CAES before the compressed air is
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cooled, liquefied and stored. Like CAES, baseline LAES (which is a simple combination of
an air liquefaction plant and a power recovery system) cannot recycle the generated thermal
energy of compression (colloquially the “heat of compression”), which increases the work
input during charge and reduces the work output during discharge. In addition, baseline LAES
cannot recycle the released thermal energy of liquid air (colloquially the “cold of liquid air”)
either, which means the compressed air could only be cooled by the flash-gas or separately
expanded air during charge. This further increases the compression work during charge and
reduces its roundtrip efficiency. Actually, baseline LAES usually has a low efficiency and
according to Ref. [40], the roundtrip efficiency of the first pilot LAES plant is only 8 %
despite that a small portion of the cold energy of liquid air has been recycled.

Since the previous LAES cannot recycle the “heat of compression” during charge and
the “cold of liquid air” during discharge, it is also referred to as the Diabatic LAES in the
follow part of this thesis because all this thermal energy is dissipated into the environment. To
improve the efficiency of Diabatic LAES, thermal energy recycling has been proposed, and
both hot and cold TES have been integrated into the Diabatic LAES. In the ideal case, all the
thermal energy will be recycled and the LAES will not rely on any external supply of thermal
energy. An Adiabatic LAES has thus been proposed, and depending on the type of its TES,
an Adiabatic LAES can be further categorized into one with solid TES (colloquially “solid
LAES”) and one with liquid TES (colloquially “liquid LAES”).

During discharge of an Adiabatic LAES, liquid air with exergy EL is first pumped and
stores its “cold exergy” EC in a cold TES, then it absorbs the “hot exergy” EH from a hot TES
before finally being expanded in turbines to generate electricity. If the net work output is Wnet,
then the following equation should hold:

Wnet = EL −EC +EH (2.13)

Eq. (2.13) is also valid for the charging process. It can be noted from Eq. (2.13) that
the flow of “cold exergy” EC is against the desired direction of exergy flow because during
discharge, all the exergy is expected to be converted to electricity and fed into the grid, rather
than being stored for later use.

To better illustrate the change of thermal exergy, the temperature related contribution of
Eq. (2.8) as a function of temperature has been shown in Fig. 2.10b, where the heat capacity
ṁcp is set as unity. From Fig. 2.10b, it can be noted that after storing EC at -188 °C and
absorbing EH at 550 °C, the temperature related contribution of exergy of compressed air
almost remains unchanged, which indicates EC ≈ EH and EL ≈Wnet ≈ E, where E is the rated
energy of the LAES system. Therefore, roughly the same exergy as the designed capacity is
stored in the liquid air, which has very high energy density. However, the energy density of
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LAES plant is not be as high as the liquid air, because the volume of hot TES and cold TES
reduces the system energy density, which will be discussed in Chapter 7.

In terms of roundtrip efficiency, an Adiabatic LAES may have lower efficiency than an
A-CAES due to its additional losses within the cold TES. However, an Adiabatic LAES has a
high work ratio between wout and win during discharge since pumping liquid air requires much
less work than compressing gas, which makes it competitive when compared with PTES. Con-
sidering its geographical independence and relatively high energy density, Adiabatic LAES is
still a promising energy storage system, and its comparison with other energy storage systems
will be discussed in Chapter 8.

Diabatic LAES

The concepts of LAES was first proposed by Smith in 1977 [37] but was later developed by
industry groups such as Mitsubishi [38], Hitachi [39] and Highview [40]. Early concept of
LAES is no more than a simple combination of air liquefaction unit and power recovery unit
with little thermal energy recovery between them. Therefore, the low-temperature thermal
energy required for air liquefaction is either provided by the flash-gas (unliquefied air vapor)
or the separately expanded air. The cycles deployed by these two methods are referred to
as the Linde-Hampson cycle and Claude cycle respectively. It is generally believed that the
Claude cycle is more efficient than Linde cycle and more suited for large scale air liquefaction,
but this is because in a stand-alone air liquefaction unit, there is no low-temperature thermal
exergy available, which is not the case in a LAES system.

Early this century, an integrated LAES and gas turbine (GT) system was proposed to re-
duce the GT compression work by compressing liquid rather than ambient air [38]. The liquid
air in this case was obtained by the Linde process (exploiting off-peak electricity) in an air
liquefaction unit, and the power output of the GT was more than doubled relative to that of a
conventional cycle. Later on, a subcritical LAES using a combined Linde and Rankine cycle
was analyzed by Ameel et al. [93]. This combined cycle relies on external supply on liquid
air and only a fraction of the low-temperature thermal exergy can be recycled, and its system
efficiency is estimated to be 43 %.

A key milestone for LAES was the completion and testing of a 350 kW/2.5 MWh demon-
stration plant by Highview [40], which is based on the Claude liquefaction cycle (charge) and
the Rankine cycle (discharge). During discharge, some of the exergetic content of the liquid
air can be stored for later use, but the rest (roughly 50 %) is still provided by the expansion of
compressed air. Therefore, its roundtrip efficiency is only 8 % and future plans for enhancing
its cold recovery are proposed.



2.2 Review of the thermodynamic modelling of individual technologies 31

~

~

Generator

Motor

Ambient

Comp. 1 Comp. 2

Turb. 2 Turb. 1

Ambient

Pollutes

TES

CES

Throttle 

Valve

Cryo. Tank

Cryo. 

Pump

Figure 2.11: Schematic diagram of the Supercritical Compressed Air Energy Storage (SC-
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Adiabatic LAES with solid TES

Since the recovery of “cold” and “hot” thermal energy is so important for the efficiency of
LAES, modern research on LAES all deploy TES systems to recycle the cold of liquid air
and even the heat of compression. Depending on the types of TES deployed, an Adiabatic
LAES can be further categorized into Solid LAES (LAES with solid TES) and Liquid LAES
(LAES with liquid TES), as mentioned before. For example, a series of packed beds filled
with quartzite based river shingles are used in the Highview LAES plant to recycle the cold
thermal exergy, therefore, this TES can be classified as a solid TES [40]. Besides, it is also
an indirect-contact solid TES because the stored cold is first transferred to a circulation fluid
and then supplied to the main “cold box” (multi-steam heat exchanger), therefore, there is no
direct contact between the working fluid and thermal storage media. On the other hand, in
the Hitachi LAES proposed by Chino et al. [39], cold is stored in steel pipes filled with small
pebbles, and the compressed air efficiently changes its heat by direct contact with the media.
Therefore, it is referred to as an direct-contact solid TES.

Another example of solid LAES is the Supercritical Compressed Air Energy Storage (SC-
CAES). It was first proposed by Chen et al. [3] by combining the characteristics of A-CAES
and LAES, as shown in Fig. 2.11. Both the heat of compression and cold of liquid air are
stored respectively in a hot and cold TES which could be packed beds filled with rocks. Guo
et al. [94] built the thermodynamic model and carried out exergetic analysis for the SC-CAES,
and estimated its efficiency to be 67.4 % and its energy density 18 times higher than a con-
ventional CAES. He also proposed a concise analytical solution for SC-CAES, conducted
sensitivity and exergetic analysis based on this model, and proved that the system efficiency
varies linearly with the isentropic efficiency, heat exchanger effectiveness and pressure loss
factor [95]. The cryogenic energy storage characteristics of a packed bed filled with granite
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pebbles were investigated experimentally at pressure of 0.1 MPa and 6.5 MPa by Chai et al.
[96], and it is found that the temperature distribution varies significantly at different pressures.
Sciacovelli et al. [97] built the thermodynamic model for a LAES with packed bed and eval-
uated its dynamic behavior. The packed bed model was validated with experimental data and
the system efficiency was estimated to be 50 %.

Adiabatic LAES with liquid TES

In addition to the solid LAES, the research on liquid LAES is also very active. The use of
common refrigerants as thermal fluids was first proposed by Li [98], and R218 and methanol
are selected as the high-grade and low-grade cold thermal storage medium respectively. Pinch
point may arise within the heat exchangers due to the heat capacity variation of supercritical
air, and Li combined Pinch Analysis with Genetic Algorithm and carried out thermo-economic
optimization for the cold TES and LAES plant [99]. The integration of LAES with both
nuclear and renewable generation are also conducted and can be found in Ref. [100, 101].
The thermodynamic analysis of liquid LAES with methanol and propane as the cold storage
medium has been carried out independently by Guizzi [102] and Krawczyk et al. [103], with
the former focusing on the pinch point analysis and loss distribution whilst the latter on the
parametric study. The estimated roundtrip efficiencies are both in the range of 50 - 60 %.

The integration of LAES with other energy storage systems is also a heated research area.
Usually the cold TES can be got rid of through this method, and as a result, the system energy
density can be increased whilst the unit storage cost can be reduced, as shown in Eq. (2.13).
Kantharaj et al. [104, 105] proposed a hybrid energy storage system combining features of
the high-efficiency CAES and low-cost LAES. A heat pump (engine) is used to convert the
compressed (liquid) air into liquid (compressed) air, and the system efficiency is estimated to
be 42 %. More recently, a combined cycle of LAES and PTES has been proposed by Farres-
Antunez et al. [7], and the system efficiency and energy density are estimated to be 60.4 %
and 65.7kWh/m3 respectively.

2.3 Review of the thermo-economic methods

2.3.1 Cost modelling

In a world with finite natural resources and ever growing energy demand, it is becoming even
more critical for thermal engineers to develop efficient and cost-effective energy systems.
The second law of thermodynamics combined with economics represents a powerful tool for
dealing with these challenges, and this combination leads to the formation of a relatively new
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field of thermo-economics [106]. The pioneering work in thermo-economics started in the
1960s and gradually developed into a systematic technique during the 1980s. For the purposes
of parametric and optimization study, it is necessary to derive the physical and cost models
of the energy systems as the first step. The physical model can be established through the
application of thermodynamics, as discussed in the previous literature review; whilst the cost
model can be obtained through the ratio and proportion estimation technique. For example,
the “rule of six-tenths” has been developed over the years as a rule of thumb, which can given
satisfactory results when only an approximate cost within plus or minus 30 % is required [107].
This concept was developed by Roger Williams in 1947 [108] and based on the assumption
that approximate costs can be obtained if the cost of a similar item of different size or capacity
is known. At any rate, the “rule of six-tenth” can be expressed as:

CB =CA

(
SB

SA

)0.6

(2.14)

where CB is the approximate cost of equipment having size SB, and CA is the known cost of
equipment having corresponding size SA. The dimensionless ratio SB/SA is known as the size
factor whilst the index less than unity implies the increasing returns due to economies of scale.
The index 0.6 can be viewed as a generalization from the typical equipments - tanks and pipe.
An analysis of the cost of individual equipment shows that the size factor’s exponent will vary
from 0.3 to unity, but the average is very near to 0.6 [109]. If a higher degree of accuracy is
required, the index 0.6 in Eq. (2.14) should be replaced by N which could be obtained from
the size exponent table in Ref. [107, 110].

The ratio and proportion estimation technique can be used for a quick and approximate
capital cost estimation for some components. For example, the heat exchanger cost can be
estimated from its heat transfer area A, which is a function of mass flowrate ṁ and heat trans-
fer unit NTU. Therefore, the heat exchanger cost increases with the mass flowrate ṁ and
heat transfer unit NTU (or heat exchanger effectiveness ε), which is an appropriate approxi-
mation of reality. However, for some other components, such as compressors and expanders,
it is not appropriate to estimate their capital costs from the rated power P because the rated
power P of any energy storage system is usually fixed at a given value. As a result, the com-
pressor/expander cost will also be fixed according to the N exponent method, which leaves
no room for optimization. In this case, more detailed estimate with higher level of accuracy
should be employed, and the CGAM problem offers a good example for this type of estima-
tion.

In 1990, a group of concerned specialists in the filed of thermo-economics decided to
compared their methodologies by solving a predefined and simple problem of optimization:



34 Literature review

the CGAM problem, which was named after the first initials of the participating investigators
[106]. The objectives of the CGAM problem is to show how different thermo-economic meth-
ods and concepts are applied and unified, and it is still used as a standard test case for thermo-
economic analysis and comparison today. In CGAM, the capital costs of air compressors and
gas turbine increases with the mass flowrate ṁ, system pressure ratio p/p0 and the isentropic
efficiency of air compressor ηAC and gas turbine ηGT, which is a reasonable approximation of
reality. The economic model has been validated with the cost data collected from Gas Turbine
World, with an estimation error within ±20%. These cost equations was further developed
by Traverso and Massardo [111], and integrated into their thermoeconomic analysis software
called WIDGET-TEMP. The updated cost equations not only enjoys wider power range va-
lidity but also considers the effects of non-conventional fluids, such as gas and water/steam
mixtures. More than 22 parameters are employed to improve accuracy and the estimation
errors are reduced to within ±15%. However, the accuracy of these cost equations highly
depends on these 22 parameters, which are obtained through the data-fitting method. If large
quantities of cost data are not available, or the type and scale of the compressors/expanders
are not precisely known before the calculation, it will be difficult or inappropriate to use this
type of definitive and detailed cost equations. Therefore, it can be noted that there is a tradeoff
between the accuracy and complexity of the economic model, and it is critical to choose the
right level of accuracy.

In 2010, Galanti and Massardo [112] adapted the cost equations of CGAM to the micro gas
turbine field. Since there is only small amount of data available in the literature to validate the
cost equations, the established cost equations are much simpler than the ones for large-scale
gas turbines. However, they still take into account of the effect of non-conventional fluids
and extend its validity range by replacing the isentropic efficiency with the polytropic one.
Furthermore, there is only one coefficient in each cost equation that requires adjustment and
therefore, the uncertainty caused by cost equations can be easily estimated. Finally, the cost
equations are more compatible with the thermodynamic model in this thesis and as a result, the
forms of their equations are adopted for the economic model in Chapter 4 but the coefficients
are adjusted to align with the data collected from Refs. [4, 111].

The cost equations for TES and cavern are absent from the CGAM problem but they are
both very important components for A-CAES. Therefore, a more definitive and detailed cost
estimates based on the summation of each part are employed. As suggested by Refs. [42, 44],
the TES costs are made up of three main components: storage materiel costs (i.e., liquid or
solid), insulation costs and containment vessel (or tank) costs. The storage material cost data
can be obtained from the literature [11, 13], the websites (or reports) of commercial companies
[12] and even commercial software such as CES EduPack Materials Selector [113]. As shown
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Figure 2.12: Schematic diagram and cost distribution of the A-CAES design option in Ref.
[4]: (a) Schematic diagram (b) Cost distribution

by Ref. [4]., the cost of a solution-mined cavern can be divided into the well cost and the
solution-mining cost, and the proportion of these two parts as well as other details of solution-
mined caverns can be obtained from the reports by the commercial companies or governments.

Although cost equations obtained from linear regression are occasionally used in the liter-
ature, they are not employed in this thesis. All cost equations are adjusted through a test case
proposed in Ref. [4]. The cost distribution and schematic diagram of this conceptual A-CAES
are shown in Fig. 2.12. The cost data provided in Ref. [4] are estimated by experts based on
the case of McIntosh Plant.

Finally, all capital costs which are not based on the present value of dollars must be ad-
justed to the current price through the following equations [107]:

C =C0

(
I
I0

)
(2.15)

where C and I are the current cost and index respectively; whilst C0 and I0 are the base cost
and index respectively. More information on Chemical Engineering Plant Cost Index (CEPCI)
can be obtained from Refs [114, 115], whilst in this thesis, the Consumer Price Index (CPI)
is used an instead since it is easily accessible on the Internet. In this thesis, all the costs have
been adjusted to the current cost, which refers to the cost in 2018.

2.3.2 Multi-objective optimization

Although the thermo-economic analysis has been well established before the millennium, the
application of genetic algorithms, especially the multi-objective genetic algorithms, in thermo-
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economic optimization has been a relatively recent development dating back to 2002. Earlier
thermo-economic optimization attempts include the work by Massardo in 2000 [116], where
the tradeoff between efficiency, specific work and cost are revealed through parametric study
with respective to each input parameters. Toffolo and Lazzaretto [117] were among the first
to introduce multi-objective genetic algorithm for thermo-economic optimization. In their
study, the CGAM problem was simultaneously optimized for exergetic efficiency and total
cost rate. Their study was later extended to incorporate an environmental objective [118].
Researchers have went on to apply the multi-objective approach to other types of thermal
energy systems, such as combined cycle power systems [119], and components, like heat
pumps and heat recovery steam generators. The rapid developments in multi-objective genetic
algorithms during that period also facilitate its application in thermo-economic optimization
[45, 120].

2.3.3 Application in EES systems

The application of genetic algorithm-type optimization technique to energy storage systems
has been relatively limited to date. Among the few studies, Borghi et al. [121] optimized
a high temperature superconducting magnetic energy storage device based on the amount of
conductor and the device volume. An evolution strategy minimization algorithm was applied
for two different optimization methods. Morandin et al. [64] applied a multi-objective ge-
netic algorithm optimization to the design of a thermo-electric energy storage system, where
investment costs were minimized and round-trip efficiency maximized. Cheung et al. [30]
carried out multi-objective optimization on an Underwater Compressed Air Energy Storage
(UWCAES) and provided high-level details for system performance, energy losses and costs,
as well as the balance between them.

Other studies on the thermo-economic optimization of energy storage systems originated
at the University of Cambridge, and has focused on the optimization of Brayton-cycle PTES.
McTigue et al. [43] first integrated the packed bed model with compression/expansion devices
that were modelled by polytropic efficiency η , pressure loss factor fp and heat leakage fac-
tors αleak. Both parametric study and multi-objective optimization were carried out and the
importance of utilization factor Π in controlling the tradeoff between efficiency and energy
density was revealed: high utilization factor Π leads to high energy density but low efficien-
cies. Their work was later extended to the thermo-economic optimization of Brayton PTES,
with the objectives of maximizing the system efficiency χ whilst minimizing the unit storage
cost C simultaneously [44]. The authors then went on to apply the multi-objective optimiza-
tion to the segmented axial thermal reservoir and radial thermal reservoirs, and the difference
in their Pareto fronts (or trade-off surfaces) are revealed and analyzed [42, 62].



2.3 Review of the thermo-economic methods 37

More recently, parametric and optimization study have been conducted for the solid, liquid
and hybrid A-CAES systems and the results suggest that the hybrid A-CAES has thermody-
namic and economic advantages over the other two [52]. The trade off between efficiency and
cost and the factors affecting this trade off are also investigated. Mineral oil was found to be
the best thermal fluid for liquid TES due to its relatively high allowable temperature and low
unit cost.





Chapter 3

A simplified preliminary comparison of
CAES and PTES

3.1 Introduction

The available energy (exergy) of a simple compressible system can be divided into the tem-
perature and pressure related contributions, as mentioned in Chapter 2 and Refs. [17, 122].
For any thermo-mechanical energy storage system, its available energy is either stored in the
form of temperature potential or pressure potential between the system and the environment.
Therefore, Compressed Air Energy Storage (CAES) and Pumped Thermal Energy Storage
(PTES) can be viewed as two representatives of all thermo-mechanical energy storage sys-
tems because they respectively store electricity in the forms of pressure and temperature po-
tential. Other types of thermo-mechanical energy storage systems, such as Isothermal CAES
(I-CAES) and Liquid Air Energy Storage (LAES), can be considered as variants of CAES
and PTES respectively. Recently, both CAES and PTES have received a lot of attention from
industry and academia. However, a comparative study of these two representatives has so far
been lacking, and this forms the major part of this chapter.

In this chapter, a simple analytical model has been built for both the CAES and PTES sys-
tems. The A-CAES with an isobaric air reservoir and Brayton-cycle PTES without preheating,
precooling and recuperating have been chosen as the baseline systems. The expressions of sys-
tem efficiency, energy distribution and energy density have been derived for these systems, and
their sensitivities to various loss parameters have been analyzed individually. After that, case
studies and comparisons of the Baseline A-CAES and PTES with more realistic parameters
have been conducted. The loss distribution and parametric study are also provided, in the hope
of achieving a better understanding of the advantages and disadvantages of each system and
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Figure 3.1: Schematic diagrams of the A-CAES and PTES: (a) A-CAES (N = 2) (b) PTES

laying foundations for more detailed analysis in Chapter 4 and Chapter 5.

3.2 Cycle layouts and component modelling

The schematic diagram of an A-CAES system is shown in Fig. 3.1a. It can be noted from Fig.
3.1a that there are two stages (N = 2) in this system, with each having the same pressure ratio
β . The cavern is assumed isobaric for the baseline A-CAES to make it more comparable with
the baseline PTES where there is no pressure variation. Isobaric air reservoirs can be realized
in the forms of underwater air accumulators or an underground cavern with an above-ground
water equalizing pit, which will be discussed in Chapter 5. Therefore, the pressure ratio of
each stage β is:

β =

(
p
p0

) 1
N

(3.1)

In each stage, air at ambient temperature T0 is first compressed with a pressure ratio of
βc during charge. Then it stores its thermal energy in the Thermal Energy Storage (TES)
through a heat exchanger. Finally, the compressed air with low temperature flows through an
auxiliary heat exchanger to further reduce its temperature to ambient so as to prevent the inlet
temperature of next stages becoming too high. Since the waste heat is not recycled but simply
dissipated in the auxiliary heat exchangers, a high water flow rate (hence a low heat capacity
ratio Cr) is usually adopted and the outlet temperature of air is almost T0. Therefore, the
analytical expression of the system efficiency of A-CAES with N stages can be easily derived.
In order to study the impact of pressure loss (for example, those generated by heat exchangers
and along the pipes) in a simple and general manner, a loss factor of fp is assumed for each
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stage. Therefore, the actual compression ratio of each compressor is βc = βi/(1− fp), whilst
the expansion ratio of each expander is βe = βi (1− fp).

The schematic diagram of a baseline PTES system is shown in Fig. 3.1b. This PTES
system consists of two compressors/expanders, two TES systems and two auxiliary heat ex-
changers. It is the simplest layout of a typical PTES system. During charge, the working fluid
at ambient pressure p0 and temperature T0 is first compressed by a compressor, then it flows
into the main heat exchanger to store its thermal energy in a hot TES. Afterwards, it is further
cooled to ambient temperature T0 by an auxiliary heat exchanger (HX2 in Fig. 3.1b) before
flowing into an expander. After expansion, the working fluid at ambient pressure p0 but much
lower temperature stores its thermal energy in a cold TES and then heated back to ambient
temperature T0 by an auxiliary heat exchanger (HX1 in Fig. 3.1b) for the next cycle. Air is
chosen as the working fluid here for better comparison with the A-CAES. In reality, PTES
can use different gases (e.g., argon and ammonia) as the working fluids and the whole system
can be pressurized to reduce the cost. This is because unlike A-CAES, the PTES employed
a closed thermodynamic cycle for energy conversion. However, for a simple analytical com-
parison here, the same working fluids and operating parameters are chosen, and the study on
the impacts of different working fluids and system pressurization will be postponed to Chapter
8. During discharge, the above process is reversed and the stored thermal energy is converted
back into electricity.

In the baseline PTES, the inlet pressures of the compressor are p0 and p respectively,
so that the system pressure ratio is also p/p0. The inlet temperatures of the compressor are
fixed at ambient T0 during charge, as shown by the T1 and T3 in Fig. 3.2b; whilst the inlet
temperature of hot and cold TES is fixed at T0 during discharge. This PTES is chosen as the
baseline because it enjoys more design freedom (e.g., its discharging and charging temperature
ratio are independent), simplicity and close relevance to other PTES variants.

3.2.1 Modelling of compressors and expanders

The simplest method of modelling compressors and expanders is by using an isentropic effi-
ciency. However, isentropic efficiency is always associated with a pressure ratio, therefore, it is
erroneous to equate two systems with the same isentropic efficiency but different pressure ra-
tios. The polytropic efficiency, also known as the infinitesimal stage efficiency, is independent
of the pressure ratio and thus a better solution for this comparison. Furthermore, the effects of
heat leakage and irreversibility can be distinguished by combining a heat leakage factor (de-
fined as the ratio between the instantaneous heat transfer and work transfer αleak = δq/δw)
with a polytropic efficiency (defined as ηc = −vdp/δw for compression or ηe = −δw/vdp
for expansion), as shown in Ref. [80]. Then the outlet temperature and specific work of
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compressor can be calculated by:

Tout = Tinβ
φc
c (3.2)

wc =
cpTin

1−αc

(
β

φc
c −1

)
(3.3)

where cp is the heat capacity of the air, the subscripts in and out denote the inlet and outlet of
the compressor respectively, φc is the polytropic exponent, given by φc =

γ−1
γ

1−αc
ηc

. Equivalent
expressions to Eqs. (3.2) and (3.3) can be derived for the expansion process, with ηc replaced
by η−1

e and αc by αe. The heat leakage factor αleak is usually negligible for the turbomachinery
due to its high rotational speed but can become important for reciprocating devices.

3.2.2 Modelling of heat exchangers and TES systems

For liquid TES, heat is transferred between the working fluid and the thermal fluid via the
main heat exchanger. To minimize the losses associated with irreversible heat transfer, a
counter flow heat exchanger with Cr = 1 (i.e., balanced flow) is employed and the well-
established ε −NTU method is used for the simulation. The heat exchanger effectiveness
ε = |Tin −Tout|/

(
Tin,hot −Tin,cold

)
is then the only parameter needed to evaluate thermal per-

formance and heat exchanger outlet temperatures are given by:

(
Tout,a

Tout,f

)
=

(
1− ε ε

ε 1− ε

)(
Tin,a

Tin,f

)
(3.4)

where the subscripts a and f denote air and (storage) fluid respectively.

In order to quantitatively analyze the effect of heat leakage of the thermal fluid tanks, an
insulation factor κ is introduced in this chapter, which is defined as the ratio of the internal en-
ergy of the thermal fluids E ′

tank after storage to Etank before storage. After some simplification,
the temperature of the thermal tank after the storage process can be derived, which is:

T ′
tank = κTtank +(1−κ)T0 (3.5)

From the above equation, it can be noted that if κ = 1, then T ′
tank = Ttank, the storage tanks

are ideally insulated, without any heat leakage; however, if κ = 0, then T ′
tank = T0, the storage

tanks are not insulated at all, unable to store any thermal energy.
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Figure 3.2: T -s diagrams of the A-CAES and PTES: (a) A-CAES (b) PTES

3.3 Simplified analytical models of the CAES and PTES

In order to compare the baseline A-CAES and PTES analytically, the expressions of system
efficiency χ , stored available energy B and energy density D will be derived in this section
and used to support the results of numerical model in the following parts.

3.3.1 Thermodynamic model of the A-CAES

The T -s diagram of the baseline A-CAES is shown in Fig. 3.2a. Due to its isobaric cavern, the
thermodynamics of baseline A-CAES is simple because the pressure (or temperature) ratio
of each stage does not change during operation, therefore, the specific work consumed (or
generated) of each stage and the temperature of the hot thermal fluid tank are also constant as
a result. If we assume the maximum and minimum volume of the isobaric cavern are V and 0
respectively, then the mass of compressed air stored in the cavern is:

m =
pmaxV
RgT0

(3.6)

Based on the analysis of compressors/expanders in Section 3.2, the specific work con-
sumed during charge can be calculated by:

wc = N
cpT0

1−αc

(
β

φc
c −1

)
(3.7)

During discharge, the thermal energy stored in the hot TES is used to preheat the com-
pressed air, and the inlet temperature of the expander can be can be calculated from Eqs. (3.4)
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and (3.5):

T ′
e,in = κεT0β

φc
c +

(
1−κε

2)T0 (3.8)

and the specific expansion work generated during discharge can be calculated by:

w′
e = N

cpT ′
e,in

1−α ′
e

(
1−β

−φ ′
e

e

)
(3.9)

Therefore, the system efficiency of baseline A-CAES system could be expressed as:

χCAES =
w′

e
wc

=
1−αc

1−α ′
e

T ′
e,in

T0

1−β
−φ ′

e
e

β
φc
c −1

(3.10)

The exergy of A-CAES is stored in both the hot TES and the cavern, therefore, it is nec-
essary to find out the energy density of each component and the whole system. The energy
density is defined as the ratio between the stored exergy and the volume of the component.
Therefore, for an isobaric cavern with volume V and pressure ratio p/p0, its stored exergy and
the exergy density are respectively:

Bair = pV ln
p
p0

(3.11)

Dair = p ln
p
p0

(3.12)

By comparing Eq. (3.12) with Eq. (2.3) in Chapter 2, it can be noted that the extra
exergy (p− p0)V stored in the volume V is actually the flow work of compressed air, which
is provided by a water column of height ∆H, as shown in Eq. (2.2). Therefore, the total
stored exergy of an isobaric cavern, as shown in Eq. (3.11), is actually provided by both the
compressed air of volume V and the water pit of volume V , and the energy density of an
isobaric air reservoir should be:

Dcavern =
p
2

ln
p
p0

(3.13)

However, since the water pit is above ground and relatively cheap compared to the cavern,
the water volume is ignored and Eq. (3.12) is used as the air reservoir density instead. This
treatment is particularly reasonable for Underwater CAES (UW-CAES), where the water is
provided by the ocean for free. In fact, due to the technical immaturity of system shown in
Fig. 2.7b, it is mainly the UW-CAES that is considered for the isobaric CAES in this thesis.



3.3 Simplified analytical models of the CAES and PTES 45

It should be noticed in Eqs. (3.11) and (3.12) that isobaric cavern is always isothermal
and kept at ambient temperature T0. For the hot TES, since there are N stages in the baseline
A-CAES, the total stored exergy and the exergy density of each TES can be calculated by:

BTES = NmTEScTEST0

(
β

φ −1−φ lnβ

)
(3.14)

DTES = ρTEScTEST0

(
β

φ −1−φ lnβ

)
(3.15)

3.3.2 Thermodynamic model of the PTES

The T -s diagram of the baseline PTES system is shown in Fig. 3.2b. From Fig. 3.2b and
the analysis in Section 3.2, it can be found that the charging and discharging processes of
PTES are more complicated than the CAES, with each process including a compression, an
expansion and two heat exchange process. For the baseline PTES, the inlet temperatures
of both compressor and expander are assumed to be fixed at T0 during charge, as discussed
in Section 3.2, then the consumed compression work and generated expansion work during
charge can be calculated by the following equations:

wc = N
cpT0

1−αc

(
β

φc
c −1

)
(3.16)

we = N
cpT0

1−αe

(
1−β

−φe
e

)
(3.17)

After compression (or expansion), the heated (or cooled) working fluid will store its ther-
mal exergy into the hot TES (or cold TES) which is placed after the compressor (or expander).
During discharge, the stored thermal exergy of the hot (or cold) TES will be used to preheat
(or precool) the working fluid before expansion (or compression). According to Eqs. (3.4) and
(3.5), the inlet temperatures of compressor and expander during discharge are respectively:

T ′
c,in = κε

2T0β
φc
c +

(
1−κε

2)T0 (3.18)

T ′
e,in = κε

2T0β
−φe
e +

(
1−κε

2)T0 (3.19)

and accordingly, the generated expansion work and consumed compression work during dis-
charge can be calculated by:

w′
e =

cpT ′
e,in

1−α ′
e

(
1−β

−φ ′
e

e

)
(3.20)
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w′
c =

cpT ′
c,in

1−α ′
c

(
β

φ ′
c

c −1
)

(3.21)

Therefore, the system efficiency of the PTES system can be expressed as:

χPTES =
w′

e −w′
c

wc −we
=

1−α

1−α ′

(
κε

2 −1+κε
2 β

φc
c +β

−φe
e −β

φ ′
c

c β
−φe
e −β

φc
c β

−φ ′
e

e

β
φc
c +β

−φe
e −2

)
(3.22)

where the heat leakage factors of the compressor and expander are assumed to be the same for
both the charge and the discharge process: αc = αe = α and α ′

c = α ′
e = α ′. Besides, it can be

further assumed that α ′ = −α since the directions of the heat transfer and the work transfer
are the same during discharge.

The exergy of baseline PTES is also stored in two components, namely the hot and cold
TES. The stored exergy Bhot and energy density Dhot of the hot TES are the same as Eqs.
(3.14) and (3.15), whereas the number of stages N is 1. For the cold TES, the expressions of
Bcold and Dcold are also similar with Eqs. (3.14) and (3.15), with the pressure ratio β replaced
by β−1.

3.4 Results and discussion

In this section, the sensitivity of system efficiency χ to each of the various loss parameters will
be considered in the ideal limit. The ideal limit means the whole system is reversible and free
from any loss, which equals f = 0 (no friction loss), αleak = 0 (no heat leakage loss), η = 1
(no aerodynamic loss), ε = 1 (no heat transfer loss) and κ = 1 (no storage loss) in this chapter.
The sensitivity analyses for baseline PTES with solid and liquid TES have been carried out
by White [18] and Farres-Antunez [47] respectively. However, similar analysis for A-CAES
and the comparison of the two systems are still absent, which will become the major parts of
this section. In addition, the variation of energy distribution and energy density with system
pressure will also be provided at the end of this section.

3.4.1 Heat transfer effects

In order to analyze the effects of the TES on the system performance, both the losses of the
compressor/expander and the friction loss are neglected in this section. In other words, f = 0,
α = 0, and η = 1 are assumed for the compressor/expander, then the system efficiencies of
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the CAES and PTES could be simplified to:

χCAES = τ
−1 +κε

2 (1− τ
−1) (3.23)

χPTES = 2κε
2 −1 (3.24)

where τ is the isentropic temperature ratio, which is given by: τ = β (γ−1)/γ .

From Eqs. (3.24), it can be noted that if the heat exchanger effectiveness ε falls below ~70
%, then the system efficiency of the PTES will drop below 0 %, whilst for the CAES, even if
the TES is completely removed (ε = 0 in Eqs. (3.23)), the system efficiency is still:

χCAES|κ,Crorε=0 = τ
−1 (3.25)

From the above results, it can be noted that the heat exchanger effectiveness ε and the
TES insulation factor κ are far more important to the PTES than to the CAES. For CAES, a
satisfactory system efficiency (e.g., χ = 82% at τ = 1.22 or β = 2) is still achievable even
without the TES, whilst for the PTES, heat exchangers of 70 % effectiveness will render the
whole system useless. This is because all the available energy is stored in the TES for the
PTES, whilst for the CAES, only a small portion is stored in the TES.

If we then analyze the sensitivity of the system efficiency χ of the PTES and CAES to
the heat exchanger effectiveness ε on condition that all losses are zero, then the following
expressions will be obtained:

∂ χ

∂ε

∣∣∣∣
CAES

= 2κε
(
1− τ

−1)= 2
(
1− τ

−1) (3.26)

∂ χ

∂ε

∣∣∣∣
PTES

= 4κε = 4 (3.27)

From the above results, it can be noted that the sensitivity of the PTES system efficiency
χ to the heat exchanger effectiveness ε is more than twice that of the CAES system. That is:

∂ χ

∂ε

∣∣∣∣
PTES

> 2
∂ χ

∂ε

∣∣∣∣
CAES

(3.28)

Fig. 3.3a illustrates the relative sensitivity of the roundtrip efficiency χ of CAES and PTES
to the heat exchanger effectiveness ε on conditions that all the losses are zero. In Fig. 3.3a,
the solid line denotes the analytical solution from Section 3.3, and the discrete dots denote the
numerical solution which will be used for more detailed analysis later. It can be noted that the
analytical solution matches very well with the numerical ones, which lends credibility to both
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Figure 3.3: Sensitivity of the system efficiencies to the parameters of TES: (a) Heat exchanger
effectiveness ε (b) Insulation factor κ

of the results. From Fig. 3.3a, it can be clearly seen that the sensitivity of the PTES system
efficiency to the heat exchanger effectiveness ε is always more than twice that of the CAES,
which verifies the conclusion of Eqs. (3.28). In addition, it can be seen from Fig. 3.3a that
the sensitivity of CAES system efficiency increases with the temperature ratio τ , from 0 when
τ is one to 2 when τ approaches infinity, whilst for PTES system, the sensitivity of system
efficiency to heat exchanger effectiveness ε is independent of τ and always 4 for the ideal
case.

From Eqs. (3.23) and Eqs. (3.24), it can be noted that κ and ε have different effects on χ ,
therefore, the effect of κ will be analyzed in detail. Similar to the above analysis, all the losses
are assumed zero to analyze the sensitivity of the system efficiency χ to the TES insulation
factor κ , then the following expressions could be obtained:

∂ χ

∂κ

∣∣∣∣
CAES

= ε
2 (1− τ

−1)= 1− τ
−1 (3.29)

∂ χ

∂κ

∣∣∣∣
PTES

= 2ε
2 = 2 (3.30)

From the above results, it can be noted that the sensitivity of the PTES system efficiency
χ to the heat leakage factor κ is more than twice that of the CAES system.

∂ χ

∂κ

∣∣∣∣
PTES

> 2
∂ χ

∂κ

∣∣∣∣
CAES

(3.31)

Besides, it can be found that for both energy storage systems, the sensitivity of the system
efficiency χ to the heat exchanger effectiveness ε is always twice the sensitivity to the heat
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leakage factor κ .

∂ χ

∂ε

∣∣∣∣
ES

= 2
∂ χ

∂κ

∣∣∣∣
ES

(3.32)

Fig. 3.3b compares Eqs. (3.29) and (3.30) graphically, from which it can be noted that
the sensitivity of the CAES system efficiency χ to the heat leakage factor κ increases with
the temperature ratio τ , from 0 when τ is one to 1 when τ approaches infinity, whilst for the
PTES, the sensitivity of system efficiency χ is always 2 in the ideal limit. Therefore, it can
be concluded that the PTES is twice more sensitive to κ than the CAES, which verifies the
conclusion of Eqs. (3.31), and for the CAES whose efficiency χ is dominated by the heat
transfer losses, it is always beneficial to reduce the temperature ratio τ to increase the system
efficiency.

3.4.2 Compressor / expander effects

In the ideal limit, the sensitivity of round-trip efficiency χ to compression and expansion
efficiency η is:

∂ χ

∂η

∣∣∣∣
CAES

=
2lnτ

τ −1
(3.33)

∂ χ

∂η

∣∣∣∣
PTES

=
4lnτ

τ + τ−1 −2
(3.34)

From the above results, it can be noted that the partial derivative of the PTES system
efficiency with respect to the polytropic efficiency η is twice more larger than that of the
CAES, which is:

∂ χ

∂η

∣∣∣∣
PTES

> 2
∂ χ

∂η

∣∣∣∣
CAES

(3.35)

Fig. 3.4a shows the relative sensitivity of the system efficiencies χ of the CAES and PTES
to the polytropic efficiency η on conditions that all the losses are zero. It can be noted that
both of the two partial derivatives decrease with the temperature ratio τ , from 2 to 0 for the
CAES and from infinity to 2 for the PTES system as τ increases from 1 to infinity. Therefore,
for both CAES and PTES whose system efficiency χ is mainly dominated by the polytropic
efficiency η , it’s always beneficial to increase the temperature ratio τ . However, it should
be noted that the PTES is much more sensitive to the polytropic efficiency η than the CAES
when the temperature ratio τ is low, which explains why the CAES is usually operated in
stages whilst the PTES is not.
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Figure 3.4: Sensitivity of the system efficiencies to the parameters of compressor/expander:
(a) Polytropic efficiency η (b) Heat leakage factor α

Then if we calculate the partial derivatives of the system efficiency χ with respect to the
heat leakage factor αleak for both CAES and PTES on condition that the polytropic efficiency
η of the compressor/expander is one, then the following expressions will be obtained:

∂ χ

∂α

∣∣∣∣
CAES

=−2+
2lnτ

τ −1
(3.36)

∂ χ

∂α

∣∣∣∣
PTES

=−2 (3.37)

From the above results, it can be noted that the partial derivative of the PTES system
efficiency χ with respect to heat leakage factor α is larger than that of the CAES, which
means:

∂ χ

∂α

∣∣∣∣
PTES

>
∂ χ

∂α

∣∣∣∣
CAES

(3.38)

Fig. 3.4b illustrates the relative sensitivity of the system efficiency of CAES and PTES to
the heat leakage factor α on conditions that all the losses are zero. From Fig. 3.4b, it can be
noted that the partial derivative of the CAES system efficiency with respect to the heat leakage
factor α decreases with the temperature ratio, from 0 when τ is 1 to −2 when τ approaches
infinity, whilst for the PTES, this derivative is almost constant and equal to −2 when α is
low. Therefore, it can be concluded that for the CAES it’s beneficial to reduce the temperature
ratio τ to reduce the heat leakage losses, whilst for the PTES system there is no such benefits.
It can also be noted from Fig. 3.4b that the partial derivative of the PTES system efficiency
increases with the heat leakage factor α increasing, which is different from both the heat



3.4 Results and discussion 51

 0

 20

 40

 60

 80

 100

 0  0.05  0.1  0.15  0.2  0.25  0.3

τ increases, ξfric decreases

S
y

st
em

 E
ff

ic
ie

n
cy

 χ
 (

%
)

Friction Factor f

CAES (τ = 1.22)
CAES (τ = 1.93)
CAES (τ = 3.06)
PTES (τ = 1.22)
PTES (τ = 1.93)
PTES (τ = 3.06)

(a) Friction factor fp

 80

 82

 84

 86

 88

 90

 1  1.5  2  2.5  3  3.5

S
y

st
em

 E
ff

ic
ie

n
cy

 χ
 (

%
)

Temperature Ratio τ

CAES (η = 0.95)
CAES (η = 0.94)
CAES (η = 0.93)
CAES (η = 0.92)
CAES (η = 0.91)

(b) Temperature ratio τ (where ε = 0.95)
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exchanger effectiveness ε and the insulation factor κ .

3.4.3 Pressure loss effects

In the ideal limit, the sensitivity of round-trip efficiency χ to pressure loss factor fp is:

∂ χ

∂ f

∣∣∣∣
CAES

=− 2k
τ −1

(3.39)

∂ χ

∂ f

∣∣∣∣
PTES

=− 4k
τ + τ−1 −2

(3.40)

From the above results, it can be noted that the PTES efficiency is twice more sensitive to
the pressure loss factor fp than the CAES efficiency, which is given by:

∂ χ

∂ f

∣∣∣∣
PTES

> 2
∂ χ

∂ f

∣∣∣∣
CAES

(3.41)

Fig. 3.5a shows the relative sensitivity of the system efficiencies χ of the CAES and PTES
to the pressure loss factor fp on conditions that all the other losses are zero. From Fig. 3.5a,
it can be clearly seen that the sensitivity of the PTES system efficiency χ to the pressure loss
factor fp is more than twice that of the CAES, which verifies the conclusion of Eqs. (3.41). In
addition, it can also be seen from Fig. 3.5a that both of the two partial derivatives of the system
efficiency increase with the temperature ratio τ and both from minus infinity when τ is 1 to 0
when τ approaches infinity. Therefore, for both CAES and PTES whose system efficiency are
dominated by the friction loss, it’s always beneficial to increase the temperature ratio τ .



52 A simplified preliminary comparison of CAES and PTES

3.4.4 Temperature ratio effects

The effects of temperature ratio τ on the system efficiency χ depends largely on the loss
distribution of the components. For example, if the system efficiency χ is dominated by the
heat transfer (leakage) loss stemming from temperature heterogeneity (such as those caused
by the heat exchanger effectiveness ε , insulation factor κ or heat leakage factor α), then it’s
always beneficial to reduce the temperature ratio for the CAES system, whilst for the PTES
system it makes no difference, as shown in Fig. 3.3a, Fig. 3.3b and Fig. 3.4b. On the
other hand, if the system efficiency is dominated by the mechanical loss stemming from the
aerodynamic and flow friction effects (such as those caused by the polytropic efficiency η

and the pressure loss factor fp), then a high temperature ratio τ is always preferred for both
CAES and PTES, as shown in Fig. 3.4a and Fig. 3.5a. It can also be noted from Fig. 3.4a
that increasing the temperature ratio τ can have a much more significant effect on the PTES,
therefore, it is always beneficial to increase the temperature ratio τ in order to increase system
efficiency χ for PTES.

For the CAES system, whether to adopt a high pressure ratio or a low one depends on
the tradeoff of the heat transfer loss and the mechanical loss. For better understanding of this
tradeoff, the analytical expression of the heat exchanger loss and compressor/expander loss as
a fraction of the compression work are shown in Eqs. (3.42) and (3.43) respectively.

ξHX =
ε (1− ε)

(
τ + τ−1 −2

)
τ1/η −1

(3.42)

ξCE =

(
η−1 −1

)
lnτ

τ1/η −1
(3.43)

from which it can be noted that the heat exchanger loss ξHX increases with the temperature
ratio τ , whilst the compressor/expander loss ξCE decreases monotonically with it, which is in
accord with the above discussions.

Fig. 3.5b illustrates the tradeoff of the heat transfer loss and the mechanical loss of the
CAES system. The heat exchanger effectiveness ε is fixed at 0.95 whilst the polytropic ef-
ficiency increases from 0.91 to 0.95. It can be noted from Fig. 3.5b that as the polytropic
efficiency increases from 0.91 to 0.95, the mechanical loss decreases, therefore, the CAES
system gradually turns from a system dominated by the mechanical loss into one dominated
by the heat transfer loss. As a result, the system efficiency firstly increases monotonically
with the pressure ratio, but finally decreases monotonically with pressure ratio, whilst in the
middle, it decreases at first, reaching a minimum, and then increases afterwards.
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Figure 3.6: Exergy distribution of the CAES and PTES as functions of (a) system pressure
ratio p/p0 and (b) temperature ratio τ

3.4.5 Energy density

The expressions of stored available energy and energy density in each individual component
have been derived in Section 3.3. From Eqs. (3.11) and (3.14), it can be noted that the
stored available energy Bi all increase with the system pressure ratio p/p0. However, it’s still
unknown how the distributions of the stored available energy Bi vary with the pressure ratio
p/p0. Therefore, the concept of stored exergy proportion Pi is proposed, which is defined by:

Pi =
Bi

n
∑

i=1
Bi

(3.44)

where Bi refers to the available energy stored in component i, n refers to the number of types
of components where the available energy is stored. For CAES, available energy is stored in
two components (n = 2), namely the cavern and the TES (which includes N stages). After
substituting Eqs. (3.11) and Eqs. (3.14) Into Eqs. (3.44), the exergy distributions of the CAES
and PTES could be obtained and are shown in Fig. 3.6.

Fig. 3.6 illustrates the exergy distribution of the CAES and PTES as a function of temper-
ature ratio τ (or system pressure ratio p/p0). From Fig. 3.6, it can be clearly seen that as the
temperature ratio τ increases, more exergy is stored in the hot TES for both CAES and PTES,
whilst the sum of the exergy proportion Pi of each component are always 100 %. In other
words, as the temperature ratio τ increases from 1 to infinity, the exergy proportion of the
cavern decreases from 100 % to 0 % for the CAES; whilst the exergy proportion of the cold
TES decreases from 50 % to 0 % for the PTES. It can also be noted from Fig. 3.6 that with the
stage number N increasing, the temperature ratio τ of the CAES decreases accordingly, which
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Figure 3.7: Exergy density of the PTES and CAES as functions of (a) system pressure ratio
p/p0 and (b) temperature ratio τ

leads to more exergy stored in the cavern and less in the hot TES.

After comparing the exergy distribution of CAES and PTES, it is necessary to further ana-
lyze the energy density of the two systems. Since the exergy is stored in different components,
the concepts of component energy density Di and system energy density Dsys are introduced
here, which are defined as:

Di =
Bi

Vi
(3.45)

Dsys =

n
∑

i=1
Bi

n
∑

i=1
Vi

(3.46)

where Di refers to the component energy density and Dsys refers to the system energy density,
Vi is the volume of the i-th component.

Fig. 3.7 illustrates the component and system energy density of the CAES and PTES
as functions of temperature ratio τ (or system pressure ratio p/p0). It can be noted from
Fig. 3.7 that the component and system energy density of both CAES and PTES increases
monotonically with the temperature ratio τ . For a typical CAES and PTES, the temperature
ratio τ is in the range of 2.0 to 3.0, therefore, the energy density of PTES falls within the range
of 100 to 1000 MJ/m3; whilst the energy density of CAES is always less than 100 MJ/m3

and decreases with the stage number N. Therefore, the energy density of CAES is an order
of magnitude lower than that of the PTES. From Fig. 3.7, it can also be noted that the system
energy density is a weighted average of the component energy density, and therefore the low
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Table 3.1: System parameters and final results of the CAES and PTES

System Fluid N β ε κ η α f χ (%) D
(
MJ/m3)

CAES Air 2 10 0.90 0.99 0.90 0.02 0.02 75.54 49.8
PTES Air 1 10 0.98 0.99 0.98 0.02 0.02 71.18 125.0
PTES Argon 1 10 0.98 0.99 0.98 0.02 0.02 75.51 254.8

system energy density of CAES is mainly due to the large cavern volume.

3.5 Numerical comparison of CAES and PTES

3.5.1 Loss distribution

In the above sections, analytical expressions of the system efficiency and energy density have
been derived for both CAES and PTES. However, despite the fact that analytical solutions
have many advantages, such as fast calculation and straightforward expressions, they cannot
be used to calculate the loss distributions under realistic scenarios because otherwise it would
be too complicated. Therefore, the numerical models, which have been verified by the ana-
lytical results, are used in this section to study the loss distributions of CAES and PTES. For
this comparative study, a hypothetical 50 MW, 400 MWh A-CAES and a 2 MW, 16 MWh
PTES are employed because they both correspond to realistic systems in the world [19]. The
schematic diagram of the A-CAES and PTES are shown in Fig. 3.1 and the system parameters
as well as the final results are summarized in Table 3.1.

In Table 3.1, a pressure ratio per stage β = 10 (which corresponds to a temperature ra-
tio τ = 1.93 for air) is assumed for both CAES and PTES. However, there are two stages in
the CAES but only one in the PTES. The heat exchanger effectiveness ε and the polytropic
efficiency η are set as 0.90 for CAES because it corresponds to the value of a typical turboma-
chinery and heat exchanger, whilst for the PTES, these two values are both 0.98 because it is
reported that a novel high-efficiency reciprocating compressor/expander has been developed
by the Isentropic Inc. and a more compact, segmented thermal reservoir is used for thermal
storage. Under these assumptions, it can be noted from Table 3.1 that the system efficiencies
of the PTES and CAES are relatively similar whilst the energy density of the PTES system
is 5 times as high as that of the CAES system. It can also be noted from Table 3.1 that the
system efficiency of PTES could be improved by replacing air with argon. This is because for
the same pressure ratio β , argon corresponds to a higher temperature ratio τ = 2.52 and thus
lower compressor/expander losses.

Fig. 3.8 illustrates the losses distribution of the CAES and PTES system respectively.
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Figure 3.8: Losses distribution of the CAES and PTES: (a) CAES (b) PTES

By comparing the two figures, it can be noted that the losses of CAES mainly consist of
the thermodynamic loss whilst those of PTES are more determined by the heat leakage loss,
which confirms the conclusion that PTES is more susceptible to heat transfer (leakage) loss.
From Fig. 3.8a, it can also be noted that the expander losses during discharge is slightly lower
than the compressor losses during charge, which can be proved analytically for CAES, whilst
for PTES, the compressor/expander losses during charge and discharge are almost the same.
In addition, it can be noted from Fig. 3.8 that the cavern has no losses. That’s because this
cavern is an isobaric one and its temperature and pressure remains constant during operations,
therefore, there are no thermodynamic and heat leakage losses within it.

3.5.2 Parametric studies

After the case studies, it is necessary to carry out a parametric study for these realistic cases
and compare the results with those of the ideal ones. The nominal operating parameters of the
CAES and PTES are summarized in Table 3.1. Parts of the parametric study results are shown
in Fig. 3.9a and Fig. 3.9b, from which it can be noted that under realistic scenarios, the system
efficiencies χ of both CAES and PTES are less sensitive to the heat exchanger effectiveness
ε and the polytropic efficiency η than those of the ideal cases. This conclusion is valid for
all the other parameters previously studied, but the trends of the ideal cases and the real cases
are generally very similar. It can also be noted from Fig. 3.9a and Fig. 3.9b that after using
the high efficiency reciprocating device and segmented thermal reservoir, it’s possible to make
the efficiency of the PTES comparable to that of the CAES. This finding combined with the
fact that the energy density of PTES system is always much higher that of A-CAES and that
its construction is independent of certain geology requirements make PTES competitive with
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Figure 3.9: Comparison of the system efficiencies as functions of the (a) heat exchanger ef-
fectiveness ε and (b) polytropic efficiency η

CAES.

3.6 Summary

CAES and PTES systems are compared with each other from an analytical and numerical
perspective. Expressions of the system efficiency χ , exergy distribution P and energy density
D are derived and the sensitivity of the system efficiency χ to various parameters are analyzed.
More realistic cases of comparisons are conducted and the corresponding parametric study are
carried out for the nominal design. It can be concluded from this chapter that:

1. the PTES system is much more sensitive to all kinds of losses and thus has a lower
system efficiency when compared with the CAES system;

2. the PTES system efficiency χ increases monotonically with the temperature ratio τ ,
whilst for the CAES system, it depends on the tradeoff of the losses of the compres-
sor/expander and the TES subsystem;

3. with the temperature ratio τ increasing, more exergy will be stored in the hot TES for
both the PTES and CAES;

4. the energy densities of CAES and PTES both increases with the temperature ratio τ ,
however, the energy density of PTES is usually an order of magnitude higher than that
of the CAES system.





Chapter 4

Pumped Thermal Energy Storage

4.1 Introduction

As mentioned in Chapter 2, Pumped Thermal Energy Storage (PTES) operates with a closed
thermodynamic cycle and thus enjoys more design freedom than other energy storage sys-
tems. For example, various strategies such as precooling, preheating and recuperating can be
employed to increase the roundtrip efficiency of a PTES [7, 48] and these variants are referred
to as the precooled, preheated and recuperated PTES in this thesis. In this chapter, the cycle
layouts and working principles of these PTES variants are introduced first. Then both ther-
modynamic and economic models are developed for various system components, which are
common to other energy storage systems and will still be employed in later chapters. An in-
troduction to the TES materials and starting processes of these PTES variants is also included.
Finally, some simple parametric studies are carried out to compare the thermodynamic behav-
iors of these PTES variants, and the loss and cost distributions are provided for the nominal
design. It should be noted that the effects of different working fluids, system pressurization
and components re-usage are not considered in this chapter. This is because their effects on
the capital cost are significant and subject to high levels of uncertainty. Therefore, their im-
pacts on the thermo-economic performance are postponed until Chapter 8. In this chapter, air
is still used as the working fluid and the minimum system pressure is ambient p0. The op-
timization of these PTES variants and the comparison with other thermo-mechanical energy
storage systems are also postponed until Chapter 8.
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4.2 Cycle layouts

Compared with the CAES, PTES usually enjoys more design freedom due to its closed-cycle
characteristics. For example, the PTES can deploy different gases, such as helium, neon and
argon, as the working fluid, whilst the CAES can only use air. In addition, the charging and
discharging temperature ratio can be different for PTES systems, and the whole system can
be pressurized to reduce its compressor/expander cost. As shown in Ref. [18], in cases where
compression and expansion losses dominate, the round-trip efficiency can be approximately
by:

χ =
ηw′

e −w′
c/η

wc/η −ηwe
=

WR ·η2 −1
WR−η2 (4.1)

where WR is the work ratio, WR = w′
e/w′

c = wc/we, whilst η is the average isentropic ef-
ficiency. From Eq. (4.1), it can be noted that for a given compression/expansion efficiency
η , the system efficiency χ increases monotonically with the work ratio WR, and increasing
WR thus becomes an important criteria for developing efficient PTES. One common method
to increase WR for PTES is to use Rankine-cycle rather than the Brayton-cycle because com-
pressing liquid requires far less work than compressing gas, as shown in Fig. 4.1. However,
the Rankine-cycle will inevitable result in more losses in the heat exchangers due to the phase
change of the working fluid. Besides, it may also cause damage to the liquid expander due to
the cavitation problem associated with two-phase flow, which will reduce its lifespan or in-
crease the maintenance cost. Therefore, only the Brayton-cycle PTES are studied in detail in
this chapter, whilst the results on Rankine-cycle PTES can be found in other research papers,
such as Refs. [63, 64, 67].

For the Brayton-cycle PTES as shown in Fig. 4.2b, it can be further proved that:

WR =
T1 (τ −1)

T3 (1− τ−1)
=

τ

θ
(4.2)

where τ is the charging isentropic temperature ratio, τ = β (γ−1)/γ ; θ is the ratio between the
expander and compressor inlet temperature during charge, θ = T3/T1 = T ′

H/T ′
C, where T ′

H and
T ′

C refer to the the discharged temperature of the hot and cold TES respectively.

From Eq. (4.2), it can be noted that the work ratio WR of baseline PTES is relatively low
due to its large θ , as its T3 and T1 are both fixed at ambient value due to the two auxiliary
heat exchangers (HX1 and HX2 in Fig. 4.2a). This makes the baseline PTES vulnerable to
the compressor/expander losses, and sensitive to the charging temperature ratio τ , as shown
in Eqs. (4.1) and (4.2). In order to mitigate this problem, θ can be reduced by either reducing
T3 below ambient or increasing T1 above ambient. This can be achieved by precooling the
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Figure 4.1: T -s diagram of the Rankine-cycle PTES

expander inlet air, as shown in Figs. 4.3a and 4.3b; or preheating the compressor inlet air, as
shown in Figs. 4.4a and 4.4b; or through the employment of recuperation, as shown in Figs.
4.5a and 4.5b [48]. Accordingly, these new variants of baseline PTES are referred to as the
precooled, preheated and recuperated PTES respectively.

4.2.1 Baseline PTES

The schematic and T -s diagrams of a baseline PTES are shown in Figs. 4.2a and 4.2b re-
spectively. As mentioned before, there are two auxiliary heat exchangers within the baseline
PTES to counter the effects of irreversibility. Therefore, the inlet temperatures of compressor
T1 and expander T3 are both fixed at T0 during charge, whilst during discharge, the inlet air
temperatures of hot and cold TES are both fixed at T0. As a result, the discharged temperature
of hot and cold TES, T ′

H and T ′
C, are also fixed at T0. The baseline PTES thus enjoys more

design freedom than other PTES variants. For example, the discharging temperature ratio τ ′ of
baseline PTES can be independent of its charging one τ . In addition, these two auxiliary heat
exchangers make it possible for the packed bed thermal reservoir to be used as the TES, the
temperature of which usually cannot be adjusted easily. The heat transfer area of thermal reser-
voir can be easily increased by reducing its particle diameter, which is ideal for PTES since
it is very sensitive to the heat transfer losses, as discussed in Chapter 3. However, the packed
bed thermal reservoir usually requires direct-contact heat transfer, which prevents PTES from
being pressurized, because otherwise the pressure vessel cost will rise significantly.

As discussed before, the work ratio WR of baseline PTES is relatively low due to its large
θ . This characteristic makes baseline PTES sensitive to the polytropic efficiency η and tem-
perature ratio τ , as shown in Eqs. (4.1) and (4.2). Actually as the temperature ratio τ reduces,
the round-trip efficiency χ drops to zero quickly (e.g, χ = 0 at τ = 1/η2 ≈ 1.56 if η = 0.8).
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Figure 4.2: Schematic and T -s diagrams for the Baseline PTES: (a) Schematic diagram (b)
T -s diagram

Like CAES, PTES can also be operated in stages. For example, there can be multiple stages
Nhot (or Ncold) operating in series for hot storage (or cold storage) within any PTES system.
However, since the exergy of PTES is solely stored in the form of temperature potential, it is
usually unnecessary for PTES to have multiple stages if it can reach the maximum Tmax and
minimum temperature Tmin through other methods, such as recuperation. Meanwhile, higher
stage number N leads to lower temperature ratio τ , which makes PTES more sensitive to the
polytropic efficiency η and pressure loss factor fp, as discussed in Chapter 3. In addition,
since the PTES is usually pressurized to its maximum pressure pmax to minimize the cost,
increasing the stage number will inevitably reduce the average system pressure and increase
the unit storage cost Z and system complexity. Therefore, it is usually beneficial for PTES to
have single stage of hot and cold TES, especially after optimization.

4.2.2 Precooled PTES

The schematic and T -s diagrams of a precooled PTES are shown in Figs. 4.3a and 4.3b
respectively, from which it can be noted that the expander inlet temperature T3 is cooled down
below ambient T0 during charge. This can be realized by precooling the discharged hot TES to
T ′

H < T0, and removing the auxiliary heat exchanger after the hot TES (HX2 in Fig. 4.2a). By
adjusting T ′

H, the expander outlet temperature T4 could be reduced to and fixed at the lowest
allowable temperature Tmin despite the variation of τ , η and ε . For example, if the heat transfer
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loss is negligible and ε = 1, then the discharged hot TES temperature T ′
H can be calculated by:

T ′
H = Tminτ

η (4.3)

During discharge, however, the outlet temperature of compressor T ′
3 shall not exceed T ′

H

because otherwise, it will be impossible to bring the discharged hot TES temperature back
to its original value T ′

H and the precooling effect will gradually cease to exist. Therefore, T ′
H

places an upper limit for the discharging temperature ratio τ ′. For example, if the heat transfer
loss is negligible and ε = 1, then T3 = T ′

H and T4 = T ′
Hτ−η . Since there is no heat leakage

loss with the cold TES, T ′
4 = T4 and the outlet temperature of compressor during discharge is

T ′
3 = T ′

4τ ′1/η . Applying the upper temperature limit T ′
H to the compressor outlet temperature

T ′
3 leads to:

τ
′ = τ

η2
(4.4)

where τ ′ is the maximum allowable temperature ratio during discharge. The actual τ ′ could
be lower than this value, however, it will incur unnecessary losses during storage, as the dis-
charged hot TES temperature need to be heated back to its original value T ′

H for steady oper-
ation. Hence, this maximum τ ′ will be used as the actual τ ′ in the following parametric and
optimization study. From Eqs. (4.3) and (4.4), it can be noted that both T ′

H and τ ′ are not
independent variables, but functions of τ , η and ε , and should be determined numerically for
the steady operation of the precooled PTES system.

4.2.3 Preheated PTES

The schematic and T -s diagrams of the preheated PTES are shown in Figs. 4.4a and 4.3b
respectively, from which it can be noted that the compressor inlet temperature T1 is above
ambient T0 during charge. This can be achieved by preheating the discharged cold TES to
T ′

C > T0, and removing the auxiliary heat exchanger after the cold TES (HX1 in Fig. 4.2a).
By adjusting T ′

C, the compressor outlet temperature T2 can be increased to and fixed at the
maximum allowable temperature Tmax despite the variation of τ , η and ε . For example, if the
heat transfer loss is negligible and ε = 1, then the discharged cold TES temperature T ′

C can be
calculated by:

T ′
C = Tmaxτ

−1/η (4.5)

During discharge, however, the outlet temperature of expander T ′
1 shall not drop below

T ′
C for similar reasons with the Precooled PTES. Therefore, T ′

C places a lower limit for the
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Figure 4.3: Schematic and T -s diagrams for the Precooled PTES: (a) Schematic diagram (b)
T -s diagram

expander outlet temperature T ′
1 but an upper limit for the discharging temperature ratio τ ′.

For example, if ε = 1, then applying the lower temperature limit T ′
C to the compressor outlet

temperature T ′
1 results in:

τ
′ = τ

1/η2
(4.6)

where τ ′ is still the maximum allowable temperature ratio due to the upper limit placed by T ′
C.

From Eqs. (4.4) and (4.6), it can be noted that the maximum discharging temperature ratio
τ ′ of the Preheated PTES is much higher than that of the Precooled PTES, and it is allowable to
employ the same temperature ratio for the charge and discharge process, τ ′= τ . The waste heat
(or irreversibility) of the Preheated PTES is dissipated into the environment via the auxiliary
heat exchanger before the hot TES (HX2 in Fig. 4.2a) because its temperature T ′

3 is above
ambient, whilst the waste heat (or irreversibility) of the Precooled PTES is dissipated via the
auxiliary heat exchanger before the cold TES (HX1 in Fig. 4.2a) because its temperature T ′

1 is
above ambient.

4.2.4 Recuperated PTES

In addition to the Precooled and Preheated PTES, the work ratio WR can also be enhanced
through recuperation, as shown in Figs. 4.5a and 4.5b. With recuperation, the outlet temper-
ature of the compressor T2 and expander T4 during charge can be fixed at the maximum Tmax
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Figure 4.4: Schematic and T -s diagrams for the Preheated PTES: (a) Schematic diagram (b)
T -s diagram

and minimum allowable temperature Tmin simultaneously, thus making full use of the allow-
able temperature range. In Fig. 4.5b, there are two recuperators: one for the hot side and the
other for the cold side recuperation. The waste heat (or irreversibility) is dissipated into the
environment through the auxiliary heat exchangers between the two recuperators. T ′

H and T ′
C

should be set by Eqs. (4.3) and (4.5) respectively, and τ ′ by the stricter constraint of Eq. (4.4).

4.3 Overview of modelling approach

The governing equations of major system components will be summarized below, and the
numerical methods for solving these equations will be described in Appendix B.

4.3.1 Solid TES system

Solid TES is assumed to be provided by packed-bed thermal reservoirs. Equations governing
the behavior of such reservoirs have been presented many times in the literature, for example,
Refs [41, 123, 124]. The model used here is that described in Ref. [41] and is based on the
well-established Schumann model. With a number of minor assumptions (see Ref. [41]), the
governing equations for gas and solid temperature variations take the form:

∂Tg

∂ z
=

Ts −Tg

l
(4.7)
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Figure 4.5: Schematic and T -s diagrams for the Recuperated PTES: (a) Schematic diagram
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∂Ts

∂ t
=

Tg −Ts

τ
(4.8)

where l and τ are length and time scales as given in Ref. [41]. The pressure loss along the
thermal reservoir is also considered and calculated from:

dp
dz

=−
Sv (1− ε)c f G2

2ε3ρg
(4.9)

where Sv is the particle surface-to-volume ratio and c f is the friction coefficient, which is
obtained from the Carman correlation given in Ref. [125].

Three parameters are used to model the performance of the thermal reservoir, they are
respectively the utilization factor Π, particle size dp and the aspect ratio L/D. The utilization
factor Π is defined as the ratio of the actual charge time tchg to the nominal charge time tnom,
Π = tchg/tnom. It is approximately equal to the stored energy as a fraction of its full-charge
value and is used to determine the size of the thermal reservoir. The particle size dp has a
direct impact on the particle surface-to-volume ratio Sv (for spherical particles, Sv = 6/dp)
and hence determines the thermal and pressure losses. The aspect ratio L/D is essentially the
length-to-diameter ratio, and determines the shape of the thermal reservoir.

Since the thermal reservoir is assumed adiabatic and there is no heat leakage loss to its
surroundings, the major loss of thermal reservoir is caused by the irreversible heat transfer
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between the gas and solid. The entropy generation rate associated with this process is [41, 42]:

Ṡt =
∫ ( 1

Ts
− 1

Tg

)
dQ̇z = ṁcp

∫ L

0

(
Tg −Ts

)2

TgTs

dz
l

(4.10)

and the thermal loss can be determined by integrating the entropy generation rate over the
duration of charge or discharge, ξT =

∫ t
0 T0Ṡtdt.

The entropy generation rate due to pressure loss can be calculated by:

Ṡp = ṁRg ln
pin

pout
(4.11)

where the pressure drop ∆p = pin − pout is determined by integrating Eq. (4.9). The expres-
sions of pressure loss for other components are similar to Eq. (4.11) and thus omitted for the
sake of simplicity.

4.3.2 Liquid TES system

In liquid A-CAES, the governing equations of thermal fluid tanks are essentially the mass and
energy conservation equations, which can be written as:

dmf

dt
= ṁin − ṁout (4.12)

dTf

dt
=

1
mfcf

[
Q̇+ ṁincfTin − ṁoutcfTf −

dmf

dt
cfTf

]
(4.13)

where mf and Tf are the mass and temperature of the thermal fluid respectively. In this thesis,
the thermal fluid tanks are assumed adiabatic during charge and discharge, Q̇ = 0. Therefore,
the thermal loss of liquid TES is due to the mixing of inlet fluid with the stored fluid which is
generally at a different temperature. The entropy generation rate associated with this process
is:

Ṡt = ṁincf

(
Tin

T
−1− ln

Tin

T

)
(4.14)

In order to quantitatively analyze the effect of heat leakage during storage, an insulation
factor κ is introduced, which is the ratio of the internal energy after storage E ′

TES to that before
storage ETES :

E ′
TES = κETES (4.15)

The definition of the internal energy here uses ambient temperature T0 as the reference
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value, therefore:

ETES = mfcf (TTES −T0) (4.16)

After some simplification, the temperature of the thermal tank after storage can be derived,
which is:

T ′
TES = κTTES +(1−κ)T0 (4.17)

Thus if κ = 1, then T ′
TES = TTES, the storage tanks are ideally insulated, without any heat

leakage; however, if κ = 0, then T ′
TES = T0,they are not insulated at all, losing all its stored

thermal energy to the environment. Actually, if we apply the lumped-capacity heat transfer
model to the liquid TES, it can be proved that κ = exp(t/τins), where t is the elapsed storage
time and τins is the heat leakage time constant which will be discussed in detail in Section
4.4.1.

4.3.3 Compressor and expander

The compressors and expanders are modelled by means of a simple polytropic or “infinitesi-
mal stage” efficiency, defined as ηc = −vdp/δw for compression or ηe = −δw/vdp for ex-
pansion, and a heat leakage factor, defined as αleak = δq/δw, as shown in Ref. [80]. The
use of polytropic efficiencies is deemed preferable to the isentropic efficiencies which yield
anomalies when, for example, compression and expansion are divided into multiple stages.
The heat leakage factor, on the other hand, is used to distinguish the losses caused by the heat
leakage and aerodynamic irreversibility. Compressor exit temperature Tout and specific work
wc are thus computed from:

Tout = Tinβ
φc
c (4.18)

wc =
cpTin

1−αc

(
β

φc
c −1

)
(4.19)

where cp is the heat capacity of the air, the subscripts in and out denote the inlet and outlet of
the compressor respectively, φc is the polytropic exponent, φc =

γ−1
γ

1−αc
ηc

. Equivalent expres-
sions to Eqs. (4.18) and (4.19) can be derived for the expansion process, with ηc replaced by
η−1

e and αc by αe. The heat leakage factor αleak is usually negligible for the turbomachinery
due to its high rotational speed but can become important for reciprocating devices. Amongst
the various thermal-mechanical energy storage systems, reciprocating devices are mainly em-
ployed by some variants of PTES and most I-CAES systems. Therefore, the effects of heat
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leakage factor are only considered in Chapter 3 for a preliminary comparison of PTES and
CAES and in Chapter 6 for the efficiency enhancement of I-CAES systems.

Since the losses within the compressor/expander are caused by fluid viscosity instead of
temperature difference, they are referred to as the aerodynamic loss in Chapter 6 but still con-
sidered as the thermal losses. On the other hand, the losses caused by the irreversible heat
transfer or mixing within an isothermal compressor/expander are referred to as the thermody-
namic loss which also belong to the thermal losses. For conventional compressor, the entropy
generation rate of the irreversible compression is:

Ṡt = ṁRg

(
1
ηc

−1
)

lnβc (4.20)

Equivalent expressions to Eq. (4.20) can be derived for the expansion process, with 1/ηc−
1 replaced by 1−ηe. It should be noted that the aerodynamic loss is independent of the heat
leakage factor and the air inlet temperature. The entropy generation rate of the heat leakage
process is:

Ṡl = ṁcp
αc

1−αc

(
τout − τin − ln

τout

τin

)
(4.21)

where τ is the temperature ratio between the compressor inlet/outlet and the ambient. Equiv-
alent expressions to Eq. (4.21) can be derived for the expansion process, with αc replaced by
αe.

4.3.4 Heat exchanger

For liquid TES heat is transferred between the working fluid and the thermal fluid via a heat
exchanger. To minimize losses associated with irreversible heat transfer, a counter flow heat
exchanger with Cr = 1 (i.e., balanced flow) is employed and the well-established ε −NTU
method is used for the simulation. The heat exchanger effectiveness ε = |Tin −Tout|/

(
Tin,hot −Tin,cold

)
is then the only parameter needed to evaluate thermal performance and heat exchanger outlet
temperatures are given by:(

Tout,a

Tout,f

)
=

(
1− ε ε

ε 1− ε

)(
Tin,a

Tin,f

)
(4.22)

where the subscripts in and out denote the inlet and outlet of the heat exchanger respec-
tively; the subscripts a and f denote air and the storage fluid respectively.

For a counter-flow heat exchanger with Cr = 1 the effectiveness is related to the “number
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of thermal units” (NTU =UA/Cmin) by (see [126]):

ε =
NTU

NTU+1
(4.23)

Knowing the NTU enables an estimate of the heat exchanger cost and the pressure loss,
the latter being determined from (see [127]):

∆p =
G2

ρ̄

c f

St
NTU (4.24)

where ρ̄ is the average density of the inlet and outlet, c f /St is a constant, which equals 2Pr
2
3

for turbulent flow (see [127]). The mass flowrate per unit area G is set as 37kg/
(
m2s

)
so

that the corresponding Reynolds number Re is ~6000, which is above the turbulence threshold
3000; the inner diameter of the heat exchanger tubes is set as 3.0mm, which is the smallest
size available commercially from multiple sources [128].

The G and Re provided above are mainly served as an example of all feasible values. They
are neither optimized nor the limiting cases. Actually, even if the G is fixed, the pressure loss
∆p still varies significantly with the average pressure p̄ and temperature T̄ since ρ̄ = p̄/(RgT̄ ).
From Eq. (4.11), it can be noted that the entropy generation Ṡp is mainly determined by the
pressure loss factor fp = ∆p/p rather than the absolute value of ∆p. Therefore, it is easy to
prove that fp drops rapidly with p̄ increasing and since most heat exchangers in the A-CAES,
LAES and pressurized PTES are operated at high pressures, their fp are usually less than 1 %
and their impacts on the system efficiency are negligible. Actually, an upper limit of 1 % is
placed on the fp of all heat exchangers, but this limit is only exercised within the cold TES
of unpressurized PTES in Chapter 8 where pmin = p0. This limit is employed to avoid the
otherwise excessive ∆p interfering the thermodynamic cycles and is feasible because laminar
flow can also be used for heat exchangers [126].

The above thermodynamic model is mainly for the heat exchanger within the liquid TES,
whose function is to recycle the thermal exergy generated during charge. The entropy genera-
tion rate of a balanced flow heat exchanger with Cr = 1 can be calculated by [49]:

Ṡt ≈ ṁcpε (1− ε)
(
τ + τ

−1 −2
)

(4.25)

where τ is the temperature ratio of the hot fluid to the ambient value, τ = Thot/T0.

For the auxiliary heat exchanger placed after each liquid TES, its main function is to
dissipate the waste heat into the environment rather than recycling it. Therefore, a high water
flow rate (hence a low heat capacity ratio Cr) is usually adopted to reduce the heat exchanger
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size and cost. The effectiveness of any heat exchanger with Cr = 0 is given by:

ε = 1− exp(−NTU) (4.26)

Hence, a relatively high effectiveness ε of 0.86 can be attained with NTU as low as 2.0.
Since the waste heat is not recycled but simply dissipated, there is only heat leakage loss in
the auxiliary heat exchangers, the entropy generation rate of which can be calculated by:

Ṡl = ṁcp (τ −1− lnτ) (4.27)

where τ is the temperature ratio of inlet air to the ambient value, τ = Tin/T0.

4.4 Cost modelling of components

The objective here is to provide a reasonable comparison between the initial capital costs of
different energy storage systems. Cost equations for the major system components are there-
fore set out and justified in this section. Although efforts have been made to ensure the cost
equations are as accurate as possible, it should be noted that they are still subject to signifi-
cant uncertainty and should be treated accordingly with caution. Furthermore, only costs that
have a direct impact on the following parametric and optimization study are included. Other
costs such as electrical and control costs, materials, labor, operating and indirect costs are not
included.

4.4.1 TES system costs

The TES system all consist of similar components and the capital cost can be estimated from
the following correlation proposed in Ref. [44]:

ZTES = kfilVfil + kinsVins + kPV pV (4.28)

where kfil and kins are costs per unit volume of the filling (storage material) and insulation
respectively, whilst kPV is the cost of the pressure vessel (including material and fabrication)
per bar per unit volume. The coefficients used in Eq. (4.28) are summarized in Table 4.1.

Determining the required thickness of insulation is based on the fractional energy loss per
day, which can be estimated from the simple lumped-capacity heat transfer model [42]:

dEfil

dt
=

Efil

τins
(4.29)
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where τins = ρfilcfil/UinsSTES is a heat leakage time constant and STES is a surface-to-volume
ratio of the TES subsystem. Uins is an overall heat transfer coefficient. For instance, setting
the fractional energy loss rate to 0.5 % per day corresponds to a time constant τins of 200
days, and for the nominal design (STES = 2/D including hemispherical ends and setting L/D
to 1), then the overall heat transfer coefficient Uins = ρfilcfilD/8τins ≈ 0.12 W/

(
m2 ·K

)
. Uins

is mainly determined by the thermal resistance λins and thickness δins of the insulation layer,
and therefore δins can be estimated from the following cylindrical heat conduction equation:

δins =
D
2

[
exp
(

2λins

DUins

)
−1
]

(4.30)

However, the lumped capacity model is only valid if the temperature distribution are ra-
dially uniform within the storage media. This is a good assumption for liquid TES due to
mixing, but for solid systems the Biot numbers are likely to be sufficient to cause significant
non-uniformity that would invalidate the use of the 1-D Schumann-style model [42]. An ad-
ditional constraint is thus placed on the temperature drop that would occur at the outer edge
of the storage material, which effectively limits the Biot number and hence the maximum al-
lowable overall heat transfer coefficient Uins. Details of how this is implemented are provided
in Ref. [42].

4.4.2 Compressor and expander costs

The equations for estimating the capital cost of the compressors and expanders are taken
from the well-known CGAM problem, which was developed by a group of concerned spe-
cialists in the field of thermo-economics (C. Frangopoulos, G. Tsatsaronis, A. Valero, M. von
Spakovsky, and co-workers) in the early 90s. This has been used as the standard test case
for the comparison of different thermo-economic optimisation methods ever since [106]. The
cost equations are adapted here to make them more compatible with the polytropic processes
and the coefficients are adjusted to the data provided by Schainker (2008) [4] to account for
inflation. Costs of both the compressors and the expanders are estimated from:

ZCE =
N

∑
i=1

√
Rg/Rref

pin

Cc/eṁ lnβi

ηmax −η
(4.31)

where η and ṁ are the polytropic efficiency and the mass flowrate respectively (ηc and ṁchg

for compressors, ηe and ṁdis for expanders). Rg and Rref are the actual and reference (air) gas
constant respectively, and pin is the system inlet pressure. ηmax is set as 0.92 in accord with to
Refs. [106, 116] and by comparison with data, as shown in Fig. 4.6. Eq. (4.31) encapsulates
the increase in compressor / expander cost with mass flowrate ṁ, system pressure ratio p/p0
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Table 4.1: Constants used in the equations for the purchase cost of the components

Components Constants

Compressor Cc = 670$/(kg/s) ηmax = 0.92
Expander Ce = 1116$/(kg/s) ηmax = 0.92
Heat Exchanger Ch = 38880$/(kg/s)0.6

Thermal Reservoir kPV = 250$/bar ·m3 kfil = 200$/m3

kins = 1500$/m3

Thermal Fluid Tanks khot = 500$/m3 kcold = 100$/m3
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Figure 4.6: Validation of the compressor/expander cost equations

and component efficiency η . It suggests that the total cost is independent of how the system
pressure ratio is distributed between each stage. The coefficients used in Eq. (4.31) are based
on the centrifugal compressor and turbo-expander [4] and are summarized in Table 4.1. As
with heat exchangers, both pessimistic (30 % overestimation of the cost) and optimistic (30 %
underestimation of the cost) cases are given to account for the uncertainty inherent in all cost
modelling.

Compressor and expander costs estimated from the above simplified model are compared
in Fig. 4.6 with actual costs and with costs estimated from the considerably more complex
“WIDGET-TEMP” model described in Ref. [111]. The solid line denotes estimated cost
equal to actual cost, which is unlikely to be achieved by any model given fluctuations in actual
cost. It is notable that the simplified model tends to underestimate costs in the low-power
range and overestimate them at high power. This is because marginal costs tends to decrease
with increasing power output (also referred to as the “economies of scale”), and this is not
accounted for in the model. Nevertheless, estimates generally fall within ±30 % of actual
values and Eq. (4.31) is much simpler than the “WIDGET-TEMP” approach, which requires
22 input parameters.
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C

(a) Liquid TES operating in series

Solid

TES
C

C

(b) Indirect-contact solid TES

Figure 4.7: Schematic diagram of the indirect-contact liquid and solid TES: (a) Liquid TES
operating in series (b) Indirect-contact solid TES

4.4.3 Heat exchanger costs

For a counter-flow concentric tube heat exchanger with Cr = 1, the effectiveness ε is related
to the “number of thermal units” (NTU =UA/Cmin) by:

ε =
NTU

NTU−1
(4.32)

Since the NTU is proportional to heat transfer area of the heat exchanger, it is also used in
this study to estimate the capital cost through:

ZHEX =
N

∑
i=1

Chex (ṁ ·NTUi)
0.6 (4.33)

This relation is also taken from the CGAM problem, adapted to the cost data provided
by Schainker [4]. It indicates cost increasing with both flowrate and NTU because increasing
either of these calls for larger heat transfer area. The index 0.6 is based on the “rule of the
six-tenths” which can give an approximate cost within ±20 % [108]. The coefficients used in
Eq. (4.33) are summarized in Table 4.1. The pessimistic (30 % overestimation of the cost)
and optimistic (30 % underestimation of the cost) scenarios are also considered for the heat
exchanger cost model.
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Table 4.2: Thermo-economic properties of the commonly used thermal fluids [10–13]

C ($/t) ρ
(
kg/m3) cp (J/kg ·K) Temperature (°C)

Water 1.0 1000 4174 0~100
P. Water (20 bar) 1.0 960 4210 0~213

Mineral Oil 2642 770 2600 -30~340
Therminol VP 5000 1060 1780 12~257

Solar Salt 1000 1850 1550 230~550
Saltstream XL 1000 1870 1450 120~500

Methanol 550 827 2499 -97~64
Propane 550 657 2078 -187~-42

4.5 TES materials

In the following part of this thesis, the maximum and minimum allowable temperature are set
as Tmax = 550 °C and Tmin = −185 °C respectively, considering both the temperature range
of the thermal fluids and the limitation of the turbomachineray. This wide temperature range
can be achieved by operating multiple heat exchangers in series, each with a different kind of
thermal fluid, as shown in Fig. 4.7a. For example, mineral oil (−30 ∼ 300 °C) and solar salt
(230 ∼ 550 °C) can be used to cover the temperature range of the hot TES; whilst methanol
(−97 ∼ 64 °C) and propane (−187 ∼ −42 °C) can be used for the cold TES. The discussion
and selection of suitable thermal fluids for energy storage can be found in various literature
sources, such as Ref. [10–13]. The thermo-economic properties of the thermal fluids used
in this thesis are summarized in Table 4.2. More detailed analysis on the heat exchangers in
series for the hot liquid TES can be found in Appendix A.

The solid TES (packed bed) can also be used for thermal energy storage, since the solid
materials, such as quartz and magnetite, usually have wider operating temperature range than
the thermal fluids. However, the pressure vessel of the solid TES tends to become unaccept-
ably expensive when its operating pressure is high. Therefore, an indirect contact solid TES,
as shown in Fig. 4.7b, can be deployed instead. It combines the merits of solid TES (wide
operating temperature range) and liquid TES (relatively cheap at high pressure) and is suit-
able for the PTES systems discussed in Section 4.2. For the most part, the thermodynamics
of solid-based and liquid-based PTES are the same, and therefore the descriptions are mainly
given for the liquid-based PTES. The difference required for modelling solid-based systems
can be found in Ref. [8].
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(c) Preheated PTES (with additional heating)
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Figure 4.8: Starting processes of the PTES variants: (a) Precooled PTES (b) Preheated PTES
(c) Preheated PTES (with additional heating) (d) Recuperated PTES. (c and d denotes the
charging and discharging respectively.)

4.6 Starting processes

The starting processes of the precooled, preheated and recuperated PTES are shown in Figs.
4.8a, 4.8b and 4.8d respectively, from which it can be noted that the precooled PTES reaches
its stable state very quickly, in roughly 10 cycles of operation, whilst for the recuperated
and preheated PTES, it takes much longer time. The preheated PTES is particularly slow in
reaching equilibrium, but it is possible to employ additional heating to shorten this period,
as shown in Fig. 4.8c where the cold TES is heated to 100 °C prior to the starting process.
Waste heat, solar energy and electric resistance heating can all be employed for the task, and
although the speed of converging is not accelerated, the starting process of preheated PTES can
become closer to its stable state. It is very quick for the hot TES of recuperated PTES to reach
its maximum allowable temperature 550 °C, in just 2 cycles, and after that, the additional
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Table 4.3: The standard, minimum and maximum design variable values of PTES for the
parametric and optimization study

Rc Rd T ′
C T ′

H NTU η fp

Standard 10.0 10.0 1.50 0.50 49.00 0.85 0.00
Minimum 5.00 5.00 1.00 0.20 24.00 0.80 0.00
Maximum 30.0 30.0 5.00 1.00 99.0 0.90 0.10

thermal energy must be dissipated into the environment via an auxiliary heat exchanger to
prevent overheating. On the other hand, it is relatively slow for the cold TES of recuperated
PTES to reach equilibrium, as shown in Fig. 4.8d. However, after 10 cycles of operation,
the T -s diagram of the recuperated PTES is already very close to its stable one, so that its
efficiency would not be seriously affected. All these PTES variants reaches the stable states
within 100 cycles, which demonstrates that the PTES has the ability to reach equilibrium by
itself. The underlying force for driving this convergence is the difference in the charging and
discharging temperature ratio.

4.7 Parametric study

Since the discharging temperature ratio τ ′, discharged hot TES temperature T ′
H and the dis-

charged cold TES temperature T ′
C are all set by the charging temperature ratio τ , maximum

Tmax and minimum allowable temperature Tmin in this study, these variables are not inde-
pendent ones. As a result, only the impacts of charging temperature ratio τ , heat exchanger
effectiveness ε , polytropic efficiency η , as well as the pressure loss factor fp on the system
performance are analyzed in this section, and the results are shown in Fig. 4.9a to Fig. 4.9d
respectively. The number of stages of all PTES is set as N = 1 and the variation range of
other design variables are summarized in Table 4.3. As mentioned before, the maximum and
minimum allowable temperature are set as Tmax = 550 °C and Tmin = −185 °C respectively.
In this chapter, ambient air is used as the working fluid and all PTES are not pressurized. The
effects of different working fluid and pressurization on the system performance will be dealt
with in Chapter 8.

4.7.1 Temperature ratio effect

Fig. 4.9a shows the impacts of charging temperature ratio τ on the system efficiency χ . Dif-
ferent lines refer to different PTES systems, as introduced in Section 4.1. From Fig. 4.9a, it
can be clearly noted that the system efficiency χ of the precooled, recuperated and baseline
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PTES all increases with the charging temperature ratio τ , and the baseline PTES is more sen-
sitive to τ than the other two systems. This is because the baseline PTES has the lowest work
ratio WR of all PTES systems, as shown in Eq. (4.1). This characteristic makes the baseline
PTES most vulnerable to compressor/expander losses when the temperature ratio τ is low,
as discussed in Section 4.2, whilst for other PTES systems, even if the charging temperature
ratio τ approaches one, the work ratio WR is still large enough (due to its high θ ) to avoid any
significant impairment of efficiency.

Meanwhile, as indicated by Eqs. (4.4) and (4.6), the discharging temperature ratio τ ′ of the
precooled, preheated, and recuperated PTES all increases with its charging temperature ratio
τ . However, the auxiliary losses (losses generated in the auxiliary heat exchangers) of the
precooled PTES and TES losses (including the losses of the two recuperators) of recuperated
PTES decrease with τ ′ increasing, as shown in Fig. 4.3b and Fig. 4.5b where T ′

1 decreases with
τ ′; whilst the auxiliary losses of the preheated PTES increases with τ ′ increasing, as shown in
Fig. 4.4b where T ′

3 increases with τ ′. This phenomenon reduces the system efficiency of χ of
preheated PTES as its charging temperature ratio τ increases, as shown in Fig. 4.9a.

4.7.2 Heat exchanger effectiveness effect

The impacts of the heat exchanger effectiveness ε on the system efficiencies χ of different
PTES systems are shown in Fig. 4.9b, from which it can be found that the system efficien-
cies χ of all PTES systems increase with the effectiveness ε , whereas the precooled PTES is
more sensitive to ε than any other system. This is because for precooled PTES system, its
compressor outlet temperature during discharge T ′

3 should be lower than (or equal to if ε = 1)
the expander inlet temperature during charge T3, as discussed in Section 4.1 and shown in Fig.
4.3b. In addition, the lower the heat exchanger effectiveness ε is, the lower T ′

3 and τ ′ should
become in order to counter the irreversibility of the heat transfer process. This, however, will
inevitably increase the auxiliary losses of the precooled PTES and impairs its efficiency, as
shown in Fig. 4.3b, where T ′

1 increases with τ ′ decreasing.
On the other hand, for the Preheated PTES system, the expander outlet temperature during

discharge T ′
1 should be higher than the compressor inlet temperature during charge T1 for sim-

ilar reasons, as shown in Fig. 4.4b. However, higher T ′
1 means lower discharging temperature

ratio τ ′ and compressor outlet temperature T ′
3, which will reduce the auxiliary losses of the

preheated PTES and offset the increasing heat transfer losses of the heat exchangers to some
extent. Therefore, the precooled PTES is most sensitive to ε , whilst the preheated PTES is
least sensitive to it.

For the recuperated PTES, although its discharging temperature ratio τ ′ also decreases with
the heat exchanger effectiveness ε reducing, just like the precooled PTES, the waste energy
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Figure 4.9: Impacts of various operating parameters on the system efficiencies of various
PTES systems: (a) Charging temperature ratio τ (b) Heat transfer unit NTU (c) Polytropic
efficiency η (d) Pressure loss factor fp

carried by the exhaust gas of expander during discharge is recuperated and recycled within the
recuperated PTES, instead of being dissipated in the auxiliary heat exchanger like precooled
PTES. Therefore, the recuperated PTES is not sensitive to the effectiveness ε either.

4.7.3 Polytropic efficiency effect

Fig. 4.9c shows the impacts of polytropic efficiency η on the system efficiencies χ of different
PTES systems. Opposite to the impacts of effectiveness ε shown in Fig. 4.9b, the preheated
PTES is the most sensitive PTES with respect to polytropic efficiency η , whilst the precooled
PTES is the least sensitive one, as shown in Fig. 4.9c. This is because the discharging temper-
ature ratio τ ′ of the preheated PTES is always higher than its charging one τ , as shown in Eq.
(4.6), and as the polytropic efficiency η increases, the discharging temperature ratio τ ′ begins
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to reduce and get close to τ . This decreasing τ ′, however, reduces the T ′
3 in Fig. 4.4b and the

associated auxiliary losses, which in conjunction with the reduction of compressor/expander
losses, causes the system efficiency χ to rise rapidly with η increasing.

Similarly, for the precooled PTES, its discharging temperature ratio τ ′ is always lower
than its charging one τ , as shown in Eq. (4.4), and as the polytropic efficiency η increases,
the discharging temperature ratio τ ′ begins to increase and get close to τ . This increasing
τ ′, however, increases T ′

1 in Fig. 4.3b and the associated axillary losses, which offsets the
reduction of compressor/expander losses to some extent and cause the system efficiency χ to
rise slowly with η . The lines of the recuperated and precooled PTES are very similar because
their discharging temperature ratio τ ′ are both set by the discharged temperature of the hot
TES T ′

H.

4.7.4 Pressure loss effect

The impacts of the pressure loss factor fp on the system efficiencies χ of various PTES sys-
tems are shown in Fig. 4.9d, from which it can be noted that the precooled, preheated and
recuperated PTES are all more sensitive to the pressure loss factor fp than the baseline PTES
system. This is because the pressure loss factor fp not only increases the pressure loss, but also
increases the auxiliary losses of the above three PTES systems. For example, in the precooled
PTES system shown in Fig. 4.3b, although the discharging temperature ratio τ ′ is still set by
the discharging compressor and constrained by the charging expander inlet temperature T3 or
the discharged hot TES temperature T ′

H, the actual expansion ratio during discharge is much
lower due to the throttling of compressor outlet and expander inlet. Therefore, the expander
outlet temperature T ′

1 and the auxiliary losses increase accordingly.

Similarly, in the preheated PTES shown in Fig. 4.4b, the discharging temperature ratio
τ ′ is still set by the discharging expander and constrained by the charging compressor inlet
temperature T1 or the discharged cold TES temperature T ′

C, the actual compression ratio is
much higher due to the throttling of compressor outlet and expander inlet. Therefore, the
compressor outlet temperature T ′

3 and the auxiliary losses increases accordingly.

From Fig. 4.9d, it can also be noted that the preheated PTES is much more sensitive to
fp than the precooled PTES. This is because the impacts of pressure loss factor fp on the T ′

3

in the preheated system is much more significant than on the T ′
1 in the precooled system, as

indicated in Eqs. (4.4) and (4.6).
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Table 4.4: Main results for the standard designs

Precooled Preheated Baseline Recuperated

System Efficiency 33.7% 33.0% 29.9% 50.0%
Cost per kWh 360$/kWh 392$/kWh 512$/kWh 300$/kWh
Capital Cost 62M$ 64M$ 86M$ 74M$
Net Output Work 171MWh 162MWh 168MWh 247MWh
Net Input Work 507MWh 492MWh 564MWh 494MWh

4.8 Loss and cost distributions of the standard designs

In order to better understand the reasons for the performance difference of various PTES
systems, the loss and cost distribution of all PTES variants at standard design are shown in
Figs. 4.10a and 4.10b respectively. The main results of the standard designs for all PTES
variants are summarized in Table 4.4. It is notable that the system efficiencies of the standard
designs are relatively low (typically below 50 %) and much lower than the advocated 60 - 70
% in the references [19, 43, 60, 128]. This is because most published Brayton-cycle PTES
employ solid TES (such as segmented thermal reservoir [19, 44]) rather than liquid ones due
to their sensitivity to heat transfer losses, and it is much easier for solid TES to achieve larger
heat transfer area and lower losses. Besides, most published Brayton-cycle PTES employ
compression and expansion devices with either super high polytropic efficiency (such as the
reciprocating devices designed by Isentropic [19, 43]) or super high temperature ranges (such
as turbomachineray proposed by Saipem [21, 60]). These components are either unavailable or
untested, and thus avoided in this thesis. Finally, the standard designs typically use parameters
right in the middle of their feasible ranges, but parameters selected this way may severely
deviate from their respective optimum, and the sensitivity of PTES to various losses further
aggravate this scenario. Therefore, all these above-mentioned factors together contribute to
the low system efficiency of PTES with standard designs. Since the Brayton-cycle PTES
with liquid TES is a relatively new concept, there is few published cost estimates. Laughlin
[128] made an estimation for a similar pressurized PTES and found the cost to be roughly 150
$/kWh, which is unsurprisingly much lower than the nominal cases. This is because his PTES
is so pressurized that the cost is dominated by the heat exchangers, and similar PTES will be
studied later in Chapter 8.

The loss distributions of all PTES variants are shown in Fig. 4.10a, from which it can be
noted that the precooled PTES has the highest auxiliary losses (heat leakage losses generated
in the auxiliary heat exchangers) whilst the recuperated PTES has the lowest ones. This is
because unlike the precooled PTES where the waste heat is dissipated into the environment
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Figure 4.10: Loss and cost distributions of different PTES with standard designs: (a) Loss
distribution (b) Cost distribution

via auxiliary heat exchangers, this energy is recycled in the recuperated PTES, as discussed in
Section 4.2. Therefore, the recuperated PTES has the lowest auxiliary losses but the highest
TES losses due to its large storage loss. From Fig. 4.10a, it can also be noted that the baseline
PTES has the highest compressor/expander losses and the lowest TES losses. This is because
the baseline PTES has the lowest temperature ranges and specific net work input due to its
absence of preheating, precooling and recuperating.

The cost distributions of all PTES variants are shown in Fig. 4.10b, from which it can
be noted that the compressor/expander costs form a small percentage of the total cost and this
percentage can be further reduced with pressurization. As a result, the TES and heat exchanger
costs will become dominant after the PTES is pressurized. From Fig. 4.10b, it can be noted
that the baseline PTES has the highest TES cost whilst the recuperated PTES has the lowest
one. This is because the temperature difference and energy density of the recuperated PTES
is the highest whilst those of the baseline PTES is the lowest. It can also be noted that the
recuperated PTES enjoys much lower compressor/expander costs than the baseline PTES due
to its high specific net work input, and therefore, the unit storage cost of recuperated PTES
is much lower than that of the baseline PTES despite its two extra recuperators. However, it
should be noted that this conclusion is only valid for the nominal case and the optimal designs
for all PTES variants as well as their comparisons will be dealt with in Chapter 8.
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4.9 Summary

In this chapter, thermodynamic and economic models are built for each component and variant
of PTES. Parametric studies are carried out for each PTES variant to study their relative sen-
sitivity to each operating parameter. Comparisons are made and reasons are provided for their
difference in performance. The loss and cost distributions are also provided for the nominal
cases. From this chapter, it can be concluded that:

1. Baseline PTES is most sensitive to the temperature ratio τ but is least sensitive to the
pressure loss factor fp. It can also have independent temperature ratio for the charge
and discharge process.

2. Precooled PTES is most sensitive to the heat exchanger effectiveness ε but is least sen-
sitive to the polytropic efficiency η . It also has the highest auxiliary heat exchanger
losses of all the PTES variants.

3. Preheated PTES is most sensitive to the polytropic efficiency η but is least sensitive to
the heat exchanger effectiveness ε . Unlike other PTES variants, its round-trip efficiency
χ decreases with the temperature ratio τ;

4. Recuperated PTES usually has the highest round-trip efficiency χ with the same ε and
η . It also has the lowest auxiliary loss but the highest TES losses of all the PTES
variants.





Chapter 5

Adiabatic Compressed Air Energy
Storage

5.1 Introduction

In Adiabatic CAES (A-CAES), ambient air is first compressed near-adiabatically and its ther-
mal energy is then stored separately in some forms of Thermal Energy Storage (TES). De-
pending on the number of stages Nstg, this process is repeated several times before storing the
pressurized air in an air reservoir. Therefore, electricity is stored in the forms of temperature
potential of the TES and pressure potential of the air reservoir, and as a result, the TES and air
reservoir become the central components for A-CAES.

Depending on the types of air reservoir, A-CAES can be categorized into isobaric A-
CAES, such as underwater A-CAES, which stores the compressed air at constant pressure in
a series of submerged air accumulators; or an isochoric A-CAES, such as underground A-
CAES, which stores the compressed air at constant volume in an solution-mined cavern. In
addition to the air reservoirs, an A-CAES can also be categorized as a solid, liquid or hybrid A-
CAES depending on the types of its TES. For example, the thermal energy of compressed air
may be transferred to liquid tanks by cooling it through a heat exchanger as the thermal fluids
circulate within it. Alternatively, it may be transferred directly to a solid storage materials, for
example in a packed bed. However, despite these and many other studies of different A-CAES
configurations, a comparative study of liquid and solid based systems from a thermo-economic
perspective is relatively scant. This work has been conducted by Xue and White in Ref. [52]
and the results are included in this chapter.

In this chapter, the layout of a typical A-CAES is introduced first, and then both the an-
alytical and numerical models of an air reservoir are built and integrated into the A-CAES.
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Analytical expressions of the system efficiency and energy density are derived for specific
cases and validated with the numerical results of A-CAES. Then the impacts of various cavern
parameters on the losses of cavern (“direct losses”) and other components (“indirect losses”)
are analyzed individually. A case study of the Huntorf CAES cavern is carried out and the
actual losses are estimated from the validated heat transfer correlations. After that, parametric
studies are conducted for A-CAES with solid, liquid and hybrid TES, and their results are
compared with each other. The economical models for different air reservoirs are also built,
and the loss and cost distributions for the nominal design are provided.

5.2 Cycle layouts

A general A-CAES configuration comprises N stages of compression/expansion, with some
form of TES between each stage, and an air-storage cavern or accumulator. The TES need not
be the same for all stages: for example, for the system shown in Fig. 5.1, there is one stage of
solid TES and liquid TES. This system is referred to as the hybrid A-CAES and within it the
pressure ratio is the same for each like stage. If there are n solid TES and N −n liquid TES in
the hybrid A-CAES, then the pressure ratio of each stage is given by:

The first n stages with solid TES:

βi =

(
pm

p0

) 1
n

(i ≤ n) (5.1)

The rest N −n stages with liquid TES:

βi =

(
p

pm

) 1
N−n

(i > n) (5.2)

where p, pm and p0 refer to the cavern pressure, the intermediate pressure between solid and
liquid TES stages, and the ambient pressure respectively. For a solid only system pm = p,
whereas for a liquid only system pm = p0. The heat transfer between the compressed air
and the liquid media is usually achieved through the main heat exchangers, for which the
heat transfer losses are inversely related to the size and cost of the device. This indirect
contact separates the working fluid from the liquid media, and thus enables the cost of liquid
TES to be independent of the operating air pressure. For solid TES, on the other hand, it is
easier (though not essential) to exploit direct-contact heat transfer between the air and solid
media. For example, a packed-bed thermal reservoir can fulfill this function, and the heat
transfer losses can be decreased by reducing the particle size, without increasing the capital
cost simultaneously. However, direct-contact heat transfer requires the operating pressure of
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Figure 5.1: Schematic diagram of the hybrid A-CAES system

the solid TES to be the same as that of the air, thus the capital cost of solid TES (dominated
by the pressure vessel) is more or less proportional to the operating pressure. However, solid
TES benefits from a wider temperate range and as a result it is usually operated at higher
temperature, such as ~600 °C. Liquid storage is generally operated at temperature up to ~300
°C, depending on the storage fluid and storage pressure. It is assumed here that all forms of
storage (i.e., solid or liquid) have the same maximum allowable temperature and hence the
pressure ratio is equally partitioned amongst each like stage (see Eqs. (5.1) and (5.2))

Auxiliary heat exchangers are included in the cycle after each TES, as shown in Fig. 5.1, to
further cool the air to ambient temperature T0. This prevents the inlet temperature of the next
stages becoming too high if the solid TES is small (such that thermal fronts emerge from their
exit) or the liquid TES is inefficient. Since the waste heat is not recycled but simply dissipated
in the auxiliary heat exchangers, a high water flow rate (hence a low heat capacity ratio Cr)
is usually adopted to reduce the heat exchanger size and cost. The effectiveness of any heat
exchanger with Cr = 0 is given by ε = 1−exp(−NTU) [126], so with the “number of thermal
units” as low as NTU = 2, an effectiveness ε of 0.86 is attained. This type of auxiliary heat
exchanger is used for each TES and its cost added into the total.

In the absence of pressure losses (as in many cycle analyses) the stage pressure ratios
during compression (charge) and expansion (discharge) are the same so that βc = βe = βi.
However, in order to study the impact of pressure losses (for example, those generated by heat
exchangers and packed beds) in a simple and general manner, a pressure loss factor fp is ap-
plied to each stage. Thus the actual stage compression ratio becomes βc = βi/(1− fp), whilst
stage expansion ratio is βe = βi (1− fp). In practice, the pressure loss factors are dominated
by viscous effects in heat exchangers and packed beds.

After N stages of compression, the compressed air is finally stored in an air reservoir, as
shown in Fig. 5.1. Although artificial air reservoirs have been proposed by many researchers,
the size for a large-scale CAES cavern (400 - 800 MWh) is in the range of 150,000 to 500,000
m3. Solution mining or the use of existing natural caverns are therefore the most feasible
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options. In this chapter, the energy and power of the A-CAES are set as 400 MWh and 100
MW respectively and the cavern volume is calculated from the energy distribution between the
cavern and each TES. The cavern is isochoric by nature and therefore, the pressure fluctuates
within a range of pmin to pmax. The value of pmax is constrained by the geological conditions
(e.g., the depth of the cavern) whilst pmin is determined by the extent of discharge and the
minimum pressure required to maintain the cavern’s integrity. Storage density and round-trip
efficiency will generally depend on both pmax and the ratio pmin/pmax. The concepts of max-
imum pressure ratio Rc = pmax/p0 and fluctuation factor α = pmin/pmax are thus introduced
to measure these two effects. Therefore, if the system pressure ratio of an A-CAES is equally
partitioned among the N stages, then as the system pressure ratio varies from αRc to Rc during
charge, the pressure ratio of each stage varies from α1/Nβc to βc. The economic models of
other air reservoirs, such as underwater air accumulators, are also provided in this chapter, but
their impacts on the system performance will be dealt with in Chapter 8.

The TES subsystems all include the following three components: storage material (i.e.
liquid or solid), containment vessel (or tank) and insulation layer. For the solid TES, the com-
monly used packing materials are natural stones, ceramic and metal oxides, which are gen-
erally very cheap and have wide temperature range. Materials selection essentially becomes
finding the one with the largest volumetric heat capacity because cost tends to be dominated
by the pressure vessel. On the basis of work reported in [59], magnetite (Fe3O4) has been used
as the solid storage medium for the analysis presented here, and the maximum temperature is
set at 600 °C. For liquid TES, mineral oil, molten salt and water are the most widely used
thermal fluids. Their selection, however, is less straightforward due to the vast differences of
cost, heat capacity and operating temperature range. A simple multi-objective optimization
has therefore been carried out in Chapter 8, from which mineral oil is selected as the best
option. The maximum allowable temperature is accordingly set as 340 °C [10, 11].

5.3 Thermodynamic modeling of the air reservoirs

In this section, the thermodynamic models of different air reservoirs will be given. These
models will then be integrated with other component models in Section 5.5 to establish a
complete set of thermodynamic models for different A-CAES systems. Both numerical and
analytical models will be developed and the analytical results will then be used to support the
numerical ones in Section 5.6.
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5.3.1 Numerical modeling

The dynamics of the cavern (or air reservoir) must satisfy the conservation equations for mass
and energy, which have been given in the literature [50, 77]. For a constant volume (isochoric)
cavern of volume V , these may be written:

dm
dt

= ṁin − ṁout (5.3)

dT
dt

=
1

mcv

[
Q̇+ ṁincpTin − ṁoutcpT − dm

dt
cvT
]

(5.4)

where m and T are the mass and temperature of the cavern respectively. These equations
are completed by equations of state which, for the present analysis, are based on perfect gas
relations. The heat transfer rate to the cavern from the surroundings, Q̇, is quantified by the
dimensionless heat transfer coefficient λ :

λ =
Q̇

ṁcp (T −T0)
= St

A
Ac

(5.5)

where A and Ac are the cavern surface area and cross-sectional inlet area respectively, and
St is the Stanton number, St = U/

(
Ġcp

)
, with U being the heat transfer coefficient. As the

dimensionless heat transfer coefficient λ increases from 0 to infinity, the behavior of the cavern
changes from adiabatic to isothermal. Natural caverns lie somewhat in the intermediate range
and a nominal value of λ = 10 has been used for most calculations, but the effect of different
values on the cost and efficiency is explored in Sections 5.6 and 5.8.

The exergetic losses of a cavern (or an air reservoir) includes thermal loss, heat leakage
loss and the storage loss. The thermal loss is caused by the mixing of the inlet air and the
cavern air, which are often at different temperatures. The entropy generation rate associated
with this process is:

Ṡt = ṁincp

(
Tin

T
−1− ln

Tin

T

)
(5.6)

As cavern leaks heat into its surroundings, there is a loss of exergy with this heat flow, and
its entropy generation rate can be calculated by:

Ṡl = Q̇
(

1
T0

− 1
T

)
=UA

(T −T0)
2

T0T
(5.7)

In addition to the thermal and heat leakage losses (during charge and discharge), the cavern
may also have storage loss if the storage process lasts for a long time and the cavern gradually
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cools down towards the ambient temperature T0. If all the thermal exergy stored within the
cavern is lost, the associated rate of work loss is:

ξs = m [b(T, v)−b(T0, v)] (5.8)

5.3.2 Analytical modeling

The analytical model of a cavern (or an air reservoir) has been analyzed in details in Ref. [50],
however, some important conclusions are included here for the sake of completeness. Accord-
ing to the characteristics such as pressure variation and thermal insulation, an air reservoir can
be further categorized into an isobaric air reservoir, isochoric and isothermal air reservoir, and
isochoric and adiabatic air reservoir. It has been proved in Ref. [50] that for an isobaric air
reservoir, if the temperature of inlet and cavern air are both at the ambient value T0, then there
is no heat exchange between the isobaric cavern and its surroundings. In this circumstance,
the increment of cavern mass could be expressed as:

dm =
pmax

RgT0
dV (5.9)

In Eq. (5.9), both the inlet and the cavern temperature are at the ambient value T0. This
assumption is warranted since there is always an efficient auxiliary heat exchanger (or “after-
cooler”) at the cavern inlet for protection and the cavern is usually operated at ambient tem-
perature.

For an isochoric cavern, it can be noted from Eq. (5.3) that ṁin = dm/dt for the charge;
whilst ṁout = −dm/dt for the discharge. Therefore, if we further assume λp = Q̇/(ṁcv) and
make use of the equation of state, then Eq. (5.4) can be simplified to:

dm =
V
Rg

dp
λp + γT0

(5.10)

for the charge; whilst for the discharge, the T0 in Eq. (5.10) should be replaced by T . In
addition, it can be proved that for an isothermal cavern, λp = (1− γ)T0; whilst for an adia-
batic cavern, λp = 0. Therefore, for an isothermal cavern, the following expression of mass
increment can be derived:

dm =
V

RgT0
dp = m0Nβ

N−1dβ (5.11)

where β is the instantaneous pressure ratio of each stage, which varies from βd to βc; and
m0 is the mass of the air when the cavern is at ambient pressure, which is given by m0 =

p0V/(RgT0). In this thesis, the boundary of an isothermal cavern is assumed to be at ambient
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temperature T0, without any energy storage capability and maintains sufficient heat exchange
with the air within the cavern.

For an adiabatic cavern, the expressions of the mass increment are different for charge and
discharge. During charge, we have:

dm =
V

γRgT0
dp =

m0

γ
Nβ

N−1dβ (5.12)

whilst during discharge, the equation becomes:

dm =
V

γRgT
dp =

m0

γ

T0

T
Nβ

N−1dβ (5.13)

It can be noted from Eq. (5.13) that the cavern temperature T is a function of the cavern
pressure p, therefore, this equation cannot be used directly for integration. Instead, the charged
and discharged temperature ratios of the cavern must be calculated first, which are respectively
τc = Tc/T0 and τd = Td/T0. By integrating Eq. (5.12) from the discharged state to the charged
one, and then integrating Eq. (5.13) from the charged state to the discharged one, the following
equations can be derived respectively:

τd

τc
= α

τd − γ

τc − γ
(5.14)

τd

τc
= α

γ−1
γ (5.15)

Then by solving Eqs. (5.14) and (5.15), the expression of charged temperature ratio τc is
as follows:

τc = γ
1−α

1
γ

1−α
(5.16)

In addition, according to Eq. (5.15), the temperature T at pressure p is:

T
Tc

=

(
p
pc

) γ−1
γ

(5.17)

After substituting Eqs. (5.16) and (5.17) into Eq. (5.13), the following equations could be
derived after rearranging:

dm =
m0

γ

T0

Tc
β

Nk
c Nβ

N(1−k)−1dβ (5.18)

where k is the isentropic exponent, k = (γ −1)/γ .
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The above equations, such as Eqs. (5.9), (5.11), (5.12) and (5.18), will be used to calculate
the analytical expression of the system efficiency χ and energy density D of different types of
A-CAES systems in Section 5.6.

5.4 Cost modeling of the air reservoirs

In this section, the cost equations of underground cavern and submerged air accumulator will
be provided. The former is developed on the basis of the cost data provided in Ref. [4]
whilst the latter is cited from Ref. [30]. Although efforts have been made to ensure these cost
equations are as accurate as possible, they are developed separately and not designed for a
rigorous comparison. Therefore, the conclusions derived from these cost equations should be
treated with caution.

5.4.1 Underground cavern costs

The cost of a cavern depends largely on its source, type and geological condition. In this chap-
ter, only the cost equation of solution-mined caverns is employed, mainly due to their technical
maturity, wide availability and relatively low capital cost. The solution-mined cavern cost can
be divided into the well cost and the solution-mining cost, both of which are proportional to
the cavern depth (because deeper caverns call for more drilling and pumping). In addition, the
well cost is proportional to the diameter of the bore hole whilst the mining cost is proportional
to the cavern volume V . Since the rated power of all A-CAES considered here is close to that
of the McIntosh plant, the size of the bore hole is considered as constant and not taken into
account in this cost equation. The cavern depth, according to Ref. [129], is proportional to the
maximum cavern pressure pmax. The following cost relation is thus applied:

Zcave = (Cwell +CmineV ) pmax (5.19)

where Cwell and Cmine are coefficients corresponding to drilling and solution mining respec-
tively, values of which (corrected for inflation) are inferred from the McIntosh CAES plant
costs in Ref. [4] and are summarized in Table 5.1.

5.4.2 Submerged accumulator costs

In an Under Water CAES (UW-CAES) systems, air is stored at constant pressure in a series of
submerged air accumulators placed near the beds of deep water bodies. Air stored this way is
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Table 5.1: Constants used in the cost modelling of air reservoirs

Components Constants

Underground Cavern Cwell = 41275$/bar Cmine = 0.11$/bar ·m3

Underwater Accumulator Cp1 = 3.6$/m Cp2 = 0.00864m−1

Cacc = 6500$

bounded hydrostatically to the pressure exerted by the water at depth z, which is given by the
following equation:

pmax = p0 +ρwgz (5.20)

where pmax is the pressure of the isobaric accumulators and ρw is the density of water. The
unit volume of each air accumulator is usually fixed at Vacc and the number of air accumulators
is simply calculated by Nacc = V/Vacc, where V is the total volume of the stored air which is
determined by the rated energy E of an UW-CAES system. Hence, the cost of these submerged
air accumulators can be simply calculated by:

Zacc =CaccNacc (5.21)

The cost of the long air delivery pipes connecting the offshore submerged air accumulators
and the onshore energy conversion and thermal recovery components is proportional to the
length Lpipe and depends on the diameter Dpipe of the pipes, which, according to Ref. [30], is
given by:

Zpipe =Cp1Lpipe exp(Cp2Dpipe) (5.22)

where the length of the pipe Lpipe is determined by the depth z of the air accumulators, whilst
its diameter Dpipe is determined by the mass flowrate ṁ. In the following parametric and op-
timization study, the power input is fixed at P = 100MW, and as a result, a constant pipe
diameter is assumed, Dpipe = 500mm. These data are obtained from Ref. [30] and are sum-
marized in Table 5.1.

5.5 Simplified analytical models of an A-CAES

In this section, the analytical models for A-CAES with isobaric air reservoir, isothermal and
adiabatic cavern will be developed. The isobaric A-CAES model can be applied to Underwater
A-CAES and underground CAES with water equalizing pits, as mentioned in Chapter 2. The
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isochoric A-CAES models with isothermal and adiabatic caverns can be used to determine the
ranges of an actual underground A-CAES. In addition, the analytical results of these models
will be shown as dots in Section 5.6 to support the results of numerical models.

5.5.1 Modelling of an A-CAES with isobaric air reservoir

The A-CAES with an isobaric air reservoir is essentially the baseline A-CAES in Chapter 3.
Its thermodynamic models have been provided in Section 3.3.1 and are thus omitted here to
avoid repetition.

5.5.2 Modelling of an A-CAES with isochoric and isothermal cavern

Unlike the A-CAES with an isobaric air reservoir, the A-CAES with an isochoric cavern has a
varying pressure ratio, therefore, both the specific work of each stage and the TES temperature
varies accordingly. In order to calculate the total work consumed during charge, one feasible
method is by integrating the product of the mass increment of cavern air dm (see Eq. (5.11))
and the specific work of N compressors (see Eq. (4.19)) from the discharged state to the
charged one:

Wac =
∫

βc

βd

N2m0cpT0

(
β

φac −1
)

β
N−1dβ

= Nm0Rc (1−α)cpT0

(
Aβ

φac −1
)

(5.23)

where β is the instantaneous pressure ratio of each stage, which varies from α
1
N βc to βc, and

A is given by:

A =
N

N +φac

1−α
N+φac

N

1−α

The total mass of compressed air can be calculated by:

m =
∫

βc

βd

dm = m0Rc (1−α) (5.24)

It is difficult to devise a thermocline system for liquid TES, therefore, as the thermal fluids
with different temperature mix with each other, the average TES temperature at the end of the
charging process is:
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TTES =

∫ βc
βd

[
εT0β φac +(1− ε)T0

]
dmf∫ βc

βd
dmf

= εT0β
φac
c A+(1− ε)T0 (5.25)

During discharge, the inlet temperature of the expanders is:

Tex = κε
2T0β

φac
c A+

(
1−κε

2)T0 (5.26)

By using similar integrating methods with the compressors, the total generated work of N
expanders during discharge can be calculated by:

Wex =
∫

βc

βd

m0N2cpTex

(
1−β

−φex
)

β
N−1dβ

= Nm0Rc (1−α)cpTex

(
1−Bβ

−φex
c

)
(5.27)

where B is given by

B =
N

N −φex

1−α
N−φex

N

1−α

Therefore, the system efficiency χ of the A-CAES with isochoric and isothermal caverns
could be expressed as:

χVT =
Wex

Wac
=

Tex

T0

1−Bβ
−φex
ex

Aβ
φac
ac −1

(5.28)

5.5.3 Modelling of an A-CAES with isochoric and adiabatic cavern

Of all the A-CAES discussed in this chapter, the A-CAES with an isochoric and adiabatic
cavern is the most complicated case, however, the analyzing method remains similar. By
integrating the product of the mass increment of cavern air dm (see Eq. (5.12)) and the specific
work of N compressors (see Eq. (4.19)) from the discharged state to the charged one, the total
work consumed during charge can be expressed as:
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Wac =
∫

βc

βd

m0

γ
N2cpT0

(
β

φac −1
)

β
N−1dβ

= N
m0

γ
Rc (1−α)cpT0

(
Aβ

φac −1
)

(5.29)

Similarly, as the pressure ratio increases from α
1
N βc to βc, the total mass of compressed

air can be calculated by:

m =
∫

βc

βd

dm =
m0

γ
Rc (1−α) (5.30)

By comparing Eqs. (5.29) and (5.30) with Eqs. (5.23) and (5.24), it can be noted that the
total compression work Wac and the total mass of compressed air m of the A-CAES with an
isochoric and isothermal cavern is γ times that of the A-CAES with an isochoric and adiabatic
cavern. It is also notable that the average specific compression work are the same, whilst the
only difference is the mass of air stored in the isothermal and adiabatic caverns.

By using the similar method in Section 5.5.2, the average TES temperature at the end of
the charge process is:

TTES =

∫ βc
βd

[
εT0β φac +(1− ε)T0

]
dmf∫ βc

βd
dmf

= εT0β
φac
c A+(1− ε)T0 (5.31)

By comparing Eq. (5.31) with Eq. (5.25), it can be noted that the TTES of A-CAES with
isothermal and adiabatic caverns are the same. However, the TTES of both cases are lower than
that of an isobaric A-CAES, but the difference is not significant enough to change the energy
distribution between the cavern and TES.

During discharge, the inlet temperature of the expanders is the same with Eq. (5.26).
Therefore, by integrating the product of the mass decrement of cavern air dm (see Eq. (5.18))
and the specific work of N expanders (see Eq. (4.19)) from the charged state to the discharged
one, the total generated work Wex can be expressed as follows:
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Table 5.2: The standard, minimum and maximum design variable values of A-CAES for the
sensitivity study

Nstg pmax pmin/pmax λ ε η fp

Standard 1 50 0.55 1000 1.00 1.00 0.00
Minimum 1 10 0.10 0.001 0.70 0.70 0.00
Maximum 3 150 0.99 1000 1.00 1.00 0.30

Wex =
∫

βc

βd

m0

γ

T0

Tc
β

Nk
c N2cpTex

(
1−β

−φex
)

β
N(1−k)−1dβ

= Nm0Rc
T0

Tc

(
1−α

1
γ

)
cpTex

(
1−Cβ

−φex
)

(5.32)

where C is given by

C =
N

N − γφex

1−α
N−φex

Nγ

1−α
1
γ

Therefore, after dividing the total expansion work Wex by the total compression work Wac,
then the system efficiency χ of an A-CAES with isochoric and adiabatic caverns can be ex-
pressed as:

χVA =
Wex

Wac
=

Tex

T0

1−Cβ
−φex
ex

Aβ
φac
ac −1

(5.33)

5.6 The impact of air reservoir on A-CAES

After the theoretical analysis in Section 5.5, numerical models of A-CAES have been built by
integrating the numerical model of cavern in Section 5.3.1 with those of other components in
Section 4.3. Then parametric study will be carried out in this section to study the effect of each
cavern parameter on the system performance. The standard, minimum and maximum values
of each parameter has been been summarized in Table 5.2. As each parameter varies from its
minimum to maximum, all the other parameters are hold constant at their standard value. The
theoretical results of the previous sections are shown as solid dots whilst the numerical results
are shown as solid lines. The dashed lines, if not otherwise specified, denote the sum of the
system efficiency χ and all the various losses ξ , which are mainly used to make sure there is
no loss omitted and the calculation results are correct.
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5.6.1 The effect of maximum pressure on system efficiency

The effects of maximum pressure pmax on the system efficiency are highly dependent on the
loss distribution of the system components. For example, if all the components are free from
any loss and the cavern is isobaric, then the system efficiency is always 100%, which is inde-
pendent of the maximum pressure pmax. However, if the A-CAES is dominated by a certain
type of loss ξi, then the system efficiency χ may increase or decrease with the maximum pres-
sure pmax due to the variation of this loss ξi, as χ ≈ 1−∑ξi. To find out how each component
loss ξi varies with the maximum pressure pmax and stage number N, each of the parameters in
Table 5.2 varies individually within the range and the results are shown in Fig. 5.2 and Table
5.3.

From Figs. 5.2a and 5.2b, it can be noted that when ε and κ are fixed, the system efficiency
χ decreases with the maximum pressure pmax but increases with the stage number N. This is
because all these losses are heat transfer losses which stem from temperature difference. Since
a low maximum pressure pmax and a high stage number N correspond to a low pressure ratio
per stage β , therefore, it can be concluded that in order to reduce the irreversible heat transfer
loss stemming from temperature difference, the pressure ratio per stage β should be reduced.

From Figs. 5.2c and 5.2d, it can be noted that when η and fp are fixed, then the system
efficiency χ increases with the maximum pressure pmax but decreases with the stage number
N. This is because these losses are mechanical losses which stem from viscosity. Since a high
maximum pressure pmax and a low stage number N corresponds to a high pressure ratio per
stage β , therefore, it can be concluded that in order to reduce the mechanical losses due to
viscosity, the pressure ratio per stage β should be increased.

From Fig. 5.2e, it can be noted that the system efficiency χ increases with the fluctuation
factor α , whilst when α is fixed, the system efficiency χ increases with both the maximum
pressure pmax and the stage number N. This is because the main losses caused by the fluctu-
ation factor α are the cavern losses (direct losses), TES loss and the system exit loss, all of
which decrease with α but increase with pmax. However, with pmax increasing, the compres-
sion work increases much faster than the losses, which then reduces the percentage of losses
and increases the system efficiency. Meanwhile, larger stage number N means less pressure
variation within one stage, which can significantly reduce the TES thermal loss and system
exit loss. Therefore, the losses caused by pressure fluctuation can be mitigated by using higher
maximum pressure pmax and larger number of stages N.

The conclusions of the above analysis are summarized in Table 5.3. From Table 5.3,
it can be clearly seen that the heat transfer loss stemming from temperature difference and
the mechanical loss due to viscosity have shown opposite trends. Therefore, in an A-CAES
dominated by the heat transfer losses, it is beneficial to reduce the pressure ratio per stage β ,
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Figure 5.2: The effects of maximum pressure pmax on the system efficiencies χ at different
number of stages N and (a) heat exchanger effectiveness ε (b) TES insulation factor κ (c)
compressor/expander efficiency η (d) pressure loss factor fp (e) fluctuation factor α
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Table 5.3: The conclusions of the effects of maximum pressure on the A-CAES

System Efficiency χ Maximum Pressure pmax Stage Number N

H. Ex. Effectiveness ε increase (↑) decrease (↓) increase (↑)
TES Insulation Factor κ increase (↑) decrease (↓) increase (↑)
Polytropic Efficiency η increase (↑) increase (↑) decrease (↓)

Friction Factor fp increase (↑) increase (↑) decrease (↓)
Fluctuation Factor α increase (↑) increase (↑) increase (↑)

whilst in an A-CAES dominated by the mechanical losses, it is better to increase the β . It can
also be noted from Table 5.3 that the losses caused by fluctuation factor α has different trends
from the other ones, which makes the analysis of isochoric A-CAES even more complicated.
For example, as α increases, the average pressure ratio β̄ also increases, which may further
affect the losses of other components.

5.6.2 The effect of fluctuation factor on system efficiency

From the last section, we know that the system efficiency χ increases with the fluctuation
factor α . However, it is still unclear how the losses are generated and how they vary with α .
To focus on the effect of pressure fluctuation on the system efficiency, all the other components
are assumed to be ideal and free from any loss. Both theoretical (shown as dots) and numerical
(shown as lines) results are shown in Figs. 5.3a and 5.3b.

Fig. 5.3a shows the system efficiencies of A-CAES as functions of the fluctuation factor
α under different cavern insulation conditions. The maximum pressure pmax is at standard
value (pmax = 50bar ) for each case and it can be noted from Fig. 5.3a that all the system
efficiencies increase monotonically with α and converge to 100 % eventually. The solid dots
denote the theoretical results calculated from Eq. (5.28) and Eq. (5.33); the solid lines denote
the numerical result whilst the dashed lines denote the sum of the system efficiency and all
the losses. From Fig. 5.3a, it can be noted that the A-CAES with an isothermal cavern always
has higher system efficiency than the one with an adiabatic cavern. It can also be noted that
the A-CAES with an intermediate cavern (λ = 5) has the lowest system efficiency of the three
when α is larger than 0.15, which reveals the joint effect of α and λ on the system efficiency.
The various losses of the intermediate case as functions of the fluctuation factor are shown in
Fig. 5.3b.

From Fig. 5.3b, it can be noted that the losses caused by the fluctuation factor α mainly
consist of the cavern total losses (e.g., all the direct cavern losses), the TES thermal loss (due
to mixing), the auxiliary heat exchanger loss and the system exit loss (e.g., energy carried by
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Figure 5.3: The system efficiencies and component losses as functions of the fluctuation factor
α: (a) System efficiencies (b) Component losses at λ = 5

exhaust air). The cavern total losses can be further divided into the cavern thermal loss (due
to mixing), cavern heat leakage loss (due to heat leakage) and the cavern storage loss (due
to long time of storage, which is zero in this case). All the losses decrease monotonically
with the fluctuation factor α and converge to zero eventually. This is because all these losses
are caused by the cavern pressure variation, and the less the cavern pressure varies, the less
these losses become. For example, the TES thermal loss is caused by the irreversible mixing
of thermal fluids with different inlet temperature. Therefore, when α approaches 1, the inlet
temperatures of thermal fluids are almost the same and the TES mixing loss diminishes ac-
cordingly. Similarly, the system exit loss is caused by the mismatch between the constant TES
temperature and the varying expansion ratio βex. As α increases to 1, the inlet temperature of
expander matches well with the expansion ratio, which means the outlet temperature is close
to ambient and the exit loss is zero. The various cavern losses (e.g., mixing and heat leakage
loss) and the auxiliary heat exchanger loss are essentially the outcome of cavern temperature
variation. If the cavern is isobaric or isothermal, then there is no such losses.

5.6.3 The effect of heat transfer coefficient on system efficiency

From Section 5.3.2, we know that the cavern insulation condition is measured by the dimen-
sionless heat transfer coefficient λ . Therefore, the effects of λ on the system efficiency and
the cavern losses are analyzed and the results are shown in Figs. 5.4a and 5.4b respectively.

Fig. 5.4a shows the system efficiencies as functions of the dimensionless heat transfer
coefficient λ at different maximum pressure pmax. The fluctuation factor α is 0.5 for each
case and it is notable that the system efficiencies of all cases first decrease with λ until the
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Figure 5.4: The system efficiencies and cavern losses as functions of the dimensionless heat
transfer coefficient: (a) System efficiencies (b) Cavern losses at pmax = 50bar and α = 0.5

coefficient reaches its critical value somewhere between 1 and 10, then the system efficiencies
increase with λ until the isothermal state is reached. The system efficiency of the isothermal
state is always higher than that of the adiabatic one, which is in accord with the theoretical
results (shown as dots) calculated from Eqs. (5.28) and (5.33). However, it is unexpected that
there is a minimum between the adiabatic and isothermal states, and in order to figure out the
reason for this minimum, the various cavern losses as functions of λ are shown in Fig. 5.4b.

Fig. 5.4b shows the various cavern losses as functions of the dimensionless heat transfer
coefficient λ . The maximum pressure pmax is 50 whilst the fluctuation factor α is 0.5 in this
case. It has been proved that the TES thermal loss and the system exit loss are independent
of λ and are thus omitted here. From Fig. 5.4b, it can be noted that the cavern thermal loss
decreases rapidly between λ = 1 and λ = 10, and the thermal loss only exists during charge
because of the irreversible mixing. It is also notable that the heat leakage loss is the dominant
loss, which first increases from 0 to its maximum when λ reaches the critical value, and then
decreases back to 0 when λ approaches infinity. This is because when λ is close to 0, there
is no heat leakage to the environment and thus no heat leakage loss, whilst when λ is close to
infinity, the cavern is almost isothermal and there is no temperature difference and available
energy with the leaked heat. Therefore, the heat leakage loss reaches its maximum when λ is
neither too high nor too low. It can also be noted from Fig. 5.4b that the heat leakage loss of
the charge almost overlaps with that of the discharge, which shows the similarity of the heat
leakage mechanism between the two processes.

From the above analysis, it can be noticed that the impact of fluctuation factor α and
heat transfer coefficient λ on the cavern losses are strongly coupled, and in order to better
demonstrate this coupled effect, the 3D surface graph of the cavern losses as functions of α
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Figure 5.5: Coupled impact of the fluctuation factor α and dimensionless heat transfer coeffi-
cient λ on the cavern losses (without storage loss): (a) 3D surface graph of the cavern losses
(b) Movement of the cavern heat leakage loss peak

and λ are shown in Fig. 5.5a. From Fig. 5.5a, it can be noted that with the fluctuation factor
α increasing, both the thermal loss and heat leakage loss of cavern decrease monotonically.
In addition, it can be noticed that the optimal heat transfer coefficient λopt for the peak of
cavern heat leakage loss increases with fluctuation factor α . This movement of cavern heat
leakage loss peak is also shown in Fig. 5.5b, from which it can be seen that the optimal heat
transfer coefficient λopt increases with α whilst the optimal cavern heat leakage loss ξleak,opt

decreases with it, which are in accord with the previous analysis. In addition, the impact of
maximum pressure pmax on the movement of cavern heat leakage loss peak is also shown in
Fig. 5.5b, from which it can be noted that the pressure ratio pmax almost have no effect on
the optimal heat transfer coefficient λopt whilst the optimal cavern heat leakage loss decreases
with the system pressure ratio pmax. This is mainly because the compression work increases
more rapidly with pmax than the cavern heat leakage loss.

The impact of cavern inlet temperature Tin on the cavern losses are shown in Fig. 5.6,
where Fig. 5.6a shows the various cavern losses as functions of the dimensionless heat transfer
coefficient λ at condition pmax = 50bar, α = 0.5 and Tin = 60°C, whereas Fig. 5.6b illustrate
the coupled impact of fluctuation factor α and heat transfer coefficient λ on the losses of a
cavern with pmax = 50 and Tin = 60°C. The variation of cavern inlet temperature Tin can be
caused by the inefficiency of the auxiliary heat exchanger (or “after cooler”) and variation of
pressure ratio pmax, therefore, the variation of Tin might be quite common in practice.

From Fig. 5.6b, it can be noted that the higher inlet temperature Tin has completely twisted
the cavern thermal losses. At lower α , the cavern thermal losses firstly decreases with λ but
then increases with it, resulting in a minimum in cavern thermal loss, as shown in Fig. 5.6b;
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Figure 5.6: The impact of the inlet temperature Tin on the cavern losses, Tin = 60°C: (a)
Cavern losses at pmax = 50bar and α = 0.5 (b) 3D surface graph of the cavern losses.

whilst at higher α , as shown in Fig. 5.6a, the cavern thermal loss generally increase with
λ but only decrease slightly around the λopt of cavern heat leakage loss ξleak. In addition,
from Fig. 5.6a it can be found that the higher inlet temperature Tin significantly increases the
heat leakage loss during charge, resulting in a large difference in the cavern heat leakage loss
during charge and discharge.

5.6.4 The effect of storage loss on system efficiency

In the above sections, only the charge and discharge process are considered. However, during
the normal operations of A-CAES, storage process is also included and during that time, heat
is leaked to the environment. This heat leakage loss is termed as the storage loss which is
not only dependent on the insulation condition of the cavern but also on the elapsed time
of the storage process, which is determined by the requirement of the power grid and thus
highly unpredictable. Therefore, in order to simplify this analysis, only two extreme cases are
considered in this section. One is the system with infinitely short storage time so that there is
no storage loss at all, and the other is the system with infinitely long storage time, of which the
cavern is thoroughly cooled to the ambient temperature and all the thermal energy stored in the
cavern will be lost. The former case has already been discussed in the last section, therefore,
in this section, complete cooling process is included in the numerical model.

Fig. 5.7a shows the system efficiencies of A-CAES with thorough cooling during storage
as functions of the heat transfer coefficient λ , from which it can be noted that all the system
efficiencies increase monotonically with λ , which is different from the A-CAES without cool-
ing during storage. In order to figure out what kind of loss has changed the shape of the system
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Figure 5.7: The system efficiencies and cavern losses as functions of the dimensionless heat
transfer coefficient (with cooling): (a) System efficiencies (b) Cavern losses at α = 0.5

efficiency curves, the various cavern losses as functions of λ are shown in Fig. 5.7b.
Fig. 5.7b shows the various cavern losses as functions of the heat transfer coefficient λ .

The maximum pressure pmax and fluctuation factor α are still 50 bar and 0.5 respectively.
From Fig. 5.7b, it can be noted that the cavern losses are dominated by the cavern storage loss
this time, which decreases rapidly between λ = 0.1 and λ = 10. When λ is low, the cavern
storage loss is much larger than the cavern thermal loss and heat leakage loss combined, which
results in the low system efficiency of the adiabatic state. It is also notable that the heat leakage
loss during discharge is slightly higher than that during charge, mainly due to the temperature
change caused by the cooling during storage.

The coupled impact of fluctuation factor α and heat transfer coefficient λ on the cavern
losses are shown in Fig. 5.8a. Like other cavern losses, the cavern storage loss also decreases
monotonically with α . In addition, the cavern storage loss increases the peak of cavern heat
leakage loss ξleak,opt but simultaneously decreases the optimal heat transfer coefficient λopt for
this peak, as shown in Figs. 5.5b and 5.8b. The maximum pressure pmax still has no effect on
the λopt of cavern heat leakage loss.

Finally, the cavern pressure and temperature of an A-CAES without cooling and with
complete cooling during storage as functions of the time are shown in Figs. 5.9a and 5.9b
respectively. For both cases, the cavern is assumed adiabatic during charge and discharge.
The maximum pressure pmax and fluctuation factor α are 50 and 0.5 respectively, therefore,
the cavern pressure varies within a range of 25 to 50 bar.

In Fig. 5.9a, the analytical results of the maximum and minimum cavern temperature
calculated from Eqs. (5.15) and (5.16) are also included and it can be noted that the numerical
results and the analytical results match very well. The temperature ratio of charged state to
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the discharged state is approximately 1.22 in this case. From Fig. 5.9b, it can be noted that
the cavern pressure and temperature change abruptly during storage. This is because after
storage, the cavern temperature is returned to ambient T0 and the cavern pressure also varies
accordingly. The temperature ratio of charged state to the discharged state is approximately
1.33 in this case, which is larger than the result in Fig. 5.9a.

5.6.5 The effects of cavern parameters on energy density

From the above sections, it can be noted that the cavern parameters have significant effects
on the system efficiency. In this section, the effects of the cavern parameters on the energy
density will be examined. In most A-CAES systems, part of the available energy is stored
as the thermal potential in the TES, whilst the rest is stored as the pressure potential in the
cavern (or air reservoirs), as discussed in the previous chapter. In this chapter, the analytical
expressions of cavern energy density have been derived for each type of air reservoir. For
example, the energy density of an isobaric cavern is:

DP = pmax ln
pmax

p0
(5.34)

Similarly, the energy density of an isochoric and isothermal cavern is:

DVT = (pmax − pmin)

(
ln

pmax

p0
−1
)
− pmin ln

pmin

pmax
(5.35)

The energy density of an isochoric and adiabatic cavern is not shown here due to its excess
complicity. However, both the analytical and numerical results of all types of air reservoirs
are shown in Figs. 5.10, 5.11 and 5.12, where the analytical and numerical results are shown
as dots and lines respectively.

Fig. 5.10 shows the cavern energy densities as functions of the maximum pressure pmax.
The fluctuation factor α of the isochoric cavern is fixed at 0.5 in this case. From Fig. 5.10,
it can be noted that all the cavern energy densities increase monotonically with the maximum
pressure pmax and reveal similar trends with each other. It is also notable that the isobaric
air reservoir has higher energy density than the isochoric ones, and amongst the isochoric
caverns, the isothermal cavern has higher energy density than the adiabatic ones. The energy
density of an actual cavern always falls between the ranges set by the isothermal and adiabatic
limits, as shown by the intermediate case (λ = 5) in Fig. 5.10. Therefore, the analytical results
developed in Section 5.5 and this section can be used to determine the ranges quickly for an
actual cavern.

The cavern energy densities D as functions of the fluctuation factors α are shown in Fig.
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5.11, from which it can be noted that whatever the α is, the isobaric cavern always has the
highest energy density, which is in accord with Eqs. (5.34) and (5.35). For the isochoric cav-
erns, all the energy densities decrease monotonically with the fluctuation factor α increasing,
which is opposite to the trends of system efficiencies discussed in Section 5.6.2. This is be-
cause as α increases, the pressure range becomes narrower and the stored mass and available
energy decrease accordingly. Therefore, there is a tradeoff between the system efficiency χ

and the energy density D with respect to the fluctuation factor α .

Fig. 5.12 shows the cavern energy densities D as functions of the heat transfer coefficient
λ . The maximum pressure pmax is still 50 bar whilst the two cases of α (e.g., α = 0.1 and
α = 0.5) are shown for comparison. From Fig. 5.12, it can be noted that the energy densities
of isochoric caverns with and without cooling during storage both increase monotonically with
λ . It is also notable that when λ is low, the cavern with cooling has even lower energy density
than the one without.
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5.7 Case study of the Huntorf CAES cavern

In Section 5.6, the effects of cavern parameters on the A-CAES have been analyzed indi-
vidually. However, some simplifications are made to find the losses caused by the cavern
parameters, which will inevitably make the final results depart from the reality. Therefore, in
order to compensate for the limitations of the previous analysis, a more detailed and realis-
tic case study based on Huntorf CAES plant is carried out and the role of the cavern in real
A-CAES is revealed in this section.

The A-CAES of this case study is a hypothetical system based on Huntorf CAES plant.
The cavern parameters of the Huntorf plant are extracted from Ref. [71] whilst the effective
heat transfer coefficient he f f of the Huntorf cavern is taken from Ref. [72], which is given by:

he f f = a+b |ṁin − ṁout|0.8 (5.36)

where the constant a and b stand for the effective heat transfer coefficient caused by the natural
convection and the forced convection respectively, a = 0.2356 and b = 0.0149. This equation
has been validated by comparing it with the experimental data of the Huntorf plant. In order
to use this equation reliably, the cavern parameters of the A-CAES are set as the same with the
Huntorf plant, which is summarized in Table 5.4. Other parameters including the polytropic
efficiency and heat exchanger effectiveness are mainly cited from Ref. [77], which are also
summarized in Table 5.4.

By using Eq. (5.5), it can be calculated that the dimensionless heat transfer coefficient λ

of the Huntorf cavern during charge and discharge are 2.4 and 1.5 respectively. This value
falls into the range between 1.0 and 10 and shows that the Huntorf cavern is in an intermediate
state, therefore, the cavern losses and temperature variation are very important and should not
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Table 5.4: Basic parameters of the hypothetical A-CAES

Cavern Parameters Value Unit Other Parameters Value Unit

Charge Flowrate 108 kg/s H. Ex. Effectiveness 0.80 -
Discharge Flowrate 417 kg/s TES Insulation Factor 0.99 -
Minimum Pressure 46 bar Polytropic Efficiency 0.90 -
Maximum Pressure 66 bar heat Leakage Factor 0.01 -

Cavern Volume 300000 m3 Heat Capacity Ratio 1.00 -
Cavern Wall Temperature 50 °C Friction Factor 0.01 -

be overlooked in the numerical study. During storage, there’s no compressed air flowing into
or out of the cavern, therefore, the effective heat transfer coefficient is a constant 0.2356. The
cavern temperature variation during storage could be approximated by the following equation
[126]:

mcv
dT
dt

=−U0A(T −T0) (5.37)

where m is the mass of compressed air in the cavern and U0 is the heat transfer coefficient
during storage, U0 = he f fV/A. If we assume the initial temperature of the cavern is Ts, then
after the storage process, the final temperature Tf could be calculated by:

Tf = T0 +(Ts −T0)exp
(
− t

τ

)
(5.38)

where τ is the time constant, which is given by: τ = mcv/U0A.

It can be proved that if t = τ , then the final temperature difference will be 36.8 % of the
initial temperature difference and for the Huntorf CAES cavern, the time constant is 57.52
hours, roughly 2.4 days, Therefore, if the storage system is operated on a weekly or monthly
basis, then the assumption in Section 5.6.4 is valid. On the other hand, if the storage time only
lasts for a few hours, then the assumption in Section 5.6.3 seems more reasonable. The Huntorf
CAES plant, for example, is operated on a daily basis and uses 8 hours a day for charge and
2 hours a day for discharge, hence, the storage time after charge/discharge is roughly 7 hours,
which leads to 13 % reduction of the final temperature difference. The storage loss is added
to the numerical model, and the loss distributions of the hypothetical A-CAES system and the
Huntorf CAES cavern are shown in Figs. 5.13a and 5.13b.

Fig. 5.13a and Fig. 5.13b show the losses distribution of the hypothetical A-CAES and
the Huntorf cavern respectively. From Fig. 5.13a, it can be noted that the cavern losses play a
minor role in the system efficiency when compared to the losses of other components, such as
the compressor/expander and TES. However, it can not be concluded the cavern parameters are
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Figure 5.13: The loss distributions of the hypothetical A-CAES and Huntorf CAES cavern:
(a) Hypothetical A-CAES system; (b) Huntorf CAES cavern

not important to the A-CAES system, because it has been proven in Section 5.6 that both the
maximum pressure pmax and fluctuation factor α can affect the system efficiency indirectly
by changing the losses of other components. These losses are not cavern losses (or “direct
losses”) but are affected by cavern parameters. Therefore, these losses are referred to as the
“indirect losses” in this chapter. In addition, the cavern parameters also have significant effects
on the cavern energy density, as shown in Section 5.6.5. Therefore, it’s still necessary to study
the effects of cavern parameters on the A-CAES even if the cavern losses themselves are
negligible.

The detailed cavern losses distribution is shown in Fig. 5.13b. It can be noted from Fig.
5.13b that the storage loss is comparable to the heat leakage losses and should not be ignored,
whilst the thermal loss is the least of the three. In addition, it can be noted from Fig. 5.13b
that the storage losses after discharge is larger than the storage losses after charge. That’s
because for the same temperature deviations from the ambient value, the temperature below
the ambient value will usually result in more storage loss during a fixed period of time. For
example, the exergy losses of cavern during storage can be calculated by:

dB
dt

=−U0A
(T −T0)

2

T
(5.39)

where B is the available energy of the cavern and U0 is the overall heat transfer coefficient
during storage. It can be noted from Eq. (5.39) that with the same temperature difference
∆T = |T −T0|, discharging cavern at temperature below ambient value (T = T0−∆T ) tends to
have higher storage loss than the charging cavern at temperature above ambient temperature
(T = T0 +∆T ), which is in accord with the discovery in Fig. 5.13b.
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Table 5.5: The nominal, minimum and maximum design variable values of A-CAES for the
parametric and optimization study

pmax (bar) pmin/pmax λ NTU η Π dp (mm) L/D

Nominal 120 0.60 10.00 9.00 0.85 0.80 15.0 1.00
Minimum 40 0.30 0.001 1.00 0.80 0.50 2.00 0.20
Maximum 200 0.90 1000 49.0 0.90 1.50 30.0 6.00

5.8 The impact of TES on A-CAES

Before embarking on the parametric study of different A-CAES with solid, liquid and hybrid
TES, it is useful to first consider the connection between maximum permissible temperature
and stage number. The number of stages for solid, hybrid and liquid systems is set at two,
three and four respectively, with each solid TES roughly equivalent to two liquid ones. This
is a consequence of the higher maximum permissible temperature for solid systems. Other
design variables and their ranges are summarized in Table 5.5. As each parameter is varied,
all other parameters are held at their nominal values. The effect of these parameters on perfor-
mance is evaluated in terms of efficiency χ = Wdis/Wchg and unit storage cost Z = Ztot/Wdis,
where Wchg and Wdis are the work input and output, obtained by integrating power over the
charge and discharge times respectively. The total cost Ztot is simply the sum of the various
component costs. Mechanical (friction) losses and electrical losses are not accounted for, so
χ constitutes a “thermodynamic” round-trip efficiency. Likewise, the costs are limited to the
“thermodynamic” components, as Ztot does not include motor and generator costs. However,
as shown in Ref. [119], these are usually a simple function of rated power and will therefore
remain constant across the different designs considered here.

5.8.1 Effect of cavern parameters

Figs. 5.14a, 5.14b and 5.14c show respectively the impacts of maximum pressure (pmax),
pressure fluctuation (pmin/pmax) and cavern heat transfer rate (λ ) on the efficiency and cost.
It is notable that the efficiency increases with pmax for all A-CAES types (liquid, solid and
hybrid), which is due to the fact that exergetic losses are dominated by the compression and
expansion processes. IN the case of polytropic compression, the specific entropy increase
per stage may be written as ∆sc = (1/η − 1)Rg lnβc, whereas the specific work input per

stage, wc, is given by wc = mcpT0

(
β

φc
c −1

)
. The ratio (T0∆sc/wc) is a decreasing function

of pressure ratio. A similar results hold for expansion, thus leading to the observed trend of χ

with pmax. Fig. 5.14a also shows that the unit storage cost of solid A-CAES increases rapidly
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with maximum pressure pmax, whereas that of the liquid system decreases slightly. This is
due to the dominant impact of pressure vessel costs for the second stage solid TES thermal
reservoir. For liquid systems, costs are influenced strongly by the air mass flowrate which
decreases with pmax for a given power rating. The hybrid A-CAES shows a tradeoff between
these opposing trends but has the lowest cost of all systems.

Increasing the ratio of the minimum to maximum pressure in the cavern improves the
efficiency slightly, but significantly increases the cost (Fig. 5.14b). The increase in χ stems
mainly from reduced cavern losses, whereas the higher unit cost is a consequence of reduced
storage density since the cavern is only partially emptied with each cycle.

The dimensionless heat transfer coefficient λ is not really a design parameter (except pos-
sibly in the case of artificial air reservoir) but rather a function of the cavern size, geometry
and surrounding rock type. Increasing values of λ makes the cavern more isothermal, allowing
more air to be stored per unit volume and thereby decreasing the unit storage cost, as shown
in Fig. 5.14c. Thermal exergetic losses occur within the cavern due to mixing of inlet air with
cavern air (which is generally at a different temperature) and due to heat leakage to and from
the surroundings at temperature different to T0. Mixing losses tend to dominate for adiabatic
caverns (λ = 0) whereas the sum of these two loss components tends to peak for the mid-range
values of λ which, estimates suggest, are likely to be representative of real caverns [2]. The
impact on efficiency is, however, relatively small.

5.8.2 Effect of heat exchanger size for liquid and hybrid systems

The effects of varying the NTU rating of the main heat exchangers is shown in Fig. 5.14d.
Increasing NTU improves heat exchanger effectiveness but with diminishing returns, as shown
by ε = NTU/(NTU+1). Consequently, the round-trip efficiency increases with NTU for the
hybrid system, but the improvement is marginal beyond NTU ∼ 10, whereas the cost rises in
accord with Zhex = Chex (ṁ ·NTU)0.6. For liquid systems, more of the heat exchange occurs
at low air pressure where the density is lower and pressure losses are more significant. These
losses outweigh the small improvement in ε at high NTU such that the efficiency reaches
a maximum at NTU ∼ 20. Since all heat transfer to the storage media occurs via the heat
exchangers for liquid systems, the cost increases more rapidly than for hybrid A-CAES.

5.8.3 Effect of compression and expansion efficiency

Increasing the polytropic efficiency of compressors and expanders results in a more or less
linear increase in overall efficiency, with χ increasing by roughly 1.5 percentage points for
each percentage point increase in turbomachineray efficiency, as shown in Fig. 5.15a. The
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Figure 5.14: Variation of system efficiency and unit cost with cavern and heat exchanger
parameters: (a) Maximum cavern pressure (b) Cavern pressure variation (c) Cavern dimen-
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designer has the choice between cheap, low-efficiency compressors and expanders, or expen-
sive high-efficiency ones. The rise in cost is dramatic for turbomachineray efficiencies greater
than about 86 %, but the shape of these curves is of course dependent on the cost equation of
compressor/expander which, as already noted, is subject to some uncertainty.

5.8.4 Effect of packed bed parameters for solid and hybrid systems

The effects of packed bed utilization factor Π, particle diameter dp and aspect ratio L/D on the
round-trip efficiency and unit cost are shown in Figs. 5.15b, 5.15c and 5.15d. Recall that Π

is the ratio between the actual and nominal charge times for the solid thermal reservoir, so as
Π increases more of the reservoir’s capacity is exploited. The system cost therefore falls as Π

rises, but beyond Π∼ 1 the reservoir is fully charged with each cycle and any attempt to charge
it further simply results in hot air issuing from the exit and hence a decrease in efficiency. As
discussed in Ref. [41], greater utilization also leads to steeper temperature gradients in the
packed bed and consequently higher losses due to irreversible heat exchange between the air
and storage media. The cost may continue to fall beyond Π = 1 because this implies a smaller
thermal reservoir, but eventually the impact of increased losses on the returned work, Wdis,
begins to dominate such that the curve flattens out.

The effective particle diameter dp determines the balance between thermal and pressure
losses within the packed bed: small particles provide more surface area thereby decreasing
heat transfer losses, but at the expense of a larger pressure drop. There is thus an optimum
particle size at which the efficiency is maximum (see Figs. 5.15c). This optimum will depend
on the air mass flow per unit area G and hence on the reservoir aspect ratio. The cost of the
packing materiel and the volume it occupies is assumed independent of dp and therefore the
improvement in χ obtained with smaller particles results in a slight decrease in unit cost Z.
This is one of the few areas where there is no conflict between cost and efficiency.

In conjunction with the particle size, the aspect ratio L/D also affects the balance between
thermal and pressure losses, with long thin reservoirs having efficient heat transfer but larger
pressure drop. Again there is an optimum, as shown in Fig. 5.15d, which will in turn depend
on dp. This time there is, however, a rapid increase in cost at low values of L/D which is due to
“end effects” - i.e., the high surface-to-volume ratio, requiring more insulation and therefore a
larger vessel, and the wasted space in the domed end caps of the pressure vessel (which reflect
the cost of flanges and high-tensile bolts).
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Figure 5.15: Variation of system efficiency and unit cost with turbomachinery efficiency and
packed bed parameters: (a) Compression and expansion efficiency (b) Reservoir utilization
factor (c) Effective particle diameter (d) Reservoir aspect ratio

Table 5.6: Main results for the nominal designs

Liquid CAES Solid CAES Hybrid CAES

System Efficiency 70.2% 78.1% 74.8%
Cost per kWh 219$/kWh 257$/kWh 170$/kWh
Capital Cost 63M$ 72M$ 48M$
Net Output Work 289MWh 279MWh 284MWh
Net Input Work 413MWh 358MWh 379MWh



5.9 Comparison of the results for the nominal designs 117

 0

 5

 10

 15

 20

C
om

pressors         

TES System
s         

Expanders           

C
avern etc.         

C
om

pressors         

TES System
s         

Expanders           

C
avern etc.         

C
om

pressors         

TES System
s         

Expanders           

C
avern etc.         

L
o

st
 w

o
rk

 (
%

 o
f 

n
et

 w
o

rk
 i

n
p

u
t)

Thermal Losses
Pressure Losses

Heat Leakage
Storage Losses

Hybrid CAESSolid CAESLiquid CAES

(a) Loss distributions

 0

 50

 100

 150

 200

Com
pressor          

H
eat Exchanger      

TES System
          

Expander            

Cavern              

Com
pressor          

H
eat Exchanger      

TES System
          

Expander            

Cavern              

Com
pressor          

H
eat Exchanger      

TES System
          

Expander            

Cavern              

C
o

st
 p

er
 k

W
h
 (

$
/k

W
h

) First Stage
Second Stage

Third Stage
Fourth Stage

Hybrid CAESSolid CAESLiquid CAES

(b) Cost distributions

 0

 50

 100

 150

 200

TES Sys. 01        

TES Sys. 02        

TES Sys. 03        

TES Sys. 04        

TES Sys. 01        

TES Sys. 02        

TES Sys. 01        

TES Sys. 02        

TES Sys. 03        

C
o
st

 p
er

 k
W

h
 (

$
/k

W
h
) Pressure Vessel

Thermal Media
Insulation Layer

Hybrid CAESSolid CAESLiquid CAES

(c) TES cost distributions

Figure 5.16: Loss and cost distributions of different A-CAES with nominal designs: (a) Loss
distributions (b) Cost distributions (c) TES cost distributions



118 Adiabatic Compressed Air Energy Storage

5.9 Comparison of the results for the nominal designs

After the parametric study, the main results for the nominal designs of liquid, solid and hybrid
A-CAES are summarized in Table 5.6, from which it can be noted that the hybrid A-CAES has
the lowest cost per kWh and it will be interesting to see how this has been achieved. Therefore,
the loss and cost distributions for the nominal designs of the three systems are shown in Figs.
5.16a and 5.16b respectively for more detailed analysis.

Fig. 5.16a shows the loss distributions for the nominal designs, from which it can be
noted that the losses of all A-CAES are dominated by the compressor/expander losses and
the compressor losses are slightly larger than the expander ones. This is mainly because the
polytropic efficiencies of compressor and expander are assumed to be the same, and it can be
proved that with the same polytropic efficiency, the compressor loss ξc = (1/η − 1)k lnβ is
always higher than the expander one ξe = (1−η)k lnβ . From Fig. 5.16a, it can also be noted
that the TES losses of the solid A-CAES are much lower than those of the liquid A-CAES.
This is because the thermal reservoir usually have smaller temperature difference than the heat
exchangers since it is relatively easier for thermal reservoir to achieve very large heat transfer
area without significantly increasing the cost. It can also be noted from Fig. 5.16a that the
liquid A-CAES has the lowest cavern losses, which include the exit loss and the auxiliary heat
exchanger loss. This is because there is no thermal reservoirs in the liquid A-CAES, which
avoids the associated exit losses when the thermal front comes out the thermal reservoir.

The cost distributions for the nominal designs are shown in Fig. 5.16b, from which it can
be clearly noted that the unit storage cost of the solid A-CAES is the highest, mainly due to its
exorbitantly expensive high pressure (second stage) thermal reservoir. In fact, the cost of the
containment vessel increases linearly with the pressure p, as shown in Eq. (4.28), which makes
the thermal reservoir only suitable for first stage TES. Meanwhile, the cost of the low pressure
(first stage) thermal reservoir is lower than the liquid TES, whilst its maximum allowable
temperature is higher, which makes it ideal for the first-stage TES. The hybrid A-CAES, which
combines the merits of low-pressure solid TES and high-pressure liquid TES, becomes the
cheapest A-CAES as a result. The distribution of costs between different components of the
TES systems is shown in Fig. 5.16c, from which it is clear that the pressure vessel cost and
thermal fluid cost are the dominant part for the solid and liquid TES respectively. It is also
notable that the pressure vessel cost varies significantly for different stages, whilst the thermal
fluid cost is evenly distributed among different stages.
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5.10 Summary

In this chapter, the thermodynamic and economic models have been devised for various air
reservoirs and A-CAES systems, and the appropriate materials selected for solid and liquid
thermal stores. The effects of various air reservoir parameters on the system efficiency and
energy density has been analyzed individually. A more realistic case study of the Huntorf
CAES cavern has also been carried out. After that, a hybrid A-CAES system is proposed
that combines low-pressure solid TES with liquid TES for the high pressure compression
stages. This has been compared with other systems that use just liquid or just solid TES. A
combination of parametric studies and loss/cost distributions has been used to undertake this
comparison. It can be concluded from this chapter that:

1. The trend system efficiency χ varies with maximum pressure pmax and stage number
N is mainly determined by the dominating loss of this A-CAES system. With different
dominating losses, the system efficiencies χ as functions of maximum pressure pmax

and stage number N will show different trends.

2. The maximum pressure pmax and fluctuation factor α can indirectly affect the system
efficiency χ by changing the losses of other components. Even if the direct cavern
losses are zero, the caver parameters are still critical for the optimal operation of other
components.

3. The cavern parameters may have significant effects on the energy density. The energy
density of an isochoric cavern can be increased by reducing fluctuation factor α , in-
creasing heat transfer coefficient λ or minimizing cavern storage loss. However, the
energy density of an isochoric cavern is always lower than that of an isobaric cavern
under the same operating conditions.

4. The heat transfer coefficient λ of Huntorf CAES cavern is between 1.0 and 10, therefore,
it is more close to an intermediate cavern and the impact of heat transfer are important.
The time constant of Huntorf CAES cavern during storage is roughly two days, there-
fore, if an A-CAES is operated on a weekly or monthly basis, then its cavern is more
close to the model with complete cooling.

5. The main factors controlling the cost-efficiency trade off are the polytropic efficiency
of compressors and turbines, the NTU of the heat exchangers ( for liquid and hybrid
systems), the reservoir “utilization factor” Π and reservoir aspect ratio L/D (for solid
and hybrid systems).
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6. The hybrid system demonstrates a lower cost than the other two systems for a given
efficiency (or higher efficiency for a given cost). Although this conclusion might be
affected by different cost assumptions, the margin is reasonably significant - i.e., roughly
20 % lower cost at nominal design. The main reason for this advantage is that solid TES
is cheap when operated at low pressure and does not require indirect heat exchange,
whereas at high pressure it is much more expensive than liquid TES.



Chapter 6

Isothermal Compressed Air Energy
Storage

6.1 Introduction

The compression and expansion of A-CAES are usually achieved in staged manners, with
intermediate cooling and heating respectively between stages. Isothermal Compressed Air
Energy Storage (I-CAES) may be considered as the limiting case of this process, wherein heat
is extracted continuously during compression, and added during expansion at close to ambient
temperature, thereby obviating the need for separate thermal storage [81]. In practice, some of
the proposed I-CAES systems make use of cheap, low-grade thermal storage by means of, for
example, a warm water pool [130]. Proposals of I-CAES have been published by SustainX,
LightSail and General Compression, most of which require continuous heat exchange between
the air and some other substance to remove/add heat during compression/expansion [130, 131].
Water is often used as the heat-exchange fluid due to its highly suitable properties and it can be
in various forms (such as bubbles, foams and droplets etc.) to increase the two-phase contact
area [5].

Besides the attention from industry, research on isothermal compression/expansion is also
very active in academia. Numerical models on mass and heat transfer within the two-phase
flow have been presented numerous times in the literature [6, 89], and their applications have
been extended to wet compression cycles [132], liquid-flooded Ericsson cycles [86], and liquid
piston compression [6]. However, due to the complicated and coupled processes of mass and
heat transfer, most of the numerical models can only be applied to specific cases with given
compressor/expander geometry and operating conditions. A simplified yet universal model
that can integrate easily with other CAES components has so far been lacking. A generalized
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Figure 6.1: Comparison of three methods for creating large contact area between a liquid and
gas: spraying, foaming and bubbling [5]

model of I-CAES is therefore proposed in this chapter. Parametric studies are carried out to
analyze the impact of various parameters on the system performance of I-CAES. Both the loss
and cost distributions are provided for the nominal case, and these I-CAES systems will be
optimized and compared in Chapter 8.

6.2 Cycle layouts

The layouts of I-CAES are similar to that of the A-CAES, as shown in Figs. 6.2 and 6.3.
However, the compressor/expander and the heat exchanger are replaced with an isothermal
compressor/expander, wherein heat is continuously subtracted from the air along the compres-
sion and continuously added along the expansion, by injecting large quantities of atomized (or
foamed) water into the cylinder. Water’s properties make it a highly suitable heat exchange
fluid: it is non-toxic and low-cost, has extraordinarily high heat capacity, and is almost incom-
pressible. To increase the heat transfer area, water can be in different forms, such as liquid
spay, aqueous foam and air bubbles, as shown in Fig. 6.1, depending on the air to water vol-
ume ratio [5, 131]. When the air pressure is high whilst the air to water volume ratio is low
(1.5 to 50), it is reported that foaming is the best choice [5, 131]. However, despite the various
forms of water, the ultimate goal is to make sure the heat exchange occurs quickly enough
relative to the density change. In the ideal case, the air and water reach thermal equilibrium
and the results should be the same.

In the I-CAES shown in Fig. 6.2, the water tanks are used to recycle the thermal energy
generated during charge and therefore, it is referred to as I-CAES with Heat Recycling (I-
CAES-HR). This system can be viewed as a transition between the A-CAES and the Pure I-
CAES (I-CAES without any heat recycling). Due to the heat recycling, the roundtrip efficiency
of I-CAES-HR is expected to be higher than the Pure I-CAES. However, ambient water must
be pumped to the same pressure with the air before mixing them up. In theory, any energy
added to the air-water mixture may be recoverable, but in practice most of the energy spent on



6.2 Cycle layouts 123

C EAir

(a) I-CAES-HR

Air 

Receiver

ω 

(b) Isothermal compressor

Figure 6.2: Schematic diagrams of the I-CAES with heat recycling (I-CAES-HR) and the
isothermal compressor: (a) I-CAES-HR (b) Isothermal compressor

pumping is lost [5]. As a result, after the air-water mixture is separated downstream, the water
can be stored in ambient-pressure tanks. During discharge, the same amount of pumping work
will be consumed, which is given by:

Wpmp ≈
∫ c

d

p− p0

ρfη
dmf (6.1)

where ρf and mf are the density and mass of the thermal fluid respectively, and η is the
isentropic efficiency of the hydraulic pump.

Another variant of the I-CAES is shown in Fig. 6.3, from which it can be noted that the
water tanks are replaced with an external heat exchanger. This continuously dissipates the
absorbed thermal energy into the environment, thus avoiding the large water tanks. Mean-
while, the inlet and outlet pressure of the hydraulic pump will be the same if the friction loss
is negligible. Therefore, the water in Pure I-CAES can be viewed as a medium to transport the
thermal energy between the compressor/expander and the external heat exchanger, and it is not
consumed but reused within a closed loop. This system is called Pure I-CAES in this thesis
because all of its exergy is stored in the form of pressure potential of the air reservoir. Due to
the lack of heat recovery, its roundtrip efficiency may be lower than that of I-CAES-HR, but
the wasted pumping work and expensive water tanks can be avoided. In addition, the external
heat exchanger of I-CAES makes it possible for waste heat or solar energy to be integrated
into the system, which may offset its disadvantage of lack of heat recovery to some extent.
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Figure 6.3: Schematic diagrams of the I-CAES without heat recycling (Pure I-CAES) and the
isothermal compressor: (a) Pure I-CAES (b) Isothermal compressor

Hence, a more detailed thermo-economic analysis and comparison is necessary.

6.3 Approximate model for the isothermal compressor/expander

6.3.1 Thermodynamic modelling

In I-CAES, the average pressure p̄ is high whilst the average temperature T̄ is low, which
suggests that the impact of vaporisation is small and the sensible heat transfer is the dominant
force in achieving isothermality. Therefore, most studies on isothermal compressor/expander
and I-CAES only considered the effects of sensible heat transfer [35, 36, 90] and in the rest
studies where the impact of vaporisation is included, it is believed that if the gas humidity is
high, the mass transfer rate will also tend to be zero [6]. As a result, in this thesis, only the
effects of sensible heat transfer are included in the approximate thermodynamic model and
the calculation results can be viewed as a conservative estimate accordingly. The maximum
impacts of vaporisation on the calculation results will be estimated in Section. 6.3.3.

For the isothermal compressor/expander, a two-stage method is adopted to calculate the
outlet temperature of air and liquid [6, 90]. The air is first assumed to be compressed by a
small pressure ratio and then immediately transfer the generated thermal energy to the ad-
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jacent liquid droplets (or foams). This two-stage process continues infinitely until the air
reaches its outlet pressure. Therefore, if we assume the pressure ratio of the isothermal com-
pressor/expander is β and this ratio is equally partitioned among the n steps, then after the first
stage of each step, the intermediate temperature of air and liquid is:

(
T i

m,a

T i
m,f

)
=

(
β

φ

n 0
0 1

)(
T i

in,a

T i
in,f

)
(6.2)

where the subscripts a and f denote the air and liquid respectively; m and in denote the inter-
mediate and inlet state and i denote the i-th time step.

After the compression, the air has higher temperature than the liquid and starts to transfer
its heat to the adjacent liquid droplets. If the liquid droplets and their surrounding vapour are
in thermal equilibrium, and there is only heat transfer between the liquid droplets and the main
body of gas, then the liquid droplet temperature can be expressed as:

mfcp,f
dTf

dt
= hA∗

f
(
Tg −Tf

)
(6.3)

where cp,f is the specific heat capacity of the liquid droplets and A∗
f is the actual heat transfer

area between air and water, A∗
f = αsAf. Af is the total surface area of the water droplets,

Af =VfSv and αs denotes the fraction of droplets that is suspended in the air. Most of the rest
droplets are deposited on the surface of piston, as shown in Figs. 6.2b and 6.3b. Sv is the
surface-to-volume ratio of the water droplets, and if the water is in the shape of sphere, then
Sv = 6/d and d is the droplet diameter. h is the convective heat transfer coefficient which can
be calculated from the well validated Ranz - Marshall relationship [6].

Nu = 2+0.6Re1/2Pr1/3 (6.4)

where the Prandtl number Pr is almost constant at room temperature while the Reynolds
number Re is a function of the average diameter d and velocity u of the water droplets,
Re = ρud/µ .

After discretization, Eq. (6.3) can be expressed as:

T i+1
out,f =

hA∗
f ∆t

mfcp,f
T i

m,g +

(
1−

hA∗
f ∆t

mfcp,f

)
T i

m,f (6.5)

and similar expression can be derived for the air temperature. Here, if we introduce the concept
of heat exchanger effectiveness ε = hA∗

f ∆t/ṁacp,a and heat capacity ratio Cr = ṁacp,a/ṁfcp,f
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by using the analogy to a heat exchanger, then Eq. (6.5) can be further simplified to:(
T i+1

out,a

T i+1
out,f

)
=

(
1− ε ε

εCr 1− εCr

)(
T i

m,a

T i
m,f

)
(6.6)

where εCr = ∆t/τ . τ is the droplet relaxation time, τ = ρfcf/hαsSv and ∆t is the time inter-
val for heat transfer. Although a two-stage method is assumed for the isothermal compres-
sion/expansion, the actual heat transfer time ∆t is a fraction of the total time of each rotation
of the isothermal compressor/expander ∆t∗, ∆t = α f ∆t∗. Therefore, if the frequency of the
isothermal compressor/expander is f , then the time interval ∆t is:

∆t =
α f

n f
(6.7)

After some algebra, we could get:

εCr =
6Nuλα f αs

ρfcfd2 f n
=

1
ṗτn

(6.8)

where ṗ is the compression rate, which is defined by ṗ = dp/(pdt) = f/α f . From Eq. (6.8),
it can be noted that f and d2 are equivalent, and the isothermal efficiency is only determined
by the combination d2 f (or ṗτ).

After substituting Eq. (6.2) into Eq. (6.6) and then multiplying it n times, we will get the
final outlet temperature of the air and water.(

Tout,a

Tout,f

)
= lim

n→∞

[
(1− ε)β

φ

n ε

εCrβ
φ

n 1− εCr

]n(
Tin,a

Tin,f

)
(6.9)

where the step number n is usually a very large number to make sure the calculation results
are converged. For the numerical calculations in this thesis, n is set as 1010 but the powers of
matrix A (like the one in Eq. (6.9)) can be solved easily by diagonalizing it into A = SΛS−1

so that An = SΛ nS−1, where Λ is a diagonal matrix and its power can be simply raised by
raising its diagonal entries to the same power. Therefore, it actually takes two steps to obtain
the final results and the speed of calculation is very fast.

Then the actual power input/output of the isothermal compressor/expander can be calcu-
lated by the following equation:

Wac = ṁacp,a
(
Tout,a −Tin,a

)
+ ṁfcp,f

(
Tout,f −Tin,f

)
(6.10)

If the droplet diameter d or the frequency f is infinitely small, then we have ṗτ → 0, as
shown by Eq. (6.8). Meanwhile, since n → ∞, then both ε and εCr are indeterminate numbers.
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If they happen to be multiplied by the factor β φ/n which tends to be one when n → ∞, then
the value of factor β φ/n can be approximated by one in the case of ṗτ → 0 to further simplify
the analytical expression of An = SΛ nS−1. By applying the limit n → ∞ to each part of the
expression An = SΛ nS−1 and making the above mentioned approximation, then it can be
proved that Eq. (6.9) can be simplified to:(

Tout,a

Tout,f

)
= β

κφ

(
κ 1−κ

κ 1−κ

)(
Tin,a

Tin,f

)
(6.11)

where κ is the heat capacity ratio of the air to the air-water mixture, which is given by:

κ =
Cr

Cr +1
=

ṁacp,a

ṁacp,a + ṁfcp,f

From Eq. (6.11), it can be noted that the outlet temperature of the air and the water are the
same, which means the equilibrium state has been reached. Therefore, the irreversible heat
transfer loss is limited to the beginning of this process and is also termed as the mixing loss in
this thesis. After the mixing process, the initial temperature of the compression/expansion is:

Tin = κTin,a +(1−κ)Tin,f (6.12)

and then Eqs. (6.11) and (6.10) can also be written as:

Tout = Tinβ
κφ (6.13)

Wth =
ṁcp

κ
Tin

(
β

κφ −1
)

(6.14)

By comparing the Eqs. (6.13) and (6.14) with the Eqs. (4.18) and (4.19) in Chapter 4, it
can be noted that the κ in the I-CAES system is equivalent to the 1/N in the A-CAES system.
Further analysis reveals that for each unit of water-to-air mass flowrate ratio ṁf/ṁa increase
in the I-CAES, it is equivalent to roughly 4 additional stages of compression/expansion in the
A-CAES, as shown in Eq. (6.15). This is the reason why the required stage number N of the
I-CAES is usually less than that of the A-CAES system.

N ∝ 1/κ ≈ 4ṁf/ṁa +1 (6.15)

If we further assume that the mass of water droplets is also infinite, in other words, both
Cr and κ approach 0, then in this case, the isothermal compression work can be expressed as:

W∞ = ṁcpTinφ lnβ (6.16)
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From Eqs. (6.13) and (6.16), it can be noticed that although the air/water temperatures
remain constant in the case of infinite water droplets, the compression work W∞ still depends
on the polytropic efficiency η of the compressor. Therefore, in order to derive the expression
for ideal isothermal compression work Wiso, the polytropic efficiency η should be set as one,
and hence:

Wiso = ṁRgT0 lnβ (6.17)

The isothermal efficiency is defined as:

ηiso =
Wiso

Wac
×100% (6.18)

6.3.2 Cost modelling

Estimating the cost of an isothermal compressor/expander is a very uncertain and challenging
task since the I-CAES technology is still at an early stage of development. Therefore, the
concept of cost ratio kr is introduced here to evaluate its relative cost to a similar conventional
compressor/expander.

ZICE = krZCE,std
fstd

f
(6.19)

where ZICE and ZCE denote the capital cost of an isothermal and conventional compres-
sor/expander respectively, the subscript std denotes the standard state as shown in Table 6.2.
For example, the polytropic efficiency in the cost equation ZCE,std is fixed at its standard value
ηstd = 0.85. Therefore, Eq. (6.19) essentially uses the capital cost of a conventional com-
pressor/expander with an 85 % polytropic efficiency as the approximate for the cost of an
isothermal compressor/expander. The effect of rotation frequency f on the capital cost is also
considered in the factor fstd/ f : the higher the rotation frequency is, the lower the capital cost
will be. It is obvious that this cost equation is subject to some levels of uncertainty, and there-
fore, the effect of cost ratio kr on the optimized system performance will be studied in Chapter
8.

By referencing the cost equation of a conventional compressor/expander in Chapter 4, it
can be noted that ZCE,std is proportional to the mass flowrate ṁ and the log nature of pressure
ratio β , so that ZCE,std ∝ ṁ lnβ if its polytropic efficiency is fixed. From Eq. (6.17), it can be
noted that the ideal work of an isothermal compressor/expander Wiso is also proportional to
ṁ lnβ . Therefore, the cost of an isothermal compressor/expander ZICE is also proportional to
its ideal power input/output Wiso, ZICE,std ∝ Wiso, which is reasonable to some extend.
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6.3.3 Estimating the impact of evaporation

In order to accurately determine the temperatures of gas and liquid within the isothermal
compressor/expander, it is usually necessary to evaluate the mass transfer as well because
mass and heat transfer processes are strongly coupled. Actually there is a lot of publications
about droplet evaporation model and its application in wet compression cycles [84, 85, 132],
but the working conditions of isothermal compressors/expanders in I-CAES are a bit different.
For example, during the charge of I-CAES, ambient air is compressed near-isothermally to a
high pressure, so the average pressure p̄ is higher than that for wet compression cycles whilst
the average temperature T̄ is lower. The latter corresponds to a low saturated vapour pressure
ps, and therefore, the mass of vapour carried by unit mass of dry air ωv is also lower than that
for wet compression cycles, due to the low fraction of partial pressure ps/p. Meanwhile, the
mass of liquid carried by each unit mass of dry air fl is very high as large quantities of water
droplets are injected into the gas cylinder throughout the compression process. As a result, the
mass ratio between vapour and liquid ωv/ fl is very low in I-CAES, which suggests the sensible
heat cooling effect plays a dominant role in achieving isothermal compression/expansion, but
the impacts of vaporization will still be estimated here.

The normal condition for a combined heat and mass transfer problem (e.g., droplet evap-
oration) is that the water vapour is saturated at the surface of the droplet. In other words, at
the droplet surface, we have pv = ps (Tf) where Tf is the droplet temperature. The droplets are
colder than the surrounding gas because there is heat exchange from the gas to the droplet.
As a result, the droplets are tending to evaporate, so the vapour fraction at the surface of the
droplets is higher than that in the main body of the gas. Therefore, the maximum possible
vapour content is given by pv ≤ ps (Tf), and in the worst case, we will have the following
equation according to the Dalton’s law of partial pressure [132]:

pv

p
=

ωv

ωv +Mv/Ma
=

ps (Tf)

p
(6.20)

where Tf is droplet temperature, and M is the molecular weight. From Eq. (6.20), the mass of
vapour carried by unit mass of dry air ωv can be derived easily:

ωv =
Mv

Ma

ps (Tf)

p− ps (Tf)
(6.21)

Since the saturated vapour pressure ps increases with the droplet temperature Tf, it can be
noted from Eq. (6.21) that the mass of vapour ωv increases with the droplet temperature Tf but
decreases with the pressure p.

For each unit mass of dry air, there is ωv kg vapour and fl kg liquid corresponding to it.
If we apply the first law of thermodynamics to the fl kg liquid and its thin interface with the
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vapour (not the vapour itself), the following equation can be obtained:

δQ = dH = flcp,fdTf +Ldωv (6.22)

where L is the specific enthalpy of vaporisation. The increment in specific humidity ωv can
be obtained by differentiating the right hand side of Eq. (6.20) and introducing the Clausius -
Claperyon equation in the following form [132]:

dps

ps
≈

L
Rg,vTf

dTf

Tf
(6.23)

After some simplification, we can get [132]:

dωv = ωv

(
1+

Ma

Mv
ωv

)(
L

Rg,vTf

dTf

Tf
− dp

p

)
(6.24)

By introducing Eq. (6.24) into Eq. (6.22) and applying the definition of isobaric heat
capacity gives:

Cp,f =

(
∂H
∂T

)
p
= flcp,f +

(
1+

Ma

Mv
ωv

)
L2ωv

Rg,vT 2
f
= ( fl + f ∗l )cp,f = flc∗p,f (6.25)

where c∗p,f is the effective value for the specific heat capacity of the liquid, c∗p,f =
(
1+ f ∗l / fl

)
cp,f,

and f ∗l is the equivalent mass of liquid due to vaporisation, which is given by:

f ∗l =

(
1+

Ma

Mv
ωv

)
L2ωv

Rg,vT 2
f cp,f

(6.26)

From Eqs. (6.25) and (6.26), it can be noted that the effect of vaporisation is equivalent to
adding extra f ∗l kg liquid for each unit mass of dry air, and once the average temperature and
pressure is fixed, the equivalent liquid mass f ∗l is constant and independent of the actual mass
of liquid fl , which is fl = cp,aCr/cp,f. On the other hand, the equivalent specific heat capacity
of the liquid c∗p,f is dependent on the actual mass of liquid fl: the higher the liquid mass fl

is, the less effect of vaporisation will have on c∗p,f. For example, the effective heat capacity
c∗p,f and equivalent liquid mass f ∗l of the isothermal compressor with direct injection in Ref.
[6] are 4800 J/ kg and 0.143 kg respectively, and these values are obtained by comparing the
results of the approximate model in Section 6.3.1 with the more detailed numerical results in
Ref. [6]. In this thesis, the average pressure is much higher than that in Ref. [6], therefore, the
impact of vaporisation is negligible and can be ignored without causing too much error.

From Eq. (6.25), it can be noted that although the effect of vaporization changes the equiv-
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Figure 6.4: The impacts of temperature T and pressure p on the equivalent liquid mass for
vaporisation f ∗l of (a) water and (b) dodecane (C12H26)

alent heat capacity c∗p,f of thermal fluid, the liquid droplets can still be viewed as incompress-
ible fluid since its temperature does not change much with the pressure. On the other hand,
both air and vapour are treated as ideal gas and their temperature are assumed the same, so that
the air/vapour mixture is considered as the gas phase. Since the mass fraction of vapour ωv is
usually negligible in the I-CAES, the thermophysical properties of dry air are used instead for
the air/vapour mixture. Therefore, the analysis in Section 6.3.1 is still valid.

The impact of temperature Tf and pressure p on the equivalent liquid mass for vaporisation
f ∗l of water and dodecane (C12H26) are shown in Figs. (6.4a) and (6.4b) respectively. (Note
that dodecane can be viewed as the major components of mineral oil, which has been widely
used in liquid-flooded compression and expansion.) Since the actual liquid mass fl is always
in the range of 0.1 ~ 10, the relative value of equivalent liquid mass f ∗l can be viewed as an
indicator of relative dominance of latent and sensible heat transfer. For example, if f ∗l > 10,
which means the equivalent liquid mass f ∗l is higher than 10 kg for each unit mass of dry air,
then the heat transfer is dominated by the latent heat transfer. Similarly, if f ∗l < 0.1, which
means the equivalent liquid mass f ∗l is less than 0.1 kg for each unit mass of dry air, then
the heat transfer is dominated by the sensible heat transfer, and hence the analytical model
developed here can be applied with confidence. If 0.1 < f ∗l < 10, then the mass and sensible
heat transfer make similar contribution to the temperature change.

As mentioned before, the compression and expansion of I-CAES can also be achieved in
stages. For example, an I-CAES with a pressure ratio of 100 can have two stages, with the
low pressure stage compressing from 1 to 10 bar and the high pressure stage from 10 to 100
bar. From Fig. 6.4a, it can be noted that in the low pressure stage, the mass and heat transfer
have similar effects on the energy exchange whilst in the high pressure stage, the sensible heat
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Table 6.1: Comparison of three methods for creating large contact area between a liquid and
gas: spraying, foaming and bubbling [5]

Liquid Spray Aqueous Foam Air Bubbles

Air to water volume ratio >20:1 1.5:1 to 50:1 <1.5:1
Stability for port injection poor excellent good

Energy for generation moderate low low
Liquid surface area sphere shell sphere

Figure 6.5: Schematic diagram of the wet aqueous foam

transfer is dominant. Therefore, in the I-CAES with water as the thermal fluid, the effect of
mass transfer should not be ignored altogether, and the mass or heat capacity of liquid should
be corrected to account for this effect, as discussed above. On the other hand, for I-CAES
with mineral oil as the thermal fluid, the impact of mass transfer on the energy exchange is
insignificant, as shown in Fig. 6.4b. Therefore, the effect of mass transfer can be ignored
and the model developed here can be used with confidence. In fact, in the liquid-flooded
compression and expansion, the effect of mass transfer is seldom considered in the literature
[86].

6.4 Validation and discussion of the approximated model

6.4.1 Different forms of the injected liquid

In addition to water droplets, the water can also in the shape of aqueous foam and air bubbles
depending on the air-to-water mass ratio. For water droplets with sphere shape, Sv = 6/d and
d is in the range of 10 µm to 1000 µm.

The air-to-water volume ratio Va/Vf, as shown in Table 6.1, is a good indicator of the heat
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Figure 6.6: Isothermal efficiency as a function of the total droplet surface injected at different
(a) droplet diameters d and (b) mass flowrate ratio ML (Lines denote the approximate results
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capacity ratio Cr of the I-CAES systems:

Cr =

(
Va

Vf

)(
ρ0cp

ρfcf

)(
pmax

p0

)
(6.27)

where ρ0 is the ambient air density and pmax/p0 is the system pressure ratio. From Eq. (6.27),
it can be noted that the the heat capacity ratio Cr increases with the air-to-water volume ratio
Va/Vf and the system pressure ratio pmax/p0. Therefore, when the required heat capacity ratio
Cr is low but the pressure ratio pmax/p0 is high, it might be difficult to keep the liquid spray
stable due to its low air-to-water volume ratio Va/Vf. In this case, the aqueous foam should
be used instead to further reduce Va/Vf without impairing the stability. A simplified model
for the wet aqueous foam is illustrated in Fig. 6.5, where the white spheres denote the air
bubbles whilst the blue background denotes the water. If there are n3 air bubbles within the
cubic space with a side length of a, then the average diameter of the air bubble is d = a/n and
the surface-to-volume ratio of the liquid Sv is:

Sv =
n3πd2

a3 −n3πd3/6
≈ 6

d
(6.28)

It can be noted from Eq. (6.28) that the surface-to-volume ratio Sv also increases with the
average bubble size d decreasing, and d can vary from 10 µm to 1000 µm as well.
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6.4.2 Validation of the isothermal model

The numerical model of isothermal compressor/expander developed in Section 6.3 is validated
with the one with direct injections from Ref. [6], and the results are shown in Fig. 6.6. It
is notable that the results of this numerical model agree very well with those of isothermal
compressor with direct injections from Ref. [6]. The constants αs and α f of Section 6.3 are
set as 0.6 and 0.2 respectively, which are also in accord with the ones from Ref. [6]. The
former is used to adjust the heat transfer area of the water droplets because not all droplets
participate in the heat transfer, whilst the latter is for the adjustment of heat transfer time
because the compression/expansion is just a fraction of each rotation time. ω denotes the
mass of water vapour carried by unit mass of dry air and is determined by comparing the
results of the approximate model in Section 6.3.1 with the more accurate numerical results in
Ref. [6], as discussed in Section 6.3.3.

The nominal frequency of the isothermal compressor/expander is set as 1 Hz, which is the
same with the value in Ref. [6]; whilst the range of system frequency is from 0.5 to 50 Hz.
Other parameters of the isothermal compressor/expander are summarized in Table 6.2, and the
impact of these isothermal compressor/expander parameters on the system performance will
be addressed in later sections.
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6.4.3 Temperature difference and water amount

From Section 6.3, it suggests that the system frequency f and the square of droplet diameter
d2 have equivalent effect on the isothermal efficiency ηiso which is only determined by the
combination ṗτ . To confirm this conclusion, contours of the isothermal efficiency ηiso and
functions ṗτ are shown in Fig. 6.7a, from which it can be noted that these exactly overlap.
In Fig. 6.7a, the heat capacity ratio Cr is fixed at 0.25 and the droplet velocity is zero so that
the Nu (Eq. (6.4)) in Eq. (6.8) is a constant 2. The effects of Cr and ṗτ on the compression
work Wcmp are shown in Fig. 6.7b, from which it is notable that even if ṗτ → 0 , the actual
compression work Wcmp is still higher than the ideal value Wiso. In order to further increase
ηiso, it is essential to further reduce Cr and increase the polytropic efficiency η , as shown by
the faint lines in Fig. 6.7b.

From Eqs. (6.10), (6.14), (6.16) and (6.18), it can be noted that the isothermal efficiency
ηiso can be written as:

ηiso =
Wiso

W∞

W∞

Wth

Wth

Wac
= ηaeη∞ηth (6.29)

where Wth denotes the compression work when the temperature difference between the air
and water is zero (e.g., ṗτ → 0, no thermodynamic loss), W∞ denotes the isothermal work
when the water supply is also infinite (e.g., Cr → 0), whilst Wiso denotes the ideal isothermal
work when the compressor is also free from any loss (e.g., η → 1, no aerodynamic loss).
Therefore, ηae, η∞ and ηth measures the effect of η , Cr and ṗτ respectively, and if ηth = 100%,
some parameters such as particle velocity u, αs and α f have no impacts on ηiso, since the
heat transfer between air and water can no longer be enhanced further due to the absence of
temperature difference.

From Eq. (6.29) and Fig. 6.7, it can also be noted that an ideal I-CAES should have
low system frequency f , droplet diameter d and heat capacity ratio Cr. However, these re-
quirements usually conflict with the economic objectives. For example, large and expensive
compressors/expanders are required for I-CAES with low system frequency f , so that the same
rated power P and mass flowrate ṁ can be reached, as shown by Eq. (6.19). Similarly, expen-
sive nozzles and higher pumping losses are necessary for I-CAES with low droplet diameter
d; whilst larger thermal fluid tanks are essential for I-CAES with low heat capacity ratio Cr.
Therefore, it can be noted that there is a tradeoff between system efficiency χ and unit storage
cost Z with respect to these parameters, and a more detailed thermo-economic analysis on
their effects will be carried out in later sections.
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6.4.4 Loss analysis

There are mainly two types of losses within the isothermal compressor/expander: the aero-
dynamic losses stemming from the viscosity and the thermodynamic losses stemming from
the temperature heterogeneity. The former is caused by the aerodynamic irreversibility of
the device itself. For example, if the polytropic efficiency η of the compressor/expander is
not unity, then the aerodynamic loss will be generated. It can be proved analytically that the
aerodynamic loss is independent of the heat transfer between the dry air and its surrounding,
which includes the liquid-vapour mixture. Therefore, application of the first and second law
of thermodynamics to the dry air as an adiabatic system results in the following expression of
the aerodynamic loss:

ξA =

(
1
η
−1
)

mRgT0 lnβ (6.30)

where η is the polytropic efficiency of the compressor; whilst for the expander, the term
(1/η −1) in Eq. (6.30) should be replaced by (1−η). From Eq. (6.30), it can be noticed
that the aerodynamic loss is also independent of the inlet temperature of air. Instead, it is
only determined by the polytropic efficiency η of the device and the pressure ratio β of the
compression process.

The thermodynamic loss is caused by the irreversible heat transfer between the air and
liquid-vapour mixture. This may be determined either by calculating the gas-liquid mixture
entropy and then subtracting the changes due to aerodynamic effects, or by computing the loss
production rate directly, as shown by the following expression:

ξT =
∫

δQ
(Ta −Tf)T0

TaTf
(6.31)

It can be noticed from Eq. (6.31) that the thermodynamic loss is mainly determined by
two factors: the heat exchange between the gas and liquid δQ and the average temperature
difference between the gas and liquid (Ta −Tf).

Fig. 6.8 compares the “aerodynamic” ξA and “thermodynamic” losses ξT for the com-
pression and expansion processes, where Fig. 6.8a shows the impact of ṗτ on the losses of
compressors at different Cr. It is notable that the thermodynamic loss ξT of compressor first
increases and then decreases with ṗτ , which leads to a peak of ξT. This is because as ṗτ

increases, the heat exchange δQ between gas and liquid reduces whilst the temperature dif-
ference (Ta −Tf) increases, resulting in a maximum of the product of the two factors. It is
also notable that as Cr increases, the peak of ξT moves leftward and becomes flatter, which
means both ξT,max and (ṗτ)max decreases with Cr increasing. This is because as Cr increases,
the heat exchange δQ will reduce whilst the temperature difference (Ta −Tf) will increase. In
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Figure 6.8: Impact of ṗτ on the losses of compressor and expander: (a) Compressor with
different heat capacity ratio Cr (b) Expander with different heat recycling conditions

order to counteract this effect, the (ṗτ)max should be reduced accordingly to make δQ higher
and (Ta −Tf) lower. Meanwhile, the heat exchange δQ of ξT,max decreases with Cr increasing,
which reduces ξT,max and and makes the peak flatter. From Fig. 6.8a, it can also be noticed that
the aerodynamic loss ξA is independent of Cr and ṗτ , which is in accord with the prediction
by Eq. (6.30).

According to the definition of isothermal efficiency ηiso, only the pressure potential of
compressed air is considered as useful work, whilst the thermal energy of both air and liquid
are considered as losses. These losses are called storage losses ξS and are the main reasons for
the low ηiso (e.g., ηiso = 1−ξA−ξT−ξS). However, this assumption is only valid for the Pure
I-CAES, whilst for the I-CAES-HR, the thermal energy of the liquid can be partly reused in
the isothermal expander during discharge. In the ideal case, both the thermal energy of liquid
and air can be recovered, which is actually the “Both” case in Fig. 6.8b. The “Liquid” case
refers to the I-CAES-HR, where only the thermal energy of liquid can be recovered; whilst
the “Neither” cases refers to the Pure I-CAES, where both the thermal energy of air and liquid
are lost.

From Fig. 6.8b, it can be noted that in all cases, there is a peak of ξT, which is similar to
the cases of the compressors. However, the peak of ξT in “Both” case is different from the
others due to its coupled interaction with the isothermal compressor. Therefore, analyzing the
impact of ṗτ and Cr on its system performance will be difficult. Actually, it will be impractical
to recycle both the thermal exergy of liquid and air. The “Liquid” and “Neither” cases have
similar peak shapes, with the exception that the ξT in “Liquid” case is not zero when ṗτ is
zero. This is because the inlet temperature of air and water are different, therefore, even if ṗτ

is zero, ξT still exists due to the mixing of the inlet fluids. This loss is also referred to as the
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Figure 6.9: Variation of (ṗτ)max and ξT,max with Cr at different (a) polytropic efficiency η and
(b) pressure ratio β .

mixing loss and can be calculated by:

ξT = ln
Tin

Tin,a
+

1
Cr

ln
Tin

Tin,f
(6.32)

where Tin is the initial temperature of the air-water mixture after the mixing process, as shown
in Eq. (6.12).

As shown by Eq. (6.30), the aerodynamic losses ξA of isothermal expanders are also
independent of the inlet temperate, so the three cases have exactly the same ξA despite of their
different inlet temperatures. From Figs. 6.8a and 6.8b, it can also be noted that both ξA and
ξT of isothermal expanders are lower than those of the isothermal compressors.

Fig. 6.9 shows the impact of Cr on the location (ṗτ)max and value ξT,max of the thermo-
dynamic loss peak, where Fig. 6.9a also shows the impact of polytropic efficiency η whilst
Fig. 6.9b also shows the impact of pressure ratio β . In addition, the aerodynamic losses ξA

at these peaks are also shown for comparison. It can be noted from Fig. 6.9 that both ξT,max

and (ṗτ)max decreases with Cr increasing, but the (ṗτ)max is independent of η and β . It can
also be noted from Fig. 6.9 that ξT,max decreases with η , but increases with β . This is because
increasing η or reducing β will lead to lower air temperature Ta and temperature difference
(Ta −Tf), therefore, the maximum ξT,max will also decrease. In Fig. 6.9, it should be noted that
the aerodynamic loss ξA also decreases with η and increases with β . Therefore, the variation
of η and β has an impact on both ξA and ξT.
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Table 6.2: The standard, minimum and maximum design variable values of I-CAES for the
parametric and optimization study

Nstg pmax pmin/pmax NTU Cr f d u η αleak fp Tf

Standard 3 80 0.50 9.00 0.25 1.0 20 0 0.85 0.00 0.01 25.0
Minimum 1 80 0.50 1.00 0.10 0.5 10 0 0.80 0.00 0.01 25.0
Maximum 9 200 0.99 49.0 1.00 50 300 30 0.90 0.10 0.10 95.0

6.5 Parametric study

After building the thermo-economic models for each system component, it is useful to con-
sider the effect of varying the various design parameters on both system efficiency and cost of
the I-CAES and I-CAES-HR. The results of A-CAES are also included here for comparison.
For all three CAES, the nominal stage number Nstg is set as three stages, with ambient wa-
ter as the thermal fluid for each stage. Accordingly, the maximum allowable temperature for
each TES is set as Tmax = 100°C, and a relatively low nominal heat capacity ratio Cr = 0.25
is selected to prevent the thermal fluid from boiling. Other design variables and their ranges
are summarized in Table 6.2. As each parameter is varied, all others are held at their nomi-
nal values. The effects of these parameter variations on performance are evaluated in terms
of efficiency χ = Wdis/Wchg and unit storage cost Z = Ztot/Wdis, where Wchg and Wdis are the
work input and output, obtained by integrating power over the charge and discharge time re-
spectively. The total cost Ztot is simply the sum of the various component costs. Mechanical
(friction) losses and electrical losses are not accounted for, so χ constitutes a “thermodynamic”
roundtrip efficiency. Likewise, the costs are limited to the “thermodynamic” components, as
Ztot does not include motor and generator costs.

6.5.1 Effect of cavern and heat exchanger parameters

Figs. 6.10a, 6.10b and 6.10c show respectively the impact of number of stages Nstg, maximum
cavern pressure pmax and pressure fluctuation pmin/pmax on efficiency and cost. It is notable
that the efficiency of A-CAES and I-CAES increase with the number of stage Nstg, which
is due to the fact that exergetic losses are dominated by the heat exchange process. In the
case of heat exchanger with Cr = 1, the specific entropy increase may be written as ∆shx =

ε (1− ε)
(
τ + τ−1 −2

)
, whereas the specific work input per stage wc is given by Eq. (6.14).

The ratio T0∆shx/wc is an increasing function of temperature ratio τ . A similar result hold for
cases with Cr < 1, thus leading to the observed trend of χ with Nstg, as higher Nstg leads to
lower τ . This trend is also valid for I-CAES-HR, however, its pumping loss increases rapidly
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with Nstg and eventually drags down its efficiency at high Nstg. Fig. 6.10a also shows that
the unit storage cost of all CAES increase with the number of stages Nstg, whereas that of the
I-CAES-HR increases slightly. This is because the cost of both heat exchangers and thermal
fluid tanks increase with Nstg, whilst there is only cheap thermal fluid tanks in I-CAES-HR,
which reduces the increase rate.

Fig. 6.10b shows that with the maximum cavern pressure pmax increasing, the system
efficiency of all CAES decreases monotonically. This is also due to the dominant heat ex-
change losses, which increases with the temperature ratio τ . The I-CAES-HR has the largest
reduction because of its additional pumping loss. From Fig. 6.10c, it can be noted that in-
creasing the ratio of the minimum to maximum pressure pmin/pmax in the cavern reduces the
efficiency slightly, but significantly increases the cost. The reduction in χ mainly stems from
the increased average pressure and heat exchange losses, whereas the higher unit cost is a
consequence of reduced storage density since the cavern is only partially emptied with each
cycle.

The effect of varying the NTU rating of the heat exchangers is shown in Fig. 6.10d.
Increasing NTU improves heat exchanger effectiveness ε but with diminishing returns, as
shown by the ε−NTU model. Consequently, the roundtrip efficiency increases with NTU
for the A-CAES and I-CAES systems, but the improvement is marginal beyond NTU ∼ 10,
whereas the cost rises in accord with heat exchanger cost equation. For A-CAES, the density
of its working fluid (air) is relatively low and the pressure losses are more significant. These
losses outweigh the small improvement in ε at high NTU such that the efficiency reaches its
maximum at NTU ∼ 10.

6.5.2 Effect of isothermal compressor/expander parameters

Fig. 6.11a shows the impact of heat capacity ratio Cr on efficiency and cost, from which it can
be noted that as Cr decreases, the system efficiency χ of A-CAES decreases monotonically,
the χ of pure I-CAES increases monotonically, whilst the χ of I-CAES-HR increases at first
but begins to decrease after Cr reaches its optimal value. This is because the heat capacity ratio
Cr has different meanings for different CAES systems. For A-CAES, lower Cr means lower
TES temperature, unnecessary irreversibility and higher heat transfer and auxiliary losses.
Therefore, Cr should always be fixed at one for A-CAES. For pure I-CAES, however, lower Cr

means less temperature variation and higher isothermal efficiency ηiso, which then increases
the system efficiency χ . For I-CAES-HR, though lower Cr also means higher isothermal
efficiency ηiso and lower auxiliary losses, it increases the pumping work as well, which lead
to an optimal Cr for I-CAES-HR due to the two conflicting effects. The unit storage cost Z
of each CAES generally increases with the heat capacity ratio Cr, as more thermal fluid and
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more expensive TES is required for lower Cr. However, it is worth mentioning that the pure
I-CAES needs far less thermal fluid than the other two CAES systems, as thermal energy is
not stored within the pure I-CAES. Therefore, the increase in Z is less significant for pure
I-CAES system.

The effects of system frequency f , droplet diameter d and droplet velocity u on roundtrip
efficiency and unit cost are shown in Figs. 6.11b to 6.11d. Recall that the temperature differ-
ence between air and water is determined by these variables, so as ṗτ decreases, I-CAES will
enjoy lower heat transfer losses and higher efficiency ηI. Unsurprisingly, the system efficiency
of both I-CAES systems decrease with system frequency f and droplet diameter d, as shown
in Figs. 6.11b and 6.11c respectively, but increases with the droplet velocity u, as shown in
Fig. 6.11d. This is due to the increase in equivalent heat exchanger effectiveness ε , as shown
in Eq. (6.8). Figs. 6.11b and 6.11c also show that the I-CAES-HR is more sensitive to ṗτ than
I-CAES. This is because the I-CAES-HR recycles part of its thermal energy at the expense of
higher pumping loss, therefore, as ṗτ increases, the stored thermal energy cannot be fully used
but the pumping loss remains high, which makes its efficiency χ lower than that of I-CAES.
Increasing the droplet velocity u not only increases the efficiency ηth but also the pumping loss
ξpmp, as higher pressure difference ∆p = ρu2/2 is required for droplets injection. Therefore,
there is a tradeoff between ηth and ξpmp, as well as an optimal u for this tradeoff. As for the
unit storage cost Z, it is notable that Z decreases rapidly with frequency f , as indicated by Eq.
(6.19), but generally remains constant as u and d varies.

6.5.3 Effect of compressor/expander parameters

Figs. 6.12a to 6.12c show respectively the impact of polytropic efficiency η , heat leakage
factor αleak and pressure loss factor fp on efficiency and cost. It is notable that increasing the
polytropic efficiency of compressors and expanders results in a more or less linear increase in
overall efficiency, with the I-CAES systems slightly more sensitive to this increase than the
A-CAES, as shown in Fig. 6.12a. The unit storage cost of I-CAES systems, however, reveals
an opposite trend to that of the A-CAES. This is because the compressor/expander cost of
A-CAES increases with the polytropic efficiency η ; whilst the compressor/expander cost of
I-CAES systems is independent of η , as shown in Eq. (6.19). However, the shape of these
curves is of course dependent on the form of compressor/expander cost equations which, as
already noted, are subject to some uncertainty. The impacts of nominal polytropic efficiency
ηnom and cost ratio kr on the optimization results will be analyzed in Chapter 8.

The heat leakage factor αleak is included in this chapter (whilst ignored in other chapters)
because heat leakage is useful for improving the I-CAES performance, and liquid piston and
reciprocating devices are often deployed to enhance αleak. From Fig. 6.12b, it can be noted
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Figure 6.12: Variation of system efficiency and unit cost with various compressor/expander
parameters: (a) Polytropic efficiency η (b) Heat leakage factor αleak (c) Pressure loss factor
fp (d) Waste heat temperature Tf
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that the efficiency of A-CAES decreases slightly with the heat leakage factor αleak; whilst the
efficiency of I-CAES systems increases slightly with it. This is because A-CAES can recycle
the thermal energy generated during compression and higher αleak means more heat leakage
loss; whilst the I-CAES systems can only recycle part (or none) of the thermal energy and
higher αleak only makes it closer to ideal isothermal processes. Meanwhile, the unit stor-
age cost of all CAES increases slightly with αleak because higher αleak means lower specific
work and higher mass flowrate ṁ, which then increases the capital cost of isothermal com-
pressor/expander. It is worth mentioning that the impact of αleak on efficiency and cost are
relatively insignificant, which means increasing αleak is not an ideal method for improving
isothermal efficiency ηiso.

The pressure loss factor fp is included in this chapter because reciprocating devices are
often employed as the isothermal compressor/expander, the value loss of which are often too
large to be ignored. Increasing the pressure loss factor fp of compressors and expanders results
in more or less linear decrease in system efficiency, with χ reducing by roughly 1.0 percentage
point for each percentage point increase in pressure loss factor fp, as shown in Fig. 6.12c. The
reduction rate actually depends on the pressure ratio per stage β , with more rapid reduction
at low β and high Nstg. Therefore, A-CAES might have the highest pressure loss due to its
high Nstg and low β in reality. However, it should be noted that the pressure loss factor fp is
only significant for reciprocating devices but becomes negligible in turbomachinery. The unit
storage cost of all CAES generally remains unchanged with fp, despite the rapid reduction in
χ .

The impact of waste heat recovery on I-CAES are shown in Fig. 6.12d, from which it can
be noted that the improvement in efficiency is significant even if the waste heat temperature Tf

is relatively low. It is worth mentioning that the waste heat integration cannot be easily applied
to A-CAES and I-CAES-HR, because there is already a TES system within them.

6.6 Loss and cost distributions of the standard designs

The main results for the nominal designs of the three CAES are shown in Table 6.3. In the
nominal cases, the I-CAES-HR has higher efficiency and lower cost than the Pure I-CAES,
and the A-CAES has the worst performance of the three CAES systems. It will be useful to see
how this has been achieved, and how the losses and costs are distributed amongst the different
components. This information is provided in the histogram of Fig. 6.13.

For both the I-CAES and I-CAES-HR, losses are dominated by the irreversibility in the
compressors and expanders. Compression losses are slightly greater than expansion losses
because it has been assumed that these processes have the same polytropic efficiency (ηc =
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Table 6.3: Main results for the standard designs

A-CAES Pure I-CAES I-CAES-HR

System Efficiency 54.1% 63.9% 66.3%
Cost per kWh 151$/kWh 139$/kWh 121$/kWh
Capital Cost 41.4M$ 41.1M$ 36.1M$

Net Output Work 274MWh 296MWh 298MWh
Net Input Work 506MWh 464MWh 449MWh
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Figure 6.13: Loss and cost distributions of different I-CAES and A-CAES with standard de-
signs: (a) Loss distributions (b) Cost distributions

ηe = η), which gives (for a given pressure ratio) ∆sc/∆se = 1/η . It is possible that slightly
better designs might be realized if this assumption were relaxed. For the A-CAES, the largest
loss is associated with the TES and is mainly due to the irreversible heat exchange caused
by the low Cr. This TES loss is also the second largest one for Pure I-CAES, however, it is
caused by the heat leakage instead because thermal exergy is not stored but simply dissipated
into the environment in the Pure I-CAES. For I-CAES-HR, the TES loss is negligible because
there is neither heat exchange nor leakage loss in its TES and the water is simply stored in
it at near ambient temperature. Instead, the next biggest loss for I-CAES-HR is the pumping
loss because the ambient water need to be pumped to high pressures before being injected
into the isothermal compressor/expander, and this work can hardly be recycled. Finally, the
loss category labeled “cavern” includes direct cavern losses plus exergetic losses due to air
being returned to atmosphere after discharge at a temperature above/below T0. This category
is slightly larger for A-CAES because during discharge, its exit temperature is below ambient
due to the inefficient heat exchange of TES system.



6.7 Summary 147

Fig. 6.13b shows that the isothermal compressor/expander cost forms a dominant part in
the I-CAES-HR, whilst the heat exchanger cost of A-CAES and I-CAES is comparable to
that of its compressor/expander. However, the heat exchanger cost of I-CAES can be signif-
icantly reduced because cheap heat exchangers with low NTU but Cr ≈ 0 can achieve high
effectiveness ε and efficiently dissipate the waste heat, whilst in the A-CAES, a large portion
of its input exergy is stored in the TES and the heat capacity ratio Cr should be fixed at one.
It is also notable that there is no TES cost in the Pure I-CAES, as all of its thermal exergy is
dissipated via the auxiliary heat exchangers. On the other hand, the thermal exergy of water
is recycled and stored in the TES in I-CAES-HR. Therefore, there is no heat exchanger cost
but only TES cost in I-CAES-HR. It is worth mentioning that the TES cost is relatively low
because the thermal fluid (ambient water) and the containment vessel (water tanks) are both
very cheap.

6.7 Summary

In this chapter, an approximate thermodynamic model has been built for the isothermal com-
pressor/expander, and this model is integrated into the I-CAES with and without heat recy-
cling. The expressions of isothermal efficiency, aerodynamic and thermodynamic losses are
derived and this model is validated with more detailed and accurate numerical models. After
that, parametric studies are carried out for both Pure I-CAES and I-CAES with heat recycling
(I-CAES-HR), and their results are compared with each other. It is found that some parameters
of the I-CAES, such as kr, ηnom and ṗτ , is subject to significant uncertainty, and the impacts
of these parameters on the final optimization results will be dealt with in Chapter 8. From this
chapter, it can be concluded that:

1. The isothermal efficiency ηiso is determined by three factors, namely the combination
ṗτ , the heat capacity ratio Cr and the polytropic efficiency η . The combination ṗτ is
further determined by the system frequency f , droplet diameter d and droplet velocity
u. If the droplet velocity u is negligible, then the system frequency f and the square of
droplet diameter d2 has the same effect on the system efficiency.

2. The losses within the isothermal compressor/expander can be divided into the aerody-
namic and thermodynamic loss. The aerodynamic loss is only determined by the poly-
tropic efficiency η and the pressure ratio β , and is independent of the heat transfer with
water and the inlet temperature of air. The thermodynamic loss first increases but then
decreases with ṗτ , resulting in a peak ξT,max at (ṗτ)max. With the heat capacity ratio Cr

increasing, both ξT,max and (ṗτ)max decreases accordingly.
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3. The effect of mass transfer on the isothermal compression/expansion depends on the
type of fluid as well as the average temperature and pressure. The effect of mass transfer
is less significant at high pressure and low temperature operating conditions. For water,
the effect of mass transfer should be considered and the liquid mass should be adjusted
accordingly, whilst for the mineral oil, the effect of mass transfer can be ignored without
causing much error.

4. The heat transfer loss is the dominant loss within the I-CAES system, therefore, in order
to achieve higher system efficiency, the pressure ratio per stage β should be reduced,
which means lower cavern maximum pressure pmax and more stages Nstg. For the I-
CAES with heat recycling (I-CAES-HR), the pumping loss and capital cost of water
tanks should be considered separately. The system efficiency of I-CAES can also be
increased by reducing ṗτ , however, changing any factor of ṗτ may cause an increase in
capital cost, and the tradeoff between efficiency and cost must be considered.

5. For both I-CAES and I-CAES-HR, the losses are dominated by the compressor/expander
ones, and the next largest loss for I-CAES is the heat leakage loss within auxiliary heat
exchangers; whilst for I-CAES-HR the second largest loss is the pumping loss within
the isothermal compressor/expander.



Chapter 7

Liquid Air Energy Storage

7.1 Introduction

Liquid Air Energy Storage (LAES) refers to the process of cryogenically cooling and lique-
fying air using off peak energy and then allowing its expansion through a series of turbines
when the energy demand exceeds its supply. Compared with CAES, LAES is not bound by
the specific geographical and geological requirements, and the energy density of liquid air is
much higher than that of the compressed air. A key milestone for LAES was the completion
and testing of a 350 kW/2.5 MWh demonstration plant by Highview, which is based on a
Claude liquefaction cycle during charge and a Rankine cycle during discharge. Since then,
there is a number of literature on the thermodynamic analysis and performance improvement
of LAES [37–39, 97, 98, 102]. However, some earlier LAES designs (particularly those before
2000) cannot efficiently recycle and reuse the “hot energy” generated by compression during
charge and the “cold energy” released by the liquid air during discharge, which impairs their
roundtrip efficiency. In addition, some LAES systems make use of a complicated multi-stream
heat exchanger (or a “cold box”), which could be beneficial for the heat transfer loss reduc-
tion but will inevitably make the system more complicated and the results more difficult to
interpret.

As a result, in this chapter, a simple but efficient LAES has been introduced, and its stable
operation requirements have been analyzed in detail. Both the packed bed thermal reservoir
and the heat exchanger with thermal fluid tanks have been used as the cold TES, and their
performance are compared with each other. The phenomena unique to the LAES, such as the
pinch point problem and thermal shock wave, have been studied in depth, and the impacts of
TES materials and operating pressure on these phenomena are also considered. After that,
parametric studies are conducted to find the relative sensitivity of LAES performance to vari-
ous parameters. Finally, the drawbacks of LAES are pointed out and the methods for potential
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Figure 7.1: Schematic diagram of the various air liquefaction systems: (a) Linde-Hampson
system (b) Claude system

improvement are also given. In Chapter 8, the LAES with liquid TES will be optimized and
compared with other energy storage systems.

7.2 Cycle layouts

A typical LAES comprises of three primary processes: air liquefaction, energy storage and
power recovery. Depending on the types of air liquefaction unit, LAES can be further divided
into the Linde-Hampson and the Claude system. The Linde-Hampson system is shown in
Fig. 7.1a, from which it can be noted that if there is no pre-stored “cold energy” available,
then it will use the flash gas (unliquified air vapour) to liquefy the incoming gas. As a result,
it suffers from low efficiency due to the throttling losses and the compression of flash-gas.
However, since the LAES is an integrated system, a Cryogenic Energy Storage (CES) system,
or a cold TES, can be deployed to recycle the “cold energy” of liquid air and enhance the
system efficiency. The cold TES operates over a wide temperature range between 80 K to
300 K. Therefore, it usually employs a large multi-stream heat exchanger system with several
different thermal fluids to cover the temperature range and minimize the heat transfer loss.

The schematic diagram of the Claude system is shown in Fig. 7.1b. It uses the cold
generated from the expansion of compressed air to liquefy the mainstream air, and is claimed
to be much more efficient than the Linde - Hampton system. However, as mentioned above,
this is due to the fact that there is no pre-stored “cold energy” available in a stand-alone air
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liquefaction plant, which is not the case for an “adiabatic” LAES system. Therefore, during
the stable operations of an adiabatic LAES, it is unnecessary to use additional expansion to
get extra cold, and the Claude cycle may only be useful for the starting process of LAES when
the cold TES is completely discharged.

Therefore, a modified Linde - Hampson LAES with an efficient CES will be analyzed in
detail in this chapter. Its schematic diagram is shown in Fig. 7.2. During charge, the ambient
air is compressed in the compressor, stores its thermal exergy in the hot TES and finally
releases its extra heat in the auxiliary heat exchanger to reduce its temperature to ambient
value. This process is usually repeated one or two times before the compressed air is split
into two flows: the mainstream flow absorbs the “cold energy” from the cold TES and the
rest auxiliary flow absorbs the “cold energy” from the flash-gas. Finally, the two flows are
mixed and expanded in a cryogenic expander (or throttled through a valve) to further reduce
its temperature. The generated liquid-vapor mixture is then separated: the liquid air is stored in
a cryogenic tank whilst the vapor (flash-gas) is circulated through an auxiliary heat exchanger
to recycle its “cold energy”. After that, the ambient temperature flash-gas is mixed with the
incoming air for the next cycle. For the liquid LAES (LAES with liquid TES only), the cold
TES and auxiliary auxiliary heat exchanger in Fig. 7.2 could be replaced by a multi-stream
heat exchanger (or a “cold box”). For the solid LAES (LAES with solid TES only), however,
the multi-stream heat exchanger cannot be employed. Therefore, in order to better compare
these two types of LAES systems, the auxiliary heat exchanger is separated from the cold
TES, and the compressed air is separated before entering these two components, as shown in
Fig. 7.2.

7.3 System modelling

7.3.1 Modelling of the heat exchanger

Unlike other energy storage systems, the working fluid (supercritical air) of LAES is operated
around its critical point in the cold TES. Therefore, the ideal gas assumption is no longer
valid and the pinch point problem caused by heat capacity variation must be considered. This
challenge has been well addressed by Pau Farres-Antunez [7, 49], and his method is included
here for the sake of completeness. Similar to the heat exchanger introduced in Chapter 4, the
counterflow concentric-tube design and the ε −NTU method are still adopted, and the heat
capacity ratio Cr is still set as one, but the heat exchanger effectiveness ε is defined as:

ε =
Q̇

Q̇max
(7.1)
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where Q̇max represents the maximum heat transfer rate - i.e. that of an infinitely large heat
exchanger. If the working fluid is ideal gas and the heat capacity variation is negligible, then
ε = 1 means there is no temperature difference everywhere within the heat exchanger and the
ε −NTU method here is essentially the same with that in Chapter 4. However, if the fluids
exhibit cp variation, then ε = 1 means the temperature difference is zero just at the pinch point
but not elsewhere, which implies that the process is still irreversible. In this study, Q̇max is
therefore found by imposing zero temperature difference at the pinch point for the give mass
flowrate and inlet conditions. As shown by Fig. 7.5, the pinch point appears either somewhere
in the middle of the heat exchanger or at points Q = 0 (left end) or Q = 1 (right end). If it
happens in the middle, then the temperature difference ∆T

(
Q̇
)
= Th

(
Q̇
)
−Tc

(
Q̇
)

has a local
minimum at that point, which implies:

dTh
(
Q̇
)

dQ̇
=

dTc
(
Q̇
)

dQ̇
(7.2)

If the changes in kinetic and potential energy within each stream is neglected, then the
steady-flow energy equation can be written in the following differential form:

dQ̇ = ṁdh = ṁ

[(
∂h
∂T

)
p

dT +

(
∂h
∂ p

)
T

dp

]
≈ ṁcpdT (7.3)

where the right hand side of Eq. (7.3) is exact for perfect and semi-perfect gases, and a good
approximation for real fluid as long as the pressure loss within the heat exchanger is small.
Therefore, combining Eq. (7.2) with Eq. (7.3) leads to:

ṁhcp,hTp,h = ṁccp,cTp,c (7.4)

Since there is no temperature difference at the pinch point when ε = 1, the possible pinch
point temperature Tp could be find through Eq. (7.4) by examining the ṁcp variation between
Tc and Th. Tc and Th corresponds to the minimum and maximum temperature limit respec-
tively:

Tc = max
(
Tc,1,Tliq,min

)
Th = min

(
Th,2,Tliq,max

)
where Tliq,min and Tliq,max are the minimum and maximum allowable temperature of the ther-
mal fluid respectively, whereas Tc,1 and Th,2 are the inlet temperature of the cold fluid and hot
fluid respectively. The subscripts 1 and 2 respectively correspond to the left and right hand
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side of a T −Q diagram during a heating process, such as Figs. 7.5b and 7.5d. If the thermal
fluid has a wide allowable temperature range, then the inlet temperature of the two fluids will
be used as range to search for Tp and Q̇max; otherwise, the allowable temperature of thermal
fluids will place a limit on the search range in order to prevent the thermal fluid from boiling
or freezing.

If the pinch point temperature Tp is found in the middle of Tc and Th, then the heat transfer
rate Q̇T,p could be calculated by:

Q̇T,p = ṁc

∫ Tp

Tc

cp,cdTc + ṁh

∫ Th

Tp

cp,hdTh (7.5)

The heat transfer rate Q̇T,p given by Eq. (7.5) could be the maximum heat transfer rate
Q̇max if the equal local heat capacity rate indeed represents the minimum of ∆T

(
Q̇
)
. However,

the condition of equal local heat capacity rate could also represent a maximum of ∆T
(
Q̇
)
, in

which case Eq. (7.5) would not be valid and the pinch point would occur at either 1 (left end)
or 2 (right end) instead. Suppose that the pinch point occurs at 1, then the outlet temperature
of the hot fluid Th,1 equals Tc and the heat transfer rate Q̇T,1 is:

Q̇T,1 = ṁh

∫ Th,2

Tc

cp,hdTh (7.6)

Similarly, if the pinch point occurs at 2, then the outlet temperature of the cold fluid Tc,2

equals Th and the heat transfer rate Q̇T,2 is:

Q̇T,2 = ṁc

∫ Th

Tc,1

cp,cdTc (7.7)

It can be shown that the actual value of the maximum heat transfer rate must be the mini-
mum of the three integrals, which in turn indicates the actual pinch point location.

Q̇max = min
(
Q̇T,1, Q̇T,2, Q̇T,p

)
(7.8)

Then the actual value of total heat transfer rate Q̇ can be calculated from Eq. (7.1), and
the outlet temperature of the hot and cold fluids can be calculated from the enthalpy change
indicated by the total heat transfer rate Q̇.

7.3.2 Modelling of the cryogenic system

Since the cryogenic pump and the cryo-turbine operate in (or near) the liquid phase, where
the density change with pressure is insignificant, the simple isentropic efficiency η is used to
model their performance. The work consumed by the cryogenic pump wpmp or extracted by
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the cryo-turbine wturb is given by:

wpmp =
∫ pd

p0

dp
ηρ

(7.9)

wturb =
∫ pc

p0

ηdp
ρ

(7.10)

where ρ is the average density of saturated liquid air.
The costs of a cryogenic pump and a cryo-turbine are respectively [119]:

Zpmp = 3540W 0.71
pmp (7.11)

Zturb = 6000W 0.7
turb (7.12)

where Wpmp and Wturb are the power output of the cryogenic pump and cryo-turbine respec-
tively (Unit: kW), which can be obtained by multiplying Eqs. (7.9) and 7.10 with the dis-
charging and charging mass flowrate respectively; whilst Zpmp and Zturb are the purchase cost
of the cryogenic pump and cryo-turbine respectively (Unit: USD).

The purchase cost as well as the isentropic efficiency of the cryogenic pump and cryo-
turbine are subject to significant uncertainty. However, since the corresponding work term is
very small, their impact on the unit storage cost Z is negligible.

7.4 System analysis

In order for the LAES to operate stably and sustainably, the “cold exergy” released by 1 kg of
liquid air during discharge must be sufficient for producing (at least) the same amount of liquid
air during charge, or otherwise the produced liquid air will become less and less after cycles of
operation and the LAES will stop working eventually. This operating stability challenge will
be addressed in Section 7.4.1, where it is found that for each 1 kg of liquid air, there should be
(1+α) kg of air being compressed and cooled in the hot TES, then 1 kg of the compressed
air is liquefied by the cold TES whilst the rest α kg is liquefied by the flash-gas. That way, the
cold TES will get replenished by the 1 kg of liquid air during discharge, and the “hot exergy”
for 1 kg of air will also be absorbed from the hot TES. The excess “hot exergy” for α kg of
air will simply be dissipated as storage losses in this thesis, though it has been pointed out in
Ref. [133] that this exergy can also be used for organic Rankine cycle (ORC). The impact of
storage media and operating pressure on the solid and liquid TES will also be discussed in
Sections 7.4.2 and 7.4.3 respectively.
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Figure 7.2: Schematic diagram of an adiabatic LAES system

7.4.1 Stability analysis

Most energy storage systems, such as CAES and PTES, store electricity in the form of pressure
or thermal potential during charge; whilst during discharge, the stored available energy is
completely released and converted back into electricity. The LAES, however, must charge up
the cold TES during discharge and then release the pre-stored “cold exergy” during charge,
which is opposite to the desired direction. This characteristic of LAES not only drags down its
energy density but also gives rise to the challenge of stable operation. For example, if a LAES
always uses more “cold exergy” during charge than it can replenish during discharge, then the
pre-stored cold exergy will finally be depleted after several cycles of operation. Therefore,
in order for LAES to operate stably and sustainably, at least the same amount of cold exergy
must be replenished during discharge as the amount consumed during charge.

Fig. 7.2 shows an adiabatic LAES with both “hot” and “cold” thermal energy recycling.
The hot and cold TES are employed for the recycling task respectively, however, they are al-
ways operated in the opposite direction. For example, during charge the hot TES is storing
exergy whilst the cold TES is releasing exergy for air liquefaction. Due to the irreversibility
of the LAES system, the air cannot be fully liquefied after the cryogenic turbine (or throttle
valve) and the leftover vapour (flash-gas) will be recirculated through the auxiliary heat ex-
changer and mixed with the incoming ambient air. The efficiency of the liquefaction process
is measured by the vapour quality x, which refers to the vapour fraction in a saturated mixture,
x = mv/(mv +ml). Since there is no air accumulators or buffer tanks in the LAES system,
as shown in Fig. 7.2, for each unit of ambient air flowing into the system, it will finally be
liquefied and store in the liquid air tank. Therefore, if we assume the incoming ambient air is



156 Liquid Air Energy Storage

1 kg and the flash-gas is α kg, then the vapour quality can be expressed as:

x =
α

1+α
(7.13)

After some simple transformation, the mass of flash-gas is α = x/(1− x). From Fig. 7.2,
it can be noted that the mass of air flowing through the compressor and hot TES is (1+α) kg,
whilst the mass of air flowing through the cold TES is (1+α −ωα), as long as we assume
the mass ratio between the supercritical air and flash-gas is ω for the auxiliary heat exchanger.
During discharge, the stored 1 kg liquid air will be pumped to pd before flowing through the
cold TES to replenish cold exergy for it. If the cold TES consists of heat exchangers and liquid
tanks, then the cold fluid replenished during discharge ωd must be larger or at least equal to the
cold fluid consumed during charge ωc (1+α −ωα) in order for the system to operate stably.
After some simplification, we have:

ωd = ωc

[
1+(1−ω)

x
1− x

]
(7.14)

where ωd and ωc refers to the mass ratio between the cold thermal fluid and supercritical air
of the main heat exchangers of cold TES during discharge and charge respectively. From Eq.
(7.14), it can be noted that the discharging mass ratio ωd should be adjusted for different x, if
the auxiliary heat exchanger is operated at its optimal mass ratio ωopt = cp,flash/cp,critical < 1.
This is especially difficult if the vapour quality x is not precisely known before the calcula-
tion or the value of x keeps varying during charge, such as the LAES with solid TES where
the thermal front may come out of the reservoir. Therefore, in this thesis, the mass ratio of
auxiliary heat exchanger ω is fixed at one so that the mass ratio of cold TES is always the
same during charge and discharge, ωd = ωc. As a result, the auxiliary heat exchanger may
not operate at its optimal mass ratio ωopt and thus impairs the system efficiency. But it lends
more stability to the LAES and makes different LAES more comparable. Hence, if the cold
TES is enough efficient, which means most of supercritical air will flow through the cold TES
rather than the auxiliary heat exchanger, the penalty on system efficiency caused by ω = 1 is
insignificant and outweighed by the benefits it brings to the LAES systems.

The charging mass ratio of the main heat exchanger in liquid TES ωc is set as its optimal
value ωc,opt = cp,critical/cp,fluid whilst the discharging mass ratio ωd is equal to the charging
one, ωd = ωc. Therefore, if the operating condition of discharging process is different from
the charging one, ωd may also deviate from its optimal value ωd,opt. However, setting ωd = ωc

can ensure the LAES will not rely on external supply of cold fluid (or cold exergy) and thus
make the system operation much simpler.
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7.4.2 Impact of the storage media

Thermal front of the solid TES

In order to increase the energy density and reduce the cost of the solid TES, materials with
high volumetric heat capacity ρmcp,m, which is the product of molar heat capacity cp,m and
molarity ρm, is preferred as the packing materials. In 1819, Dulong and Petit discovered that
the molar heat capacity cp,m of many solid elements is about 3R, where R is the universal
gas constant, and their molarity ρm (the reciprocal of molar volume vm) is also very roughly
constant. This means the volumetric heat capacity of many solid elements is constant at room
temperature. However, the Dulong-Petit law is only valid when the temperature is significantly
higher than the Debye temperature θD of the solid elements, and in the cryogenic temperature
region, the volumetric heat capacity ρmcp,m begins to drop rapidly to zero, as shown in Fig.
7.3a, and the Debye model works well under such condition. For example, the variation of
volumetric heat capacity of boron, iron and lead are shown in Fig. 7.3a, from which it can
be noted that the heat capacity ρmcp,m of boron begins to drop at high temperature whilst that
of lead only begins to fall at very low temperature. This is because the Debye temperature of
boron (θD = 1362 K) is much higher than that of the lead (θD = 87 K), and that of the iron (θD

= 373 K) is in the middle of the two.
The variation of volumetric heat capacity ρmcp,mof solid materials not only has an impact

on the size and cost of the solid TES, it also influences the shape of the thermal front in
the reservoir, which then determines the TES losses and system efficiency. For example, the
thermal fronts of solid TES with boron, iron and lead are shown in Figs. 7.3b, 7.3c and 7.3d
respectively, from which it can be noted that there is a thermal wave ’catch-up’ phenomenon
in each cold TES, and the solid TES with boron as the packing materials has the sharpest
thermal front and highest temperature difference. As shown in Ref. [59], the thermal wave
speed U⃗ is given by:

U⃗ =
Gcp,g

ρscs (1− ε)
(7.15)

From Eq. (7.15) it can be noted that the lower the volumetric heat capacity ρscs = ρmcp,m,
the higher the thermal wave speed U⃗ . Therefore, since the boron has the fastest volumetric heat
capacity ρscs reduction of the three within the temperature range (83 ~ 298 K) considered here,
the losses caused by its thermal shock wave is also the highest, as shown by the temperature
difference in Fig. 7.3b. From Figs. 7.3c and 7.3d it can be found that the losses of the
iron-packed and lead-packed thermal reservoir are relatively similar, but the former has much
smaller size than the latter, as shown by the reservoir length in Figs. 7.3c and 7.3d. This
is because the average volumetric heat capacity of iron ρscs is almost twice that of lead and
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Figure 7.3: Heat capacity of different materials (Fig. 7.3a) and thermal wave propagation of
cold TES with (b) boron (B), (c) iron (Fe) and (d) lead (Pb)

boron within the temperature range considered (83 ~ 298 K), as shown in Fig. 7.3a. There is
evidence that the oxide of metal has even higher volumetric heat capacity [134, 135], therefore,
haematite (Fe2O3) is selected as the packing materials for both the hot and cold TES due to
its high volumetric heat capacity ρscs, low heat capacity variation at cryogenic temperature,
wide temperature range and low capital cost. The magnetite (Fe3O4) is not used here due to
an erratic point caused by crystalline phase transition at cryogenic temperature (around 115
K) [136].

Pinch points of liquid TES

Unlike the packing materials of solid TES which have wide temperature range and varying
volumetric heat capacity ρscs, the thermal fluids usually have much narrower operating tem-
perature range but relatively constant heat capacity, as shown in Fig. 7.4a. Meanwhile, the
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Figure 7.4: Specific heat capacity variation of (a) different thermal fluids and (b) supercritical
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heat capacity of supercritical air (the working fluid) varies significantly as it approaches the
critical temperature (Tcrit = 132.5 K) and critical pressure (pcrit = 37.9 bar), as shown in Fig.
7.4b. This heat capacity variation gives rise to the pinch point problem in the heat exchanger
of liquid TES, which limits the maximum heat transfer rate Qmax and causes irreversibility
even in an infinitely large heat exchanger with ε = 1, as discussed in Section 7.3.1. It can
also be noted from Fig. 7.4a that there is no single fluid that can cover the temperature range
required for the supercritical air cooling (or heating) process by itself, therefore, at least two
main heat exchangers and two types of thermal fluids are used in series as the cold TES. In
this thesis, methanol (177 ~ 336 K) and propane (87 ~ 230 K) are selected as the thermal fluid
and used together to cover the cold TES temperature range, as proposed in Ref. [101, 102].
They enjoy the merits of low cost, wide availability and environmental benignity.

Fig. 7.5 shows the temperature distribution inside the two heat exchanger of the cold
TES. The operating parameters of this LAES are summarized in Table 7.1, with the exception
that the heat exchanger effectiveness ε is set as one here to better illustrate the pinch point
problem. From Figs. 7.5a and 7.5c it can be noted that the charging mass ratios ωc are at their
optimal value ωc,opt so that the temperature difference is zero at the pinch points whilst the
discharging mass ratio ωd slightly deviate from its optimal value ωd,opt for the sake of system
stability, which are in accord with the analysis in Section 7.4.1. It can also be noted from Fig.
7.5 that both propane and methanol varies within the same temperature range during charge
and discharge, which means the LAES system has reached equilibrium after several cycles of
operation.
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Figure 7.5: Temperature distribution inside the main heat exchanger of cold TES: (a) Methanol
stage during charge (b) Methanol stage during discharge (c) Propane stage during charge (d)
Propane stage during discharge
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7.4.3 Impact of pressure on the TES

Thermal front of the solid TES

The temperature profile of the solid TES not only depends on its initial or previous state but
also depends on the propagation speed of the thermal wave. Therefore, estimating its impact
on the system efficiency is not an easy task. From Eq. (7.15) and Section 7.4.2, we know
that the variation of solid heat capacity cs influences the speed and shape of the thermal front.
In fact, the variation of supercritical air heat capacity cp,g with pressure and temperature, as
discussed in Section 7.4.2, also has an important impact on the thermal wave speed U⃗ . For
example, the thermal front speed U⃗ of the cold TES as a function of temperature at different
pressure levels are shown in Fig. 7.6, from which it can be noted that the propagation speed
U⃗ of the cold region tends to be higher than that of the hot region, which means there tends
to be a thermal wave ’catch-up’ in the cold TES. Besides, it can also be noted that there is
a peak in the propagation speed U⃗ around the critical temperature (Tcrit = 132.5 K) at low
pressure levels, and the peak gradually flattens as the charging pressure pc increases. This is
in accord with the prediction in Eq. (7.15) and Fig. 7.4b, and the impact of speed variation on
the thermal fronts of solid TES are shown in Fig. 7.7.

Figs. 7.7a and 7.7c show the thermal fronts of a charging cold TES at 50 bar and 200 bar
respectively. The utilization factor of both TES are set as Π = 1.0 and other parameters are
summarized in Table 7.1. From Figs. 7.7a and 7.7c, it can be noted that the thermal front at
50 bar is much steeper than the one at 200 bar, which prevents the thermal front from coming
out of the cold TES and reduces the recirculation losses to some extent. The thermal fronts
have different shape is because the thermal wave speed U⃗ at 50 bar has a peak around the
critical temperature Tcrit, as shown in Fig. 7.6, which prevent the thermal front from spreading
out and becoming too flat. Meanwhile, it can be noted that the cold TES at 50 bar is larger
than the one at 200 bar. This is because the size of the cold TES is determined by the mass
m and average heat capacity cp,g of the supercritical air, Vs = mcp,g/ρscs. As the operating
pressure p increases, more exergy will be stored in the hot TES and the mass of liquid air
m will decrease. Meanwhile, the average heat capacity cp,g of supercritical air also decreases
with operating pressure p, as shown in Fig. 7.4b, which results in smaller cold TES and higher
outlet temperature. Therefore, the average outlet temperature of cold TES at 200 bar is higher
than that at 50 bar, which means higher vapour quality x and recirculation losses.

Figs. 7.7b and 7.7d show the thermal fronts of cold TES at 50 bar and 200 bar respectively
near the end of the discharging process, from which it can be noted that the thermal front
at 200 bar is much steeper than the one at 50 bar, meaning the temperature difference and
thermal losses at 200 bar are much higher. This is also due to the difference in thermal front
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Figure 7.6: Thermal front speed U⃗ as a function of temperature at different pressure levels

speed U⃗ , as shown in Fig. 7.6. At 200 bar, the propagation speed of thermal wave at low
temperature region is always higher than that at high temperature region, which means the
cold front will finally catch up with the hot one and thus results in the formation of thermal
shock wave, as shown in Fig. 7.7d. On the other hand, the propagation speed of thermal wave
at 50 bar peaks around the critical temperature Tcrit, which means the ’catch-up’ phenomenon
will only happen in the intermediate temperature region and thus avoid the formation of full-
scale thermal shock wave, as shown in Fig. 7.7b. Therefore, the thermal losses of cold TES at
200 bar during discharge is also higher than the one at 50 bar, meaning the losses caused by
the cold TES always increases with the operating pressure p.

Pinch point of the liquid TES

As discussed in Section 7.4.2, the pinch point is caused by the difference of the heat capacity
variation of the supercritical air and thermal fluid. Therefore, the higher the operating pressure
is, the less heat capacity variation will the supercritical air have (as shown in Fig. 7.4b), and
the lower losses will be caused by the pinch point. This is in accord with the findings in Fig.
7.8, where the temperature profiles of the heat exchanger with propane as the thermal fluid are
shown. The operating pressures in Figs. 7.8a and 7.8b are fixed at 50 bar whilst the pressure
in Figs. 7.8c and 7.8d are 200 bar. Other operating parameters are summarized in Table 7.1.
From Fig. 7.8, it can be noted that the average temperature difference between air and fluid at
50 bar is much higher than that at 200 bar, which means the thermal losses of cold TES are
higher at low operating pressure. Meanwhile, it can also be noted from Figs 7.8a and 7.8c that
the outlet temperature of the cold TES at 50 bar is much higher than that at 200 bar, which
means the vapour quality x and recirculation losses are much higher at low operating pressure.
Therefore, even if the heat exchanger effectiveness ε is fixed, the thermal losses caused by the
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Figure 7.7: The impact of operating pressure on the thermal front of solid TES: (a) pc = 50bar
during charge (b) pd = 50bar during discharge (c) pc = 200bar during charge (d) pd = 200bar
during discharge
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Figure 7.8: The impact of operating pressure on the pinch points of propane stage heat ex-
changer: (a) pc = 50bar during charge (b) pd = 50bar during discharge (c) pc = 200bar
during charge (d) pd = 200bar during discharge

pinch point will still decrease monotonically with the operating pressure.

7.5 Impact of pressures on the system efficiency

7.5.1 Operating pressure p

The impact of operating pressure p on the system efficiency χ of LAES with solid and liquid
TES are shown in Figs. 7.9a and 7.9b respectively. The charging and discharging pressure are
assumed equal here (pd/pc = 1) and the nominal values of other parameters are summarized
in Table 7.1. From Fig. 7.9a it can be noted that the system efficiency χ of solid LAES (LAES
with solid TES) first decreases but then increases with the operating pressure p. This is due to
two conflicting variation of losses: the cold TES losses increases with the operating pressure
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Table 7.1: The nominal, minimum and maximum design variable values of LAES for the
parametric and optimization study

pc (bar) pd/pc NTU η Π dp (mm) L/D

Nominal 100 1.00 19.00 0.85 1.00 15.0 1.00
Minimum 50 0.50 9.00 0.80 0.50 5.00 0.20
Maximum 200 2.00 99.0 0.90 1.50 30.0 5.00

p, as discussed in Section 7.4.3; whilst the auxiliary heat exchanger losses decreases with the
operating pressure p. As p increases, the average heat capacity of supercritical air cp,critical

decreases, and the optimal mass ratio of the auxiliary heat exchanger ωopt = cp,flash/cp,critical

increases accordingly, thus making the actual mass ratio ω = 1 closer to its optimal value. The
unit storage cost Z of the solid LAES increases monotonically with the operating pressure p
because the capital cost of pressure vessel increases linearly with p. Therefore, the solid LAES
should be operated at low pressure for better thermo-economic performance.

Fig. 7.9b shows that the system efficiency χ of liquid LAES (LAES with liquid TES)
increases monotonically with the operating pressure p, mainly because of the reduction in cold
TES losses, as discussed in Section 7.4.3. The unit storage cost Z of liquid LAES, however,
decreases monotonically with the operating pressure p. This is because as p increases, the
hot TES temperature increases, and as a result, the mass and mass flowrate of supercritical
air decreases accordingly. Since the capital cost of compressor/expander and TES system is
proportional to the mass and mass flowrate of the working fluid, the capital cost of liquid
LAES decreases with p, hence resulting in an increase in unit storage cost Z. Therefore, the
liquid LAES should be operated at high pressure for better thermo-economic performance.

It can also be noted from Fig. 7.9 that both the system efficiency χ and unit storage cost
Z of solid LAES tends to be higher than those of liquid LAES. At low pressure (50 bar), the
unit storage cost Z of solid LAES and liquid LAES are relatively similar.

7.5.2 Pressure ratio pd/pc

The impact of pressure ratio pd/pc on the system efficiency χ and unit storage cost Z of solid
and liquid LAES are shown in Figs. 7.10a and 7.10b respectively, from which it can be noted
that the system efficiency χ of both solid and liquid LAES first increases but then decreases
with the pressure ratio, resulting in an optimal pd/pc at around 1.5. This is because although
more work Wdis can be extracted at higher discharging pressure pd, the average heat capacity
of supercritical air cp,critical decreases with pd, which means the stored exergy within the cold
TES will decrease accordingly and eventually leads to more charging work Wchg and lower
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Figure 7.9: The impact of operating pressure p on the system efficiency χ and unit cost Z of
the LAES with (a) solid TES and (b) liquid TES

system efficiency χ . In theory, any energy storage system should be made as reversible as
possible, and the discharging and charging pressure should be the same in an ideal LAES
without losses. In practice, the discharging pressure pd should be slightly higher than the
charging one pc in order to counteract the effect of irreversibility if the LAES is dominated by
the compressor/expander losses.

The unit storage cost Z of the solid LAES first decreases but then increases with the pres-
sure ratio, resulting in an minimal Z at round 1.0. This is because the pressure vessel of
solid TES is built according to the maximal pressure of the charging and discharging process.
Therefore, when pd/pc ≤ 1, the capital cost of solid LAES Ztot is constant whilst the the work
output Wdis increases with pd, which causes the unit storage cost Z to decrease at first. When
pd/pc > 1, however, the capital cost of solid LAES Ztot begins to increase rapidly, which off-
sets the increase in Wdis and causes the unit cost Z to rise steadily, as shown in Fig. 7.10a. On
the other hand, the capital cost Ztot of liquid LAES is independent of the operating pressure,
and the unit storage cost Z decreases monotonically with pd as the work output Wdis increases
with it.

7.6 Impact of TES and C/E on system efficiency

7.6.1 Heat exchanger effectiveness ε

The impacts of heat exchanger effectiveness ε on the system efficiency χ and unit cost Z
of solid and liquid LAES are shown in Figs. 7.11a and 7.11b respectively. For the solid
LAES, the heat exchanger effectiveness ε is only for the auxiliary heat exchanger which is
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Figure 7.10: The impact of pressure ratio pd/pc on the system efficiency χ and unit cost Z of
the LAES with (a) solid TES and (b) liquid TES

used for recycling the cold exergy of flash-gas; whilst for the liquid LAES, the heat exchanger
effectiveness ε is for all heat exchangers, including those in the hot and cold TES. From Fig.
7.11, it can be noted that the system efficiency χ of both solid and liquid LAES is a linear
function of the heat exchanger effectiveness ε , but the system efficiency χ of liquid LAES
is much more sensitive to ε than that of the solid LAES. In addition, the unit storage cost Z
of liquid is also much more sensitive to ε than that of the solid LAES, which is due to their
difference in the number of heat exchangers. Increasing the heat exchanger effectiveness ε can
increase the work output Wdis but will also increase the system cost Ztot, and the combination
of these two effects determines the variation of unit storage cost Z. From Fig. 7.11, it can also
be noted that when the heat exchanger effectiveness ε is very high, the system efficiency χ

and unit storage cost Z of liquid and solid LAES are comparable.

7.6.2 Thermal reservoir parameters

The impact of various thermal reservoir parameters on the system efficiency χ and unit storage
cost Z of solid LAES are shown in Fig. 7.12. Similar to the A-CAES, the utilization factor Π,
particle diameter dp and aspect ratio L/D are still used to model the performance of thermal
reservoir. Fig. 7.12a shows the effect of utilization factor Π on the system performance. As
Π increases, more of the reservoir’s capacity is exploited, and the unit storage cost Z falls as
a result. Meanwhile, the system efficiency χ decreases with Π rising, because in an over-
exploited thermal reservoir, the hot or cold air will issue from the exit and cause losses in the
auxiliary heat exchangers. As discussed in Ref. [41], greater utilization also leads to steeper
temperature gradients in the packed bed and consequently higher losses due to irreversible
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Figure 7.11: The impact of heat exchanger effectiveness ε on the system efficiency χ and unit
cost Z of LAES with (a) solid TES and (b) liquid TES

heat exchange between the air and storage media. The cost may continue to fall at high Π, but
eventually the impact of increased losses on the system efficiency χ begins to dominate such
that the curve flattens out.

The effective particle diameter determines the balance between thermal and pressure losses
within the packed bed: smaller particles provide more surface area thereby decreasing heat
transfer losses, but at the expense of a larger pressure drop. Therefore is thus an optimal
particle size at which the efficiency is maximum, as shown in Fig. 7.12b. This optimum will
depend on the air mass flow per unit area G and hence on the reservoir aspect ratio L/D. The
cost of the packing material and the volume it occupies is assumed independent of dp and
therefore the improvement in χ results in a slight decrease in unit storage cost Z.

In conjunction with the particle size, the aspect ratio L/D also affects the balance between
thermal and pressure losses, with long thin reservoirs having efficient heat transfer but larger
pressure drop. Again there is an optimum, as shown in Fig. 7.12c, which will in turn depend
on dp. However, this time there is a rapid increase in cost at low values of L/D which is
due to the “end effects” - i.e., the high surface-to-volume ratio (requiring more insulation and
therefore a larger vessel) and the wasted space in the domed end caps of the pressure vessel.

7.6.3 Compressor/Expander (C/E) polytropic efficiency

The impacts of the polytropic efficiency η of compressors and expanders on the system ef-
ficiency χ and unit storage cost Z of solid and liquid LAES are shown in Figs. 7.13a and
7.13b respectively. The isentropic efficiency of cryogenic expander of both LAES systems are
assumed to be the same with the polytropic efficiency η of other compressors and expanders.



7.6 Impact of TES and C/E on system efficiency 169

 30

 40

 50

 60

 70

 80

 0.5  0.75  1  1.25  1.5
 350

 500

 650

 800

 950

 1100

S
y
st

em
 e

ff
ic

ie
n
cy

 χ
 (

%
)

C
o
st

 p
er

 k
W

h
 Z

 (
$

/k
W

h
)

Utilization factor Π

χ - Solid
Z - Solid

(a) Reservoir utilization factor Π

 52

 53

 54

 55

 56

 5  10  15  20  25  30
 530

 540

 550

 560

 570

S
y
st

em
 e

ff
ic

ie
n

cy
 χ

 (
%

)

C
o
st

 p
er

 k
W

h
 Z

 (
$
/k

W
h
)

Particle diameter dp (mm)

χ - Solid
Z - Solid

(b) Reservoir particle diameter dp

 52

 53

 54

 55

 56

 0  1  2  3  4  5  6
 400

 600

 800

 1000

 1200

S
y

st
em

 e
ff

ic
ie

n
cy

 χ
 (

%
)

C
o

st
 p

er
 k

W
h

 Z
 (

$
/k

W
h

)

Aspect ratio ϕ

χ - Solid
Z - Solid

(c) Reservoir aspect ratio L/D

Figure 7.12: The impact of thermal reservoir parameters on the system efficiency χ and unit
cost Z of LAES with solid TES: (a) Reservoir utilization factor Π (b) Reservoir particle diam-
eter dp (c) Reservoir aspect ratio L/D



170 Liquid Air Energy Storage

 45

 50

 55

 60

 65

 70

 0.8  0.82  0.84  0.86  0.88  0.9
 500

 550

 600

 650

 700

 750

S
y

st
em

 e
ff

ic
ie

n
cy

 χ
 (

%
)

C
o
st

 p
er

 k
W

h
 Z

 (
$
/k

W
h
)

Polytropic efficiency η

χ - Solid
Z - Solid

(a) LAES with solid TES

 35

 40

 45

 50

 55

 60

 0.8  0.82  0.84  0.86  0.88  0.9
 150

 250

 350

 450

 550

 650

S
y

st
em

 e
ff

ic
ie

n
cy

 χ
 (

%
)

C
o
st

 p
er

 k
W

h
 Z

 (
$
/k

W
h
)

Polytropic efficiency η

χ - Liquid
Z - Liquid

(b) LAES with liquid TES

Figure 7.13: The impact of polytropic efficiency η on the system efficiency χ and unit cost Z
of LAES with (a) solid TES and (b) liquid TES

From Fig. 7.13, it can be noted that the system efficiency χ of both liquid and solid LAES
is a linear function of the polytropic efficiency η , but the system efficiency χ of solid LAES
is more sensitive to η than that of the liquid LAES. This is mainly because of the relative
high efficiency of the solid TES and as a result, the compressor/expander losses become the
dominant losses in the solid LAES. Therefore, the system efficiency χ of solid LAES is more
sensitive to the polytropic efficiency η . On the other hand, due to the expensive pressure ves-
sel of solid TES, the compressor/expander cost becomes a minor part in the capital cost Ztot

of solid LAES. Therefore, the unit storage cost Z of solid LAES is not as sensitive to η as
that of the liquid LAES. As a result, it can be concluded from Fig. 7.13 and Fig. 7.11 that the
polytropic efficiency η is more important to solid LAES than the liquid one, whilst the heat
exchanger effectiveness ε is more important to liquid LAES than the solid one.

7.6.4 Throttle valve and cryo-expander

The impacts of heat exchanger effectiveness ε and polytropic efficiency η on the system effi-
ciency χ of liquid LAES with cryogenic expander and throttle valve are shown in Figs. 7.14a
and 7.14b respectively. The isentropic efficiency of cryogenic expander is assumed to be the
same with the polytropic efficiency η of other compressor/expander, whilst the isentropic ef-
ficiency of throttle valve is assumed to be zero, which corresponds to an isenthalpic expansion
in an adiabatic throttle valve. From Fig. 7.14, it can be clearly noted that the throttle valve
severely impairs the system efficiency χ of LAES system, with an average of more than 40 %
reduction in χ . This is not only because of the increased losses in the throttle valve itself, but
also due to the huge losses associated with the inefficient cold recovery system and the flash-
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Figure 7.14: The impact of different air expansion devices on the system efficiency χ of liquid
LAES with (a) cryogenic expander and (b) throttle valve

gas re-compression system. For example, the mass ratio ω of the auxiliary heat exchanger for
flash-gas cold recovery system is not set as its optimum ωopt for the sake of better operation
stability, and the extra thermal energy generated during the flash-gas re-compression cannot
be used during discharge. Therefore, an efficient cryogenic expander is critical for the success
of any LAES discussed in this thesis. From Fig. 7.14, it can also be noted that due to the
huge losses associated with the throttle valve, the liquid LAES becomes less sensitive to the
polytropic efficiency η of other compressors and expanders.

7.7 Loss and cost analysis of specific cases

From Section 7.5, we know the optimal pressure for solid and liquid LAES should be 50 bar
and 200 bar respectively, and the heat exchanger effectiveness ε of liquid LAES should be
increased in order to better compete with solid LAES. Therefore, these parameters are used
as input and the results for this specified case are summarized in Table 7.2. The loss and cost
distributions of this specific case are shown in Figs. 7.15 and 7.16 respectively.

7.7.1 Loss analysis for different LAES

The loss distributions of solid and liquid LAES are shown in Figs. 7.15a and 7.15b respec-
tively. The losses of “auxiliary etc.” is the sum of the auxiliary heat exchangers as well as the
inlet mixing losses and system exit losses. There are two types of auxiliary heat exchangers
in the LAES: the one for flash-gas cold recovery placed next to the cold TES, and the ones for
heat dissipation placed after each hot TES, as shown in Fig. 7.2. Since the heat exchange for
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Table 7.2: Main results for the specified designs

Solid LAES Liquid LAES

Operating Pressure 50 200
H.X. Effectiveness 0.90 0.99
Polytropic Efficiency 0.85 0.85
System Efficiency 64.2% 61.7%
Cost per kWh 405$/kWh 308$/kWh
Capital Cost 103.6M$ 105.5M$
Net Output Work 255.8MWh 342.2MWh

flash-gas cold recovery takes place within the system, whilst the heat dissipation simply goes
into the surroundings, the losses of these two types of auxiliary heat exchanger can be distin-
guished in Fig. 7.15 as the thermal losses and heat leakage losses respectively. The losses of
“cryogenic etc.” is the sum of the cryogenic pump and expander as well as the mixing losses
at the outlet of cold TES and auxiliary heat exchanger. Unlike the losses of “auxiliary etc.”,
these cryogenic component related losses are all thermal losses.

From Fig. 7.15, it can be noted that although the heat exchanger effectiveness ε of liquid
LAES has been raised to its upper limit, its cold TES loss is still slightly higher than that
of the solid LAES. This means when compared with the heat exchangers, thermal reservoir
tends to be more efficient, especially at cryogenic temperature range. It can also be noted
that the compressor/expander losses of solid LAES are higher than that of the liquid LAES.
This is simply because the operating pressure of liquid LAES is much higher than that of the
solid LAES, whilst the compressor/expander losses is a decreasing function of the operating
pressure. From Fig. 7.15, it can also be noted that in solid LAES, a large portion of heat
leakage losses are generated in the auxiliary heat exchangers after the hot TES; whilst in liquid
LAES, an even larger portion of storage losses are generated in the hot TES. Storage losses
refer to the cooling losses during storage. As discussed in Section 7.4.1, there are (1+α) kg
of air flowing through the hot TES during charge, whilst only 1 kg of air flowing through the
hot TES during discharge, the extra thermal exergy for α kg of air must be dissipated in the
form of storage losses after discharge.

Unlike the liquid TES where there is always abundant thermal fluids in reserve, the size
and shape of a solid TES is fixed before operating, and the stored thermal exergy cannot be
easily dissipated during operating. As a result, after the solid TES is fully charged, the extra
hot air will simply issue from the exit of the hot reservoir and dissipate its thermal exergy
in the auxiliary heat exchanger after hot TES. Therefore, the storage losses of liquid LAES
and the heat leakage losses of solid LAES essentially refers to the same loss, which is the
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Figure 7.15: Loss distributions of the solid and liquid LAES: (a) Solid LAES (b) Liquid LAES

extra thermal exergy due to the α kg of flash-gas re-compression. From Fig. 7.15 it can
also be noted that the storage loss of the liquid LAES is higher than the heat leakage loss of
solid LAES. This is because the heat exchanger is relatively inefficient due to the pinch point
problem when compared with the thermal reservoir, therefore, there will be more flash-gas
being re-compressed and thus causes more losses.

7.7.2 Cost analysis and comparison

The cost distributions of solid and liquid LAES are shown in Figs. 7.16a and 7.16b respec-
tively. The first, second, third and fourth stage of the costs of “Cryogenic etc.” respectively
refers to the cost of cryogenic tank, auxiliary heat exchanger for cold recovery, cryogenic
pump and cryogenic expander. From Fig. 7.16a, it can be noted that the solid TES itself forms
roughly 78 % of the total cost, though its low operating pressure already makes it the cheapest
option of all solid LAES. The first, second and third stage of the solid TES respectively forms
4 %, 20 % and 55 % of the total cost, therefore, the high pressure hot TES and cold TES
are the components responsible for the high cost of solid LAES. Further analysis reveals that
most of the component cost is for the pressure vessel, which increases linearly with the oper-
ating pressure. Meanwhile, the cold TES is even more expensive than the high pressure hot
TES because the average heat capacity of the packing materials ρscs at cryogenic temperature
range is much lower than that at high temperature range, therefore, more packing materials
and larger pressure vessel are required for the same amount of stored exergy.

From Fig. 7.16b, it can be noted that the heat exchanger forms roughly 53 % of the total



174 Liquid Air Energy Storage

 0

 100

 200

 300

 400

Compressor          

Heat Exchanger      

TES System          

Expander            

Cryogenic etc.      

C
o

st
 p

er
 k

W
h

 (
$

/k
W

h
)

First Stage
Second Stage

Third Stage

(a) Solid LAES

 0

 100

 200

 300

 400

Compressor          

Heat Exchanger      

TES System          

Expander            

Cryogenic etc.      

C
o

st
 p

er
 k

W
h

 (
$

/k
W

h
)

First Stage
Second Stage

Third Stage
Fourth Stage

(b) Liquid LAES

Figure 7.16: Cost distributions of the solid and liquid LAES: (a) Solid LAES (b) Liquid LAES

cost of liquid LAES, after its heat exchanger effectiveness ε being raised to the upper limit.
For similar reason, the second stage of “cryogenic” cost (for auxiliary heat exchanger) is also
higher than that of the solid LAES. Unlike the solid TES, the capital costs of liquid TES and
heat exchanger are independent of its pressure and therefore, the liquid LAES tends to be
operated at high pressure to increase the system efficiency χ and reduce the unit storage cost
Z. Generally speaking, the cost of cryogenic pump and expander forms a small fraction of
the total cost, mainly because of the high density and low power consumption (or output) at
low temperature range. However, they play a critical role in the LAES and an efficient and
reliable cryogenic pump/expander is essential for a successful LAES. In this specific case,
the compressor/expander cost also forms a relatively small fraction of the total cost. How-
ever, this is simply because the polytropic efficiency η of this case is relatively low and the
compressor/expander cost will rise rapidly with the input polytropic efficiency η .

7.8 Energy distribution and density

7.8.1 Energy distribution of solid and liquid LAES

The stored energy distribution between each component as a function of system pressure p
for solid and liquid LAES are shown in Figs. 7.17a and 7.17b respectively. From Fig. 7.17,
it can be noted that the stored available energy in both solid and liquid LAES are fixed at
E = 400MWh and is independent of the operating pressure p. It can also be noted that the
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Figure 7.17: Energy distribution between each component for (a) solid LAES and (b) liquid
LAES

available energy stored in the liquid air EL is roughly equal to the rated stored available energy
in the LAES system E, and the available energy stored in the hot TES EH and cold TES EC are
relatively similar but with opposite signs. This is because the available energy stored in the
cold TES is consumed during charge and get replenished during discharge, which is opposite
to the desired energy flowing direction of the LAES system, as discussed in Section 7.4.1.
Therefore, the stored available energy of each component within the LAES must satisfy the
following equation: E = EH −EC +EL.

From Fig. 7.17, it can also be noted that with the system pressure p increasing, EL and
EC decreases whilst EH increases accordingly. This is because the energy density DH and
stored exergy EH of hot TES increase with the temperature ratio τ and system pressure p.
Meanwhile, the mass ratio of the cold TES ωc,opt = cp,g/cp,f decreases with the pressure p
(see Fig. 7.4b), which means less thermal fluid mC and exergy EC will be stored in cold TES.
As a result, EH−EC increases with p, and EL decreases accordingly. It is also notable that the
EC of liquid LAES is higher than that of the solid LAES. This is because in order to cover the
cryogenic temperature range of liquid LAES, there are two sets of thermal fluids (propane and
methanol) working in series, and the stored available energy increases as a result.

7.8.2 Energy density of solid and liquid LAES

The stored energy density of each component as a function of system pressure p for solid and
liquid LAES are shown in Figs. 7.18a and 7.18b respectively. From Fig. 7.18, it can be noted
that the energy density of liquid air DL is constant and high, DL = 641MJ/m3. However, the
system energy density D of the solid LAES is only around 200MJ/m3 and that of the liquid
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Figure 7.18: Energy density of each component for (a) solid LAES and (b) liquid LAES

LAES is even lower. This is because although the specific energy of liquid air EL is high, the
specific energy after cold TES EL −EC is relatively low. Meanwhile, the cold TES increases
the cold storage volume from VL to VL +VC and thus significantly drags down the system
energy density of LAES, as shown by the following equation:

DLAES =
EL −EC +EH

VL +VC +VH
(7.16)

The cold TES of liquid LAES has two sets of thermal fluids working in series, therefore,
its volume of cold TES VC is even higher and system energy density DLAES is lower. From
Fig. 7.18, it can also be noted that the energy density of hot TES DH increases with pressure p;
whilst the energy density of cold TES DC is almost constant. This is because the supercritical
air is more close to ideal gas at high temperature, therefore, the temperature and energy density
of hot TES increases with the pressure p. On the other hand, the supercritical air is more close
to liquid at very low temperature, therefore, the temperature and energy density of cold TES
is almost independent of p.

7.9 Comparison with PTES and potential improvement

One of the major attractions of LAES is the high energy density of liquid air. However, only
half of its stored exergy can be extracted during discharge and the rest is used to charge up
the cold TES. Besides, the heat capacity of cold TES is usually very low due to the cryogenic
effect, which leads to a large and expensive cold TES and drags down the system energy den-
sity. To deal with this challenge, a combined cycle of PTES and LAES has been proposed by
Pau Farres-Antunez recently [7]. During charge, the cold exergy required for air liquefaction
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is provided by the PTES topping cycle, whilst during discharge, the cold exergy stored in the
liquid air can also be released via the PTES. Therefore, there is no need for a cold TES for
both LAES and PTES, and these two cycles operate in the same direction.

The schematic and T -s diagrams of the combined cycle are shown in Figs. 7.19a and 7.19b
respectively. Both LAES and PTES sub-cycle is assumed to start at ambient temperature T0

and pressure p0. Both flows start with a compression followed by cooling, where the working
fluids transfer heat into the storage media. For LAES and PTES sub-cycle, the compression
and cooling process are repeated three times and twice respectively before the LAES sub-cycle
reaching the top pressure of 150 bar. Then the working fluid of PTES sub-cycle undergoes
a single expansion back to p0 before entering the “coupler”, which is the main counterflow
heat exchanger linking the two cycles and cools the supercritical air down to cryogenic tem-
peratures. Helium is selected here as the working fluid of the PTES sub-cycle mainly due
to its low boiling point, which is essential for air liquefaction. Finally the air flows through
a cryo-expander (rather than a throttle), resulting in a 100 % liquid air yield. The liquid air
is then stored at ambient pressure, while the helium return to the starting point of the closed
cycle. During discharge, all processes are reversed.

The combined cycle has several important features that distinguish it from the separate cy-
cles. Firstly, the cold thermal reservoirs of the two systems have been replaced by a single heat
exchanger, thus economizing significantly on the storage media. Secondly, the supercritical
air can be cooled to temperatures that are low enough for it to be fully liquefied upon expan-
sion. That affords several advantages, including: (a) a mechanical expansion devices is more
readily employed (because the damage associated with two-phase flow has been eliminated),
thereby avoiding the significant irreversibility associated with throttling. (b) there is no need
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Table 7.3: Comparison between the stand-alone PTES, LAES and the combined cycle [7]

Parameter Single PTES Single LAES Combined Cycle

Efficiency (%) 61.8 61.0 60.4
Energy density (kWh/m3) 45.9 27.4 65.7

Work ratio (dis) 3.3 27.3 2.64 (PTES), 28.2 (LAES)
Specific work (dis) 1.44 0.49 0.85 (PTES), 0.50 (LAES)

for flash gas recirculation system (c) the same quantity of air is processed during discharge
and charge, thus providing better heat integration with the thermal stores. Lastly, the energy
density of the combined cycle is higher than any of its individual sub-cycle. To better demon-
strate this advantage, the energy density of the PTES and the combined cycle have been given
as follows:

DPTES =
E ′

C +E ′
H

V ′
C +V ′

H
(7.17)

DCC =
EL +EH +E ′

H
VL +VH +V ′

H
(7.18)

where the subscript CC denotes the combined cycle and the prime symbol (′) refers to the
parameters of the PTES sub-cycle. Other parameters without the prime symbol refer to those
of the LAES sub-cycle. The energy density of the LAES has been given by Eq. (7.16). From
Eqs (7.16) and (7.18), it can be easily noted that the energy density of the combined cycle
is higher than that of the LAES, DCC > DLAES. This is because if we assume the energy
density of the hot TES of the combined cycle and LAES are roughly the same, which means
(EH +E ′

H)/(VH +V ′
H) ≈ EH/VH, then the combined cycle will have higher energy density of

the cold part than that of the LAES because EL > EL −EC whilst VL < VL +VC. Similarly, it
can be noted from Eqs. (7.17) and (7.18) that the energy density of liquid air EL/VL is higher
than that of the cold TES EC/VC because the volumetric heat capacity of liquid air is higher
whilst the temperature is lower. Hence, it has been proved analytically that the combined cycle
has the highest energy density of the three systems.

The results of the comparative study are summarized in Table 7.3. The efficiency of the
combined cycle is around 60 %, similar to that of both PTES and LAES. The table also high-
lights that the combined cycle gives a significant improvement in energy density, exceeding
that of PTES by about 43 % and more than doubling that of LAES, which is in accord with
the above analysis.

It should be noted that, due to the difficulties associated with operating expanders in the
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Figure 7.20: Sensitivity study of the stand-alone PTES, LAES and the combined cycle: (a)
Stand-alone PTES (b) Stand-alone LAES (c) Combined cycle [7]

two-phase region, practical (stand-alone) LAES might employ a throttle instead of a mechan-
ical expander, and in this case the efficiency would fall dramatically, by more than 20 %, due
to the reduced liquid air yield during charge. For comparison, where a throttle to be employed
in the combined cycle, it would incur a much smaller efficiency penalty of just 3 %. This is
because conditions downstream of the throttle remain in the fully liquid state for the combined
cycle case.

Results thus far have been obtained with fixed values of compression and expansion poly-
tropic efficiency η and heat exchanger effectiveness ε . The effect of varying these parameters
is shown in Fig. 7.20. It is notable that the stand-alone LAES is the least sensitive to variation
in η , this being due to its high work ratio, whereas the combined cycle is the least sensitive
to ε , due to heat transfer irreversibility being dominated by the pinch point in the coupler.
Conclusions regarding the relative merits of the different systems are, however, unaffected by
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the values of η and ε .

7.10 Summary

In this chapter, a simple yet efficient LAES is proposed, and its requirements for stable oper-
ation is analyzed. Both the packed bed thermal reservoir and the heat exchanger with thermal
fluid tanks have been used as the cold TES, and their performance are compared with each
other. Unique phenomena such as pinch point and thermal shock wave have been discovered
in the liquid and solid LAES respectively, and the impacts of TES materials and operating
pressure on these phenomena are studied in detail. Parametric studies are also carried out for
both solid and liquid LAES, in order to study the variation of system efficiency, unit storage
cost and energy density due to various parameters. Both the loss and cost distributions are
given, and the drawbacks of LAES are also pointed out. Finally, a feasible combined cycle
with PTES for enhancing the energy density of LAES is also proposed and their performance
are compared with each other. From this chapter, the following conclusions could be reached.

1. The pinch point problem and thermal front management are respectively the major chal-
lenges of the liquid and solid TES. The thermal fluid of liquid TES tends to have nar-
rower temperature range but constant heat capacity, whilst the packing material of solid
TES have wide temperature range but decreasing heat capacity. In addition, the pressure
vessel of solid LAES makes it more expensive than liquid LAES, but the solid LAES is
usually more efficient than liquid LAES.

2. For the solid LAES, its efficiency decreases with the pressure but the unit cost increases
with it; whilst for the liquid LAES, its efficiency increases with pressure but the unit
cost decreases with it. Meanwhile, for the solid LAES, its cost is dominated by the TES
system but the efficiency by the compressor/expander; whilst for the liquid LAES, its
cost is dominated by the compressor/expander but the efficiency by the TES system.

3. The performance of cryogenic expander significantly affects the system efficiency but its
capital cost is relatively low, therefore, it is worthwhile to deploy efficient yet expensive
cryo-turbine for LAES.

4. The exergy stored in the liquid air is roughly equal to the rated energy of the LAES
system and the exergy stored in the hot TES and cold TES are roughly the same but of
opposite signs. The energy density of hot TES increases with pressure whilst the energy
density of cold TES and liquid air is independent of it. The system energy density of
solid LAES tends to be higher than that of liquid LAES.
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5. the combined cycle has higher energy density than both PTES and LAES and can avoid
the two-phase working condition and flash-gas challenge faced by LAES.





Chapter 8

Comparison and optimisation of the
technologies

8.1 Description of optimisation method

Optimization can assist designers and engineers to find the best solution to a problem, by al-
lowing them to maximize the potential of their work whilst minimizing the cost. There are a
wide range of optimization algorithms, such as the golden section method, the steepest descent
method, the Newton-Rhapson method and the conjugated gradient method [120]. However,
these algorithms generally rely on the function being defined analytically and differentiable,
and are thus limited to tacking certain types of problems. In practical scenarios, the optimiza-
tion problems can become extremely complex due to the following reasons [8]:

1. The objective function and its derivative cannot be obtained in analytical form. They
may be the output of a complex numerical model.

2. The objective function may be a function of many design variables and therefore, the
search space is large and multidimensional.

3. There may be multiple competing optimization objectives, and an improvement in one
objective is often obtained at the cost of deterioration in another one.

4. The problem can be highly constrained, so that the search space is often disjoint.

5. The problem may include many local optima which can easily trap the optimization
process.

An appropriate approach to such difficult optimization problems is to use a stochastic search
method, such as Simulated Annealing (SA), Genetic Algorithm (GA), Evolution Strategies
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Figure 8.1: Basic structure of GA

(ES), Hook and Jeeves Search (HJS) and Tabu Search (TS). These stochastic algorithms
searches the entire design space in a random manner with less risk of becoming trapped in
local optima, and are well suited to solving complex real-world problems. Amongst these
stochastic optimizations, evolutionary algorithm such as GA is a popular branch, which at-
tempts to simulate the phenomenon of natural evolution first observed by Darwin. GA differs
from traditional optimization algorithms in four important aspects [120]:

1. They work using an encoding of the control variables, rather than the variables them-
selves.

2. They search from one population of solutions to another, rather than from individual to
individual.

3. They use only objective function information, not derivatives.

4. They use probabilistic, not deterministic, transition rules.

The basic structure of a GA is shown in Fig. 8.1. One minor change from the standard
optimization routine flow diagram is the use of the word “population” rather than “solution”.
A more major difference is that the usual operation of generating a new solution has been
replaced by three separate activities - selection, recombination and mutation.



8.1 Description of optimisation method 185

8.1.1 Parent Selection

The initial population for a GA is usually selected randomly if no knowledge-based selection
is available. Then a popular selection algorithm, know as the tournament selection, is used to
randomly create a small subset of solutions and then pick up the best two from it as parents.
The parent selection is based on the principle of “survival of the fittest” and the fitness implies
how good a candidate is in terms of the objective functions. Other factors, such as diversity,
are also considered during the selection. Then two offspring are produced from each pair of
parents and the “child” population is thus generated. Finally, the “child” population is merged
with the “parent” population, from which the new “parent” population is generated for the next
generation. Compared with other selection algorithm, tournament solution is less susceptible
to takeover by strong individuals and the selection pressure can be adjusted by controlling the
size of the subsets used.

8.1.2 Population recombination

After the best two solutions from each subset are selected as parents, their good existing fea-
tures are combined to construct better solutions, and this procedure is called crossover. There
are mainly two types of crossover in GA, one for binary (or integer) number and the other for
real number. The former can be further divided into one point, two points and multiple points
crossovers, whilst for the latter, many problem-specific solution representations and crossover
operations have been developed, which can substantially improve algorithm performance. For
example, Simulated Binary Crossover (SBX) is used for the real number in this thesis.

8.1.3 Population mutation

The purpose of mutation is to provide insurance against the irrevocable loss of genetic infor-
mation and hence to maintain diversity within the population. For instance, if every solution in
the population has 0 as the value of a particular bit, then no amount of crossover will produce
a solution with a 1 there instead. As a result, binary mutation and real polynomial mutation
are introduced here for the integer and real number respectively. In the NSGA-II used in this
thesis, each bit is subjected to a simulated weighted coin toss with a probability of mutation
pm, which is usually very low. If mutation is approved, the bit changes value.
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8.2 Multi-objective optimisation and Pareto fronts

Most real-world design problems are actually multi-objective optimization problems where
designers seek to optimize simultaneously several performance attributes of the design and
an improvement in one objectives is often only obtained at the cost of deterioration in other
objectives [45, 120]. Therefore, tradeoffs are common and necessary in multi-objective opti-
misation.

There are two standard methods for treating multi-objective problems, if a traditional opti-
mization algorithms which minimizes a single objective is to be employed. One is to construct
a composite objective:

Minimize f̃ =
N

∑
i=1

ai fi (8.1)

where the fi are the N objectives to be minimized and the ai are positive-valued weightings.

The other is to place constraints on all but one of the objectives, i.e:

Minimize f j subject to fi ≤Ci ∀ i = 1,N; i ̸= j (8.2)

where the Ci are the constraint limits.

No matter which of these approaches is used, the solution of single-objective problem re-
sults in a single point on the tradeoff surface, the position of which depends on the designer’s
preconceptions (the values of ai or Ci chosen) as illustrated in Fig. 8.2. In order to further
explore the tradeoff surface, numerous different optimizations must be conducted, each with
different weightings or constraints. It will be a potentially time-consuming and computation-
ally expensive exercise if ever attempted.

Although a single solution must be chosen eventually, it is evident that the designer will
make better-informed decision if the tradeoff surface between the conflicting objectives can
be inspected before this choice is made. By using suitably adapted stochastic optimization
methods it is possible to reveal the tradeoff surface of a multi-objective optimization problem
in a single run. The appropriate adaptions to the standard Genetic Algorithm (GA) will be
explained in detail because GAs search from population to population rather than from one
individual solution to another, which makes them well suited to performing multi-objective
optimization. In fact, the only modification required for turning a single-objective GA into a
multi-objective one, is by applying the multi-objective archiving and non-dominated sorting
in the selection process.
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8.2.1 Multi-objective archiving

Adapting any stochastic optimization algorithms to perform multi-objective optimization will
inevitable required a common change to the method of archiving. In multi-objective optimiza-
tion solutions lying on the tradeoff surfaces (or Pareto fronts as it is also known) are sought.

Any solution on the Pareto front can be identified formally by the fact that it is not dom-
inated by any other possible solution. A solution X is said to be dominated by solution Y if
Y is at least as good as all counts (objectives) and better on at least one, i.e., assuming all M
objectives are to be minimized if:

fi (Y )≤ fi (X) ∀i = 1,M and fi (Y )< fi (X) for some i (8.3)

Thus, in multi-objective optimization, an archive of the best (i.e. the non-dominated) solutions
found should be maintained. A suitable archiving scheme, illustrated in Fig. 8.3, is as follows:

1. All feasible solution generated are candidates for archiving.

2. If a candidate solution dominates any existing members of the archive, those are re-
moved and the new solution is added (Case 1)

3. If the new solution is dominated by any existing members of the archive, it is not
archived (Case 2)

4. If the new solution neither dominates nor is dominated by any members of the archive,
it is added to the archive (Case 3)

Using this scheme, it is hoped that the archive will converge onto the true trade-off surface
between the objectives as the search progresses.
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Figure 8.3: Multi-objective archiving

8.2.2 Archiving diversity

In addition to maintaining dominance over other solutions in terms of optimisation objectives,
it is also critical to maintain diversity in the design variable and objective function space. This
is because members of a diverse population will generate equally diverse offspring therefore
helping the design space to be more fully explored. The objectives of converging archives to
Pareto fronts and maximizing diversity may be at odds and there are many methods of achiev-
ing both objectives. For example, the Genetic Diversity Evolutionary Algorithm (GDEA)
[137] explores this conflict by making diversity an additional objective in the problem. The
Non-dominated Sorting Genetic Algorithm (NSGA-II) [45] encourages diversity along the
Pareto front by calculating the crowding distance between each member on the Pareto front.
Therefore, if all the members are non-dominated solutions, then the ones with the largest
crowding distance will be selected. In another algorithm called Strength Pareto Evolutionary
Algorithm (SPEA) [138], a ranking procedure based on the number of solutions that a given
solution dominates is used. Therefore, the fewer points a solution dominates, the more this
solution is preferred because it is located in a less-explored area. Comparisons of various al-
gorithms have shown that the NSGA-II generally have the best performance, and therefore, it
is also used in this thesis for multi-objective optimization.

8.3 Optimization study

The objective functions of all thermo-economic optimizations are the system efficiency χ and
the unit storage cost Z, which are defined by:
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System efficiency:

χ =
Wdis

Wchg
(8.4)

Unit storage cost:

Z =
Ztot

Wdis
(8.5)

where Wchg and Wdis are the net work input during charge and net work output during discharge
respectively, and Ztot is the total cost of the system components. Wchg and Wdis are calculated
by numerically integrating the power over the durations of charge-discharge cycle, and Ztot is
obtained by summing up all the component cost. As mentioned in Chapter 5, the mechanical
and electrical losses are not accounted for, so χ constitutes a thermodynamic roundtrip effi-
ciency. Likewise, the costs are limited to thermodynamic components, as Ztot does not include
motor/generator costs and maintenance cost.

8.3.1 Comparison of liquid, solid and hybrid A-CAES

The parametric study in Chapter 5 suggests that hybrid A-CAES has the lowest unit cost
whilst the solid system has the highest efficiency. However, strictly this is only the case for the
points associated with the nominal design. To find out the best designs across the full design
space and provide a thorough comparison between the liquid, solid and hybrid systems, a
multi-objective optimization has been carried out for each A-CAES system. A stochastic
optimization algorithm called NSGA-II, as described in Ref. [45, 46], has been used for this
task. The objectives are to maximize the efficiency χ and minimize the unit cost Z. Boundaries
are placed on the design variables to aid the search for the optimum solutions, as summarized
in Table 5.5. In addition, the maximum allowable temperatures of the TES materials are also
used as constraints, these being 340 °C for mineral oil and 600 °C for magnetite. The best
designs emerging from the optimization are shown in Fig. 8.4a, where the nominal design
points of the three systems are also shown for comparison.

Cost and efficiency tradeoffs and general design trends

Fig. 8.4a shows so-called Pareto fronts for the three types of A-CAES. These constitutes the
“leading edge” solutions, with all other designs lying either below or to the right (as in the
case of the nominal designs). The Pareto fronts clearly demonstrate the tradeoffs between
cost and efficiency stemming from the various factors discussed in Chapter 5. Based on the
underlying assumptions in the model, it is clear from Fig. 8.4a that the solid and liquid systems
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Figure 8.4: Pareto fronts and loss and cost distributions of the three systems: (a) Pareto fronts
(b) Loss distributions (c) Cost distributions (d) TES Cost distributions. (loss and cost distri-
butions are for designs with thermodynamic round-trip efficiency χ = 70%.)

demonstrate similar performance but the hybrid system is superior in that it is either cheaper
for the same efficiency, or more efficient for the same cost. It is also notable that there are
diminishing returns in trying to further increase χ when Z is very high, or to further reduce Z
when χ is very low. The tradeoff is thus more significant at the “knee” of the curves where
χ and Z have moderate values (e.g. Z = 100− 200$/kWh or χ = 75− 85% for the hybrid
system).

Table 8.1 summarizes the design variables and resulting performance for the nominal cases
and for the six points labeled A through F in Fig. 8.4a, each of these being at either the
highest efficiency or the lowest cost for the three systems. All of these solutions (and in fact
all designs on the Pareto fronts) converge to having just two stages in order to reduce costs.
On the other hands, there is significant spread in many of the other variables. As would be
expected, high values of ηc/e and NTU correlate with efficient but expensive designs, but



8.3 Optimization study 191

Table 8.1: Design variables and main results for the nominal and optimal designs indicated in
Fig. 8.4a

Liquid A-CAES Solid A-CAES Hybrid A-CAES

Nom. A B Nom. C D Nom. E F

Nstg 4 2 2 2 2 2 3 2 2
pmax (bar) 120 100 79 120 195 40 120 40 42
pmin/pmax 0.60 0.89 0.44 0.60 0.87 0.30 0.60 0.86 0.54

NTU 9 49 7 - - - 9 36 1
ηc/e 0.85 0.90 0.80 0.85 0.90 0.80 0.85 0.90 0.80
pm - - - - - - 10 30 20
Π - - - 1.0 1.0 1.5 1.0 1.0 1.3

dp (mm) - - - 15 2.6 22.6 15 2.1 5.0
L/D - - - 1.0 0.4 2.6 1.0 0.4 3.1

χ(%) 70.2 83.8 62.6 78.1 86.5 60.6 74.8 87.7 66.4
Z ($/kWh) 208 364 109 257 554 99 168 323 84

Table 8.2: Main results for the 70 % efficiency cases of A-CAES

Liquid A-CAES Solid A-CAES Hybrid A-CAES

System Efficiency 70.3% 70.2% 70.2%
Cost per kWh 123$/kWh 123$/kWh 88$/kWh
Capital Cost 37M$ 39M$ 26M$
Net Output Work 303MWh 320MWh 298MWh
Net Input Work 431MWh 456MWh 425MWh

different preferences are exhibited by the three systems for other parameters. For example,
liquid systems tend to select the highest value of pmax consistent with the limit on liquid
storage temperature, whereas the hybrid systems opt for the lowest cavern pressure and solid
systems show a strong cost-efficiency tradeoff, as discussed in Chapter 5.

Comparison of designs with fixed efficiency

The main results for optimized designs at a fixed round-trip efficiency of 70 % are shown in
Table 8.2. For this level of efficiency the capital cost per kWh for the hybrid system is some
15 - 25 % below that of the other two A-CAES types, and the margin is even greater at higher
efficiencies. It is of interest to see how this has been achieved, and how the losses and costs are
distributed amongst the different components. This information is provided in the histograms
of Figs. 8.4b to 8.4d.
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For all three systems, losses are dominated by irreversibility in the compressors and ex-
panders. Compression losses are slightly greater than expansion losses because it has been
assumed that these processes have the same polytropic efficiency (ηc = ηe = η), which gives
(for a given pressure ratio) ∆sc/∆se = 1/η . The next largest loss for liquid system is associated
with the TES and is due mainly to irreversible heat exchange. This loss is much smaller for
solid TES because of the direct nature of heat exchange and possibility of using small particles
with large heat-transfer area. At additional cost, losses in liquid TES might be reduced further
by the use of compact heat exchangers that have channel sizes smaller than 3 mm. Finally, the
loss category labeled “cavern etc.” includes direct cavern losses (as described in Chapter 5)
plus exergetic losses due to heat rejection from the auxiliary heat exchangers and the exit loss
due to air being returned to atmosphere after discharge at a temperature above T0. This cate-
gory of loss is larger for solid systems, particularly when the packed bed is undersized relative
to the cavern because significant quantities of heat must then be rejected via the auxiliary heat
exchangers.

Fig. 8.4c shows that the solid A-CAES system is the most expensive. As previously noted,
this is due to the very high cost of the second-stage thermal reservoir. Meanwhile, the cost of
the first-stage thermal store is lower than that of the liquid system and has a higher allowable
top temperature. These are the main factors that provide the motivation for the hybrid system.
Note that the turbomachinery (and other) costs are unequally distributed between the first and
second stages for the hybrid systems because the pressure ratios are different, in accord with
the different maximum temperatures for solid and liquid TES. (Note that first and second stage
refer to well and mining costs respectively in the case of the cavern costs.) The distribution of
costs between different components of the TES systems is shown in Fig. 8.4d from which it is
clear that containment vessel costs dominate for solid systems (due to pressurization) whilst
the mineral oil is the most expensive part of liquid TES.

Choice of storage media for liquid TES

Fig. 8.5 compares Pareto fronts for liquid systems obtained with different storage media. The
cost and main thermodynamic properties of these liquids are summarized in Table 4.2. From
the figure it is clear that mineral oil is the best candidate with other fluids being inferior for a
variety of reasons. For example, ambient water has a low boiling point and therefore requires
too many stages to achieve a reasonable cavern pressure. The temperature range can be ex-
tended by pressuring the storage vessel, but this quickly becomes very expensive. Therminol
VP is more expensive than mineral oil despite its boiling point and heat capacity being lower.
Saltstream XL (nitrate salt) has the highest boiling point and heat capacity, whilst the lowest
cost. However, it solidifies at room temperature (the temperature at which the compressed
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Figure 8.5: Pareto fronts of the liquid A-CAES with different thermal fluids

air is stored) and air existing from the main heat exchanger must therefore be hotter than the
melting point (120 °C). This requires subsequent heat rejection to the environment, leading
to significant exergetic loss and a reduction in roundtrip efficiency. It may be possible to get
round this problem by “recuperation” (i.e., using an additional heat exchanger to preheat at-
mospheric inlet air during charge and cool the exhaust air during discharge) but the discussion
of this possibility will be postponed to Section 8.3.2. Other nitrate salts have similar problems
but with even higher melting points. In principle, it would be possible to extend the tem-
perature range by operating these salts in series with a second thermal fluid, but this roughly
doubles the TES costs. Mineral oil alone therefore emerges as the most economical option.

Sensitivity to cost assumptions

The impact of using optimistic, nominal and pessimistic cost factors (see Table 4.1) on the
Pareto fronts for the liquid system is shown in Fig. 8.6a. Unsurprisingly, these factors have
no impact on the system efficiency χ , and the three curves are simply shifted relative to one
another along the cost axis. This serves to show that unit costs (i.e., per kWh storage capacity)
might be expected to fall within the range of 70 to 100 $/kWh (ex. motor/generator, control
and electrical connection costs) for a 70 % efficient hybrid system with a nominal rating of
100 MW and four hours capacity.

Effect of the stored energy-to-power ratio

The capital cost of some components (compressors, expanders and heat exchangers) is roughly
proportion to the rated power, whereas that of others (the cavern and TES systems) depends
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mainly on the stored energy. An approximation to the total system cost is therefore given by:

Ztot ≃CPP+CEWdis (8.6)

where P and Wdis are the power and discharged work, and CP and CE are corresponding cost
factors in $/kW and $/kWh respectively. The overall unit cost Z, as previously defined, is thus:

Z ≃CP/τdis +CE (8.7)

where τdis =Wdis/P is the discharge duration, which reflects the storage capacity and has been
set at four hours for the system considered so far. Eqs. (8.6) and (8.7) are not quite exact:
for example, the cost per kWh of the TES is influenced slightly by its size via the level of
insulation required.

Fig. 8.6b shows the Pareto fronts for two hybrid systems, both rated at 100 MW but one
with four and the other with eight hours of storage. It is evident from Eq. (8.7) that the unit
cost Z will be lower for the larger system. On the basis of Fig. 8.6b, estimates of CP and CE

for a liquid system with χ = 70% are ~250 $/kW and ~20 $/kWh respectively.

8.3.2 Comparison of A-CAES and PTES

The parametric study in Chapter 4 has shown that the Recuperated PTES tends to have higher
system efficiency and lower sensitivity to various operating parameters than other PTES sys-
tems. However, this is realized at the expense of higher capital cost, and the parametric study
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is only valid for the points associated with the nominal design. In order to find the optimal de-
signs for each PTES and compare them with the counterparts of A-CAES, thermo-economic
optimizations are applied to the PTES and A-CAES. Boundaries are placed on each design
variable to aid the optimization, which are summarized in Table 4.3. In addition, the dis-
charged hot and cold TES temperatures, T ′

H and T ′
C, also place constraints on the discharging

temperature ratio τ ′ of some PTES variants, as shown in Eqs. (4.4) and (4.6). Unlike the
PTES in Chapter 4, which are unpressurized and use air as the working fluid, all the PTES in
this section are pressurized to a maximum allowable pressure of pmax = 500bar, use helium
as the working fluid, and can reuse the compressor (or expander) for charge as the expander
(or compressor) for discharge. With these assumptions, the PTES in this section are referred
to as the PTES (Optimistic) whilst the PTES in Chapter 3 and Chapter 4 are referred to as the
PTES (Pessimistic), and the comparison of these two cases will be discussed in Section 8.3.4.
Similar to the PTES in Chapter 4, mineral oil and solar salts are still used as thermal fluids
in the hot TES, and the propane and methanol are still employed by the cold TES. Therefore,
the maximum and minimum allowable temperatures, Tmax and Tmin, are set as 550 °C and
−185 °C respectively.

Cost and efficiency tradeoffs and general design trends

The optimization results of the various PTES and A-CAES systems are summarized in Figs.
8.7a to 8.7c, from which it can be noted that the Pareto fronts of each A-CAES and PTES are
relatively similar. The returns of further increasing χ when Z is high, or further reducing Z
when χ is low gradually diminished, meaning the tradeoff is more significant when χ and Z
are in moderate ranges. The Pareto fronts of the four PTES systems are relatively close to each
other, as all PTES have managed to fully exploit the allowed temperature range, and minimize
the losses and costs after the optimization. The Baseline PTES has the best performance when
the unit storage cost Z is low, whilst the Recuperated PTES has the best performance when the
system efficiency χ is high. This suggests the two recuperators enhances the thermodynamic
efficiency χ at the cost of increasing the unit storage cost Z. Meanwhile, it should be noted that
the Preheated and Precooled PTES have no advantages over the Baseline PTES. Therefore, the
Baseline PTES should be deployed instead when lower capital cost is preferred.

From Fig. 8.7a, it can also be noted that with pressurization, the PTES can be almost as
cheap as the CAES, provided that the compressor/expander costs indeed decrease with the
system inlet pressure pin increasing, as shown in Eq. (4.31). However, it will be difficult for
PTES to achieve the same round-trip efficiency as the CAES, as long as the same components
are used for both systems. In fact, the highest efficiency of the Baseline PTES is almost equal
to the lowest efficiency of the Baseline CAES. However, it should be noted that the PTES enjoy
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Table 8.3: Design variables and main results for the optimal designs indicated in Fig. 8.7b

Baseline Precooled Preheated Recuperated

A B C D E F G H

Nhot 1 1 1 1 1 1 1 1
Ncold 1 1 1 1 1 1 1 1
pmax 9.77 9.78 9.78 9.78 2.54 9.74 9.24 7.58
pmin 7.19 5.69 5.16 3.93 2.92 6.20 5.74 3.45
NTU 99 16 99 29 99 21 99 13
ηc/e 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.80

χ(%) 62.8 50.0 63.0 51.7 64.6 51.2 67.0 51.4
Z ($/kWh) 172 115 161 131 267 126 254 134

more siting freedom than the CAES, as they have no specific requirements for the geology (or
geographical) conditions of the site. If the CAES is required to have the same siting freedom,
it will become unacceptably expensive as long as the pressure vessels are used as the air
receivers. Actually, due to its sensitivity to various loss factors, the PTES usually employ
novel and more efficiency devices, such as the efficient reciprocating compressors/expanders
and segmented packed beds, to enhance its roundtrip efficiency, as discussed in Section 3.5.1.

As for the CAES, it can be noted from Fig. 8.7a that the round-trip efficiency ranges of
these CAES are identical, whilst the Underwater CAES has the lowest unit storage cost. This
is because the air accumulators of the Underwater CAES are isobaric and can store more en-
ergy within the same volume. However, the conclusions on cost comparison are at the mercy
of the cost equations of the air accumulators from Ref. [30], therefore, these results should
be treated with caution. From Fig. 8.7a, it can also be noted that the Pareto fronts of the
Recuperated CAES and Baseline CAES almost overlap with each other, with the Recuper-
ated CAES slightly more expensive due to the additional cost of hot recuperator, as shown in
Fig. 8.7d. This means unlike PTES, the recuperation cannot enhance the efficiency of CAES.
This characteristic of CAES can be noted from Eqs. (3.10) and (3.29), from which we know
that increasing the charging compressor Tc,in and discharging expander T ′

e,in inlet tempera-
ture simultaneously without changing the ratio between them has no impact on the roundtrip
efficiency χ .

Comparison of designs with fixed unit storage cost

In order to better demonstrate the difference in thermal-economical performance, the loss and
cost distributions of all PTES and A-CAES at Z = 150 $/kWh are shown in Figs. 8.8a and
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Table 8.4: Main results for the 150 $/kWh cost cases of PTES

Baseline Precooled Preheated Recuperated

System Efficiency 61.5% 61.4% 60.3% 59.7%
Cost per kWh 150$/kWh 150$/kWh 150$/kWh 150$/kWh
Capital Cost 44M$ 42M$ 43M$ 46M$
Net Output Work 294MWh 284MWh 284MWh 303MWh
Net Input Work 477MWh 462MWh 471MWh 508MWh
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Figure 8.8: Loss and cost distributions of different A-CAES and PTES systems: (a) Loss
distribution (b) Cost distribution

8.8b respectively, and the main calculation results of all PTES variants are summarized in
Tables 8.4.

Fig. 8.8a shows the loss distributions of all CAES and PTES variants, from which it can be
noted that the losses of CAES are always lower than that of the PTES, and the losses of PTES
are very similar. From Fig. 8.8a, it can also be noted that the Precooled PTES has the highest
auxiliary losses (which are included in the cavern losses) whilst the Recuperated PTES has
the lowest ones. This is because unlike the Precooled PTES where the waste heat is dissipated
into the environment via an auxiliary heat exchanger, this thermal energy is recycled in the
Recuperated PTES. Therefore, the Recuperated PTES has the lowest auxiliary losses but the
highest TES losses since most recycled thermal energy need to be cooled during storage to
avoid over-heating, as mentioned in Section 4.6.

The cost distributions of all CAES and PTES variants are shown in Fig. 8.8b, from which
it can be easily noted that the unit storage cost of all CAES and PTES variants are the same,
and the compressor and expander cost of all PTES variants are close to zero. This is because
the compressor/expander cost of PTES variants reduces rapidly with the pressurization, whilst
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the TES and heat exchanger cost remain constant. As a result, the TES and heat exchanger
cost becomes dominant after optimization for the PTES variants. From Fig. 8.8b it can also
be noted that the Recuperated CAES has higher heat exchanger cost, whilst the Underwater
CAES has the lowest air reservoir cost.

Choice of working fluid for PTES

As mentioned before, the PTES usually enjoy more design freedom and can employ non-
conventional gases, such as helium, neon, and argon, as the working fluids. In order to analyze
their impacts on the thermal-economic performance of PTES, the Pareto fronts of the Baseline
PTES with different working fluids are shown in Fig. 8.9. The efficiency ranges of various
PTES are quite similar whilst the PTES with helium as the working fluid enjoys the lowest
unit storage cost. This is because the input power of all PTES are fixed at P = 100MW in
this thesis, and as a result, under the same temperature ratio τ , the higher the heat capacity
cp of the working fluid is, the lower mass flowrate ṁ and component cost Zi are required,
as indicated by Eqs. (4.31) and (4.33). Meanwhile, since helium is a kind of monatomic
gas which has relatively high adiabatic index γ , a lower pressure ratio β is required for the
same temperature ratio τ . Although the gas constant Rg of helium is high, which increases
its compressor/expander cost according to Eq. (4.31), the above two factors make helium the
best working fluid for PTES systems. However, it should be noted that the helium is also more
expensive than other gases, but the mass and cost of different working fluids are not considered
here. Besides, the validity of these results and conclusions are also subject to the accuracy of
the cost equations of the system components.
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8.3.3 Comparison of A-CAES and I-CAES

The parametric study in Chapter 6 shows that different CAES may reveal different trends
as each parameter varies. Therefore, it is difficult to find out the best designs across the
full design spaces and provide a thorough comparison between these CAES systems without
thermo-economic optimizations. As mentioned before, NSGA-II is used for this task and the
objectives are to maximize the efficiency χ whilst minimizing the unit cost Z. Boundaries are
placed on the design variables to aid the search for the optimum solutions, as summarized in
Table 6.2. In addition, the maximum allowable temperatures of the TES material is also used
as the constraint, this being 100°C for water at ambient pressure. The polytropic efficiency
η , system frequency f and droplet diameter d are fixed at 85%, 1Hz and 20 µm respectively
throughout the optimization. The best designs emerging from the optimization are shown in
Fig. 8.10, where the nominal points of these three systems are also shown for comparison

Cost and efficiency trade-offs and general design trends

Fig. 8.10 shows Pareto fronts for the three types of CAES. The Pareto fronts clearly demon-
strate the trade-offs between cost and efficiency stemming from the various factors discussed
in Chapter 6. Based on the underlying assumptions in the model, it is clear from Fig. 8.10 that
the A-CAES and I-CAES systems demonstrate similar performance at moderate efficiency
χ and unit cost Z regions (e.g. Z = 100− 150kW/h or χ = 62− 68%) but the A-CAES is
superior to the I-CAES at high efficiency χ or low unit cost Z regions. It is also notable that
the Pareto front of I-CAES has sharper edge (or lower curvature radius) than that of A-CAES
because the polytropic efficiency η of isothermal compressor/expander is fixed at its nominal
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Table 8.5: Design variables and main results for the nominal and optimal designs indicated in
Fig. 8.10

A-CAES Pure I-CAES I-CAES-HR

Std. A B Std. C D Std. E F

Nstg 3 7 4 3 3 1 3 1 3
pmax 80 169 80 80 80 80 80 80 80

pmin/pmax 0.50 0.85 0.50 0.50 0.88 0.50 0.50 0.50 0.50
NTU 9 30 1 9 81 2 - - -

Cr 0.25 0.99 1.00 0.25 0.10 0.19 0.25 0.19 0.94
η 0.85 0.90 0.80 0.85 0.85 0.85 0.85 0.85 0.85

χ(%) 54.7 78.5 51.0 58.1 68.5 50.1 56.4 65.0 61.40
Z ($/kWh) 138 535 85 143 344 120 174 119 115

value ηstd = 85% throughout the optimizations, and as a result, the heat transfer unit NTU
becomes the sole dominant parameter in the efficiency cost trade-offs. Since there is no heat
exchangers in the I-CAES-HR, the tradeoff between efficiency χ and unit cost Z is weak and
its Pareto front becomes very narrow, as shown by the blue circles in Fig. 8.10. In I-CAES-
HR, the only parameter that controls the efficiency cost trade-off is the heat capacity ratio Cr,
as discussed in Section 6.5.2, and the gaps within its Pareto front is due to the variation of
stage number N.

From Fig. 8.10, it can also be noted that the waste heat can significantly boost the system
efficiency χ of I-CAES, thus making it the best CAES even if the temperature of waste heat
Tf is not very high (Tf = 95°C). However, this waste heat recovery can only be applied to pure
I-CAES directly. This is because only the pure I-CAES has the externals heat exchangers that
can be integrated into a fluid circulation system easily. Therefore, if free low-grade waste heat
is available, the pure I-CAES might be a good choice.

Table 8.5 summarized the design variables and resulting performance for the nominal cases
and for the six points labeled A through F in Fig. 8.10, each of these being at either the highest
efficiency or the lowest cost for the three CAES systems. A pressure loss factor fp = 0.01 is
assumed for the isothermal compressor/expander because reciprocating devices are likely to
be deployed which tend to have high valve losses. From Table 8.5, it can be noted that high
values of ηc/e (for A-CAES only) and NTU (for A-CAES and Pure I-CAES) correlate with
efficient but expensive designs. It is also notable that A-CAES tends to select the highest value
of Cr in order to minimize the heat transfer losses, whereas the Pure I-CAES opt for the lowest
heat capacity ratio Cr and I-CAES-HR show a weak cost-efficiency trade-off with respect to
Cr , as discussed in Section 6.5.2.
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Table 8.6: Main results for the 65 % efficiency cases of I-CAES and A-CAES

A-CAES Pure I-CAES I-CAES-HR

System Efficiency 64.9% 64.7% 65.0%
Cost per kWh 132$/kWh 126$/kWh 119$/kWh
Capital Cost 39.2M$ 33.6M$ 30.6M$

Net Output Work 297MWh 266MWh 258MWh
Net Input Work 457MWh 411MWh 397MWh

From Table 8.5 it can also be noted that the optimal NTU of A-CAES tends to be lower
than that of the I-CAES. This is because the stage number Nstg of A-CAES is higher, making it
more sensitive to heat exchanger cost. Both Pure I-CAES and I-CAES-HR tend to minimize its
cavern pressure pmax, which indicates the heat transfer loss is dominant in I-CAES and aligns
with the analysis in Section 6.5.1. When Cr is low and the efficiency is high, the I-CAES-HR
tends to minimize its stage number Nstg to reduce the pumping loss; whilst when Cr is high and
the efficiency is low, the I-CAES-HR tends to maximize the stage number Nstg to prevent the
water from boiling. For the Pure I-CAES, higher stage number Nstg means higher isothermal
efficiency ηiso but also higher capital cost Ztot (due to the external heat exchangers), so there
is an efficiency-cost tradeoff with respect to Nstg for the Pure I-CAES.

Comparison of designs with fixed efficiency

The main results for optimized designs at a fixed system efficiency of 65% are shown in Table
8.6. For this level of efficiency, the unit cost of all three CAES are similar, with I-CAES-HR
slightly cheaper than the I-CAES which is then slightly cheaper than A-CAES. It is of interest
to see how this has been achieved, and how the losses and costs are distributed amongst the
different components. This information is provided in the histogram of Fig. 8.11.

For all three CAES, losses are dominated by the irreversibility in the compressors and
expanders. Compression losses are slightly greater than expansion losses because it has been
assumed that these processes have the same polytropic efficiency (ηc = ηe = η), which gives
(for a given pressure ratio) ∆sc/∆se = 1/η . The next biggest loss for A-CAES is associated
with the TES and is mainly due to irreversible heat exchange. This TES loss is also the
second largest one for Pure I-CAES, however, it is caused by the heat leakage loss since
thermal energy is not stored but simply dissipated in the Pure I-CAES. For I-CAES-HR, the
TES loss is negligible because there is neither exchange nor leakage loss in its TES and the
water is simply stored in it at near ambient temperature. Instead, the next biggest loss for I-
CAES-HR is associated with the auxiliary heat exchanger, where the relatively hot compressed
air at the outlet of isothermal compressor is cooled to ambient temperature to prevent from
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Figure 8.11: Loss and cost distributions for the three A-CAES when χ = 65%: (a) Loss
distributions (b) Cost distributions

influencing next stages. In addition, there is a high pumping loss in I-CAES-HR since the
ambient water need to be pumped to high pressures before being injected into the isothermal
compressor/expander, and this work can hardly be recycled. Finally, the loss category labeled
“cavern etc.” includes direct cavern losses plus exergetic losses due to air being returned to
atmosphere after discharge at a temperature above/below T0. This category is slightly larger
for pure I-CAES because during discharge, its exit temperature is below ambient due to the
absence of TES system.

Fig. 8.11b shows that the isothermal compressor/expander cost forms a dominant part
in the two I-CAES systems, whilst the heat exchanger cost of A-CAES is comparable to
that of its compressor/expander. This is because for A-CAES, a large portion of its input
exergy is stored in the TES and the effectiveness of its “main” heat exchangers is critical for
its efficiency, whilst for Pure I-CAES, the heat exchange takes place within the isothermal
compressor/expander and therefore, the expensive “main” heat exchangers are avoided. In
addition, the “external” or “auxiliary” heat exchanger is just to dissipate the heat into the
ambient so that cheap heat exchangers with lower Cr and NTU can be used. It is also notable
that there is no TES cost in the Pure I-CAES because there is no thermal fluids and liquid
tanks, and all of its “heat of compression” is simply dissipated into the environment. On the
other hand, there is no heat exchanger cost in the I-CAES-HR because there is no “main”
or “external” heat exchangers and all of its heat exchange takes place within the isothermal
compressor/expander. It is worth mentioning that its TES cost is relatively low because the
thermal fluid (ambient water) and the containment vessel (water tanks) are both very cheap.
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Figure 8.12: Pareto fronts of the I-CAES and A-CAES: (a) with different cost factor scenarios
(kr = 0.5 or 1.5 for optimistic or pessimistic cases) and (b) with different nominal efficiency
scenarios (ηstd = 0.90 or 0.80 for optimistic or pessimistic cases).

Sensitivity to standard efficiency ηstd and cost factor kr assumptions

The impacts of using optimistic (kr = 0.5) and pessimistic (kr = 1.5) cost factors on the Pareto
fronts of Pure I-CAES and I-CAES-HR are shown in Fig. 8.12a, whilst the nominal case is
shown in Fig. 8.10. Unsurprisingly, the cost factor kr have no impact on the system efficiency
χ , and the three groups of curves are simply shifted relative to one another along the cost
axis. This serves to show that the unit storage costs might be expected to fall within the range
of 70 to 180 $/kWh for a 65 % efficient I-CAES systems with a nominal rating of 100 MW
and four hours of capacity. It should be noted that even for A-CAES, there is still ±30%
uncertainty about its capital cost, therefore, the performance of A-CAES and I-CAES are
relatively similar. Additional information on kr and more detailed analysis are required to
determine which system is actually the best.

Fig. 8.12b shows the impacts of using pessimistic (ηstd = 0.8) and optimistic (ηstd = 0.9)
nominal polytropic efficiency on the Pareto fronts of Pure I-CAES and I-CAES-HR. Similar to
the cost factors kr, the nominal polytropic efficiency ηstd have little impact on the unit storage
cost Z, and the three groups of curves are simply shifted relative to one another along the
efficiency axis. This serves to show that the system efficiency χ might be expected to fall
within the range of 58 to 75 % for a 125 $/kWh I-CAES systems with a nominal rating of 100
MW and four hours of capacity. Therefore, it can be noted that the performance of I-CAES
is highly dependent on the assumed nominal polytropic efficiency ηstd and the cost factors kr,
and it is critical to make an accurate estimate of their values before making any comparison.
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Figure 8.13: Impacts of the system frequency f and droplet diameter d

Sensitivity to system frequency f and droplet diameter d assumptions

From Section 6.4, it has been proved that the system frequency f and the square of droplet
diameter d2 have the same effect on the isothermal efficiency ηiso, and this combination of d2 f
(or ṗτ) determines the temperature difference between air and water. In the previous analysis
of Section 8.3.3, the system frequency f and droplet diameter d are fixed at 1Hz and 20 µm
respectively, so that ṗτ = 0.00526 and ηth is very close to 100%, as shown in Fig. 6.7b. In
this section, the impact of frequency f and droplet diameter d on the system efficiency χ will
be examined. Since χ is a function of ṗτ , only one additional case is shown in Fig. 8.13, with
f and d fixed at 5Hz and 50 µm respectively, so that ṗτ = 0.1645.

From Fig. 8.13, it can be noted that increasing ṗτ has a negative effect on the system effi-
ciency χ of both Pure I-CAES and I-CAES-HR, with roughly 5 % reduction for Pure I-CAES
and 10 % for I-CAES-HR. The latter is more sensitive to ṗτ because the poor heat transfer at
large ṗτ makes it difficult to store and recycle any thermal exergy, which renders I-CAES-HR
more similar to Pure I-CAES, where a large stage number Nstg is preferred. Meanwhile, the
pumping loss of I-CAES-HR increases with the stage number Nstg, which results in a large
reduction in its system efficiency χ , as shown in Fig. 8.13. The wider selection range of
I-CAES-HR at large ṗτ is also due to its large stage number Nstg.

It can be concluded from Fig. 8.13 that the system efficiency χ of I-CAES is also very
sensitive to the assumed system frequency f and droplet diameter d, and it is essential to make
an accurate estimate of their values before making any comparison. All other conditions being
the same, it is likely that the A-CAES has better performance than the I-CAES, whilst pure
I-CAES is superior to I-CAES-HR when ṗτ is very large.
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8.3.4 Comparison of LAES and PTES

Cost and efficiency trade-offs and general design trends

LAES and PTES are similar in several aspects. For example, they both store the electricity in
the forms of temperature potential and do not rely on specific geography and geology condi-
tion. Therefore, multi-objective optimizations are carried out for LAES and PTES to compare
their performance from a thermo-economic perspective, and the results are shown in Fig.
8.14. The PTES (Optimistic) refers to the PTES with helium as the working fluid, with pres-
surization (pmax = 500bar), and its compressors/expanders able to be switched freely between
different modes and reused for discharge. Therefore, the PTES (Optimistic) is essentially
the Baseline PTES is Section 8.3.2. On the other hand, the PTES (Pessimistic) refers to the
PTES with air as the working fluid, without pressurization (pmin = 1bar), and with separate
compressor/expander for charge and discharge. Therefore, the PTES (Pessimistic) refers to
the Baseline PTES discussed in Chapter 3 and Chapter 4. These two scenarios are included
because although single molecule gas (such as helium) is generally considered to enjoy better
thermo-economic performance than the air, the cost equations of compressor/expander with
non-conventional working fluid, such as helium, may not have been validated with the cost
data [111]. Therefore, they are subject to a high level of uncertainty. Meanwhile, it is gener-
ally believed that more stages are required to compress helium due to its high heat capacity,
which may actually increase the capital cost. The same reason applies to the pressurization
and compressor/expander re-usage. It is still uncertain how much cost reduction will pressur-
ization bring to the compressor/expander and what the maximum allowable pressure pmax can
be, and although compressor/expander re-usage has been proposed by Isentropic Ltd. [19],
none of these novel devices are available off the shelf, and PTES with conventional devices
are still developed by Saipem Ltd. [60]. Therefore, two scenarios are provided to demonstrate
the uncertainty with PTES costing.

From Fig. 8.14, it can be noted that at around 60 % system efficiency, the PTES (Opti-
mistic) is superior to the LAES (Liquid TES), which is then superior to PTES (Pessimistic).
This means the above assumptions on PTES have a significant impact on its cost, and the
potential of cost reduction is large for conventional PTES. It can also be noted that the PTES
(Optimistic) has much narrower range of selection than the other two systems, and the LAES
(Liquid TES) can reach higher system efficiency than the PTES. This is probably because the
Rankine cycle is employed in the LAES whilst the Brayton cycle is used in the PTES, which
makes the LAES less sensitive to the compressor/expander losses due to the large work ratio
of Rankine cycle. Although LAES may suffer from more serious pinch point problem, its ef-
fect can be minimized by maximizing the operating pressure p and the heat transfer unit NTU,
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Figure 8.14: Pareto fronts of the LAES and PTES

Table 8.7: Design variables and main results for the nominal and optimal designs indicated in
Fig. 8.14

LAES (Liquid TES) PTES (Pessimistic) PTES (Optimistic)

Nom. A B Nom. C D Nom. E F

Nhot 2 2 2 1 1 1 1 1 1
Ncold - - - 1 1 1 1 1 1
pmax 100 200 200 20 24.5 18.5 10 9.8 9.8
pmin 100 200 200 20 16.0 6.5 10 7.2 5.8
NTU 19 99 9 19 99 26 19 99 16
ηc/e 0.85 0.90 0.80 0.85 0.90 0.82 0.85 0.90 0.90

χ(%) 49.4 68.4 37.8 32.4 62.8 34.8 35.3 62.8 50.4
Z ($/kWh) 585 549 146 419 665 290 143 172 115

as shown in Table 8.7. Therefore, LAES can have similar thermo-economic performance with
the PTES, and both of them have the potential to become the energy storage systems with high
efficiency, low cost and high siting freedom.

Comparison of designs with fixed efficiency

The main results for optimized designs at a fixed roundtrip efficiency of 60 % are shown in
Table 8.8, and the loss and cost distributions of these designs are shown in Figs 8.15a and
8.15b respectively. From Fig. 8.15a, it can be noted that although the system efficiencies are
all 60 %, the loss distributions of LAES and PTES are quite different. For example, the losses
of LAES are evenly distributed among the system components, whilst the losses of PTES are
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Table 8.8: Main results for the 60 % efficiency cases of LAES and PTES

LAES (Liquid TES) PTES (Pessimistic) PTES (Optimistic)

System Efficiency 60.3% 60.1% 60.1%
Cost per kWh 265$/kWh 563$/kWh 143$/kWh
Capital Cost 91M$ 165M$ 41M$
Net Output Work 566MWh 486MWh 482MWh
Net Input Work 341MWh 292MWh 290MWh

centered on the compressors/expanders and auxiliary devices. This means the PTES is very
sensitive to the compressor/expander losses due to its low work ratio, and significant amount
of heat is dissipated through the auxiliary heat exchangers due to the system irreversibilities.
It can also be noted that the loss distributions of PTES (Pessimistic) and PTES (Optimistic)
are relatively similar, which means the change of cost equations has little impact on the system
losses. The pressure losses of PTES tend to be higher than that of LAES, mainly because of the
low pressure of its cold reservoir. Therefore, pressurization can help reduce the pressure loss
of PTES to some extend. The LAES, on the other hand, is mainly operated at high pressure
and low temperature region, which means its pressure loss is negligible.

From Fig. 8.15b, it can be noted that the cost of LAES is within the range of the two
scenarios of PTES, and the costs of LAES are evenly distributed among the various compo-
nents. For the unpressurized PTES, compressors and expanders are the most expensive com-
ponents because the PTES is sensitive to the polytropic efficiency η whilst the cost increases
rapidly with η . However, the compressor/expander cost of the pressurized PTES is almost
zero, mainly because the pressurization can significantly reduce the volumetric flowrate of the
compressor/expander and thus their size and cost. As a result, the heat exchange and TES cost
become the dominant cost, which is comparable to that of the LAES. The auxiliary cost mainly
includes the cost of cryogenic tank, cryogenic pump/expander and auxiliary heat exchanger
for flash-gas recuperation, and therefore, it is absent in the PTES systems.

8.3.5 Comparison of all technologies considered

The Pareto fronts of the four thermal-mechanical energy storage systems (A-CAES, PTES,
I-CAES and LAES) are shown in Fig. 8.16. Only some of the representatives are shown here
to avoid over-crowding. From Fig. 8.16, it can be noted that of all the systems discussed,
the Underwater CAES and the Hybrid CAES seem to have the best thermal-economic perfor-
mance. This is because the Underwater CAES employs an isobaric air reservoir, which has
higher energy density and lower volume and cost. The Hybrid CAES combines the merits
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Figure 8.15: Loss and cost distributions for the three LAES when χ = 60%: (a) Loss distri-
butions (b) Cost distributions

of low-pressure solid TES and high-pressure liquid TES, and therefore, it tends to be more
efficient and cheaper than the Liquid CAES. However, it should be noted that both Under-
water and Hybrid CAES are reliant on specific geology and geographic conditions, and their
thermal-economic performances are subject to the assumptions made on their cost equations.

Although the I-CAES has similar thermo-economic performance with the A-CAES with
ambient water as the thermal fluid. After replacing the ambient water with mineral oil, it
seems that the Liquid A-CAES tends to have higher system efficiency and similar unit storage
cost. However, this conclusion is based upon the assumption that the polytropic efficiency of
an isothermal compressor/expander is fixed at 85 %. After increasing the nominal polytropic
efficiency to 90 %, the I-CAES still enjoys comparable performance with the A-CAES. It is
reported that some novel isothermal compressors/expanders, such as liquid piston, tend to have
very higher polytropic efficiency [6, 90]. As a result, the I-CAES still remains an attractive
option as long as novel efficient isothermal compressor/expanders can be invented. Moreover,
the system efficiency of Pure I-CAES can be further enhanced with waste heat (or solar heat)
integration, as discussed in Section 8.3.3.

Both LAES and PTES enjoy full siting freedom and their thermo-economic performance
are also similar. From Fig. 8.16, it seems that the pressurization can significantly reduce
the unit storage cost of PTES, thereby making it superior to the LAES and comparable to
the A-CAES in terms of unit storage cost. Of course this conclusion is at the mercy of the
assumptions on the impacts of pressurization on the cost equations. It is also notable that a
system efficiency of 50 - 60 % is typical for the PTES and LAES, and the LAES can achieve
slightly higher efficiency than the PTES. On the other hand, a system efficiency of 70 - 80 %
is typical for the A-CAES, and the system efficiency of I-CAES tends to be in the middle of
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Figure 8.16: Pareto fronts of the representative energy storage systems

Table 8.9: The efficiency, unit cost and energy density of the representative energy storage
systems

Efficiency [%] Unit Cost [$/kWh] Energy Density [MJ/m3]

A-CAES (Liquid) 70 - 80 123 - 194 ~27
A-CAES (Hybrid) 70 - 80 88 - 122 ~8
PTES (Optimistic) 50 - 60 115 - 145 ~200
PTES (Pessimistic) 50 - 60 350 - 565 ~200
I-CAES (ηstd=0.85

64 - 72 138 - 225 ~12
-0.90, kr=1.0-1.5)
LAES (Liquid) 50 - 60 180 - 270 ~150

those of the PTES and A-CAES. In addition, the unit storage cost of an A-CAES also tends to
be lower than that of LAES and PTES even with pressurization, which makes it very difficult
for PTES and LAES to beat A-CAES in terms of thermal-economic performance. However,
in places where A-CAES and I-CAES are unfeasible, the PTES or LAES remains an attractive
option.

Other results on the system efficiency, unit cost and energy density of the four representa-
tive energy storage systems can be found in Table 8.9. It can be noted that the energy density
of the PTES and LAES tends to be an order of magnitude higher than that of the A-CAES and
I-CAES. The low energy density of A-CAES and I-CAES is mainly caused by the large vol-
ume of cavern which is further determined by the maximum pressure pmax and variation factor
pmin/pmax. After optimization, the maximum pressure pmax of Hybrid A-CAES is lower than
that of Liquid A-CAES, therefore, its energy density is also much lower.
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8.4 Summary

In this chapter, stochastic optimization algorithms are introduced and the working principles
of multi-objective genetic algorithm are explained in detail. The objectives, boundaries and
constraints of optimization are introduced for each system, and then the thermo-economic
optimizations are carried out individually. The optimization results are placed together and
compared with each other. Loss and cost distributions are provided for some representative
cases and the reasons for their differences are explained. The impacts of some undecided
factors, such as the cost assumptions and stored energy-to-power ratio, on the optimization
results are also studied. From this chapter, it can be concluded that:

1. There are rapidly diminishing returns at the extremes of low cost and high efficiency
(i.e., the Pareto fronts become vertical and horizontal respectively) such that the cost-
efficiency trade off is most pronounced in the intermediate range, typically with χ

around 80 % for CAES and 60 % for LAES and PTES. The main factors controlling
the cost-efficiency tradeoff are the polytropic efficiency η of compressors and turbines,
NTU of the heat exchangers (for systems with liquid TES), the reservoir “utilization
factor” Π and reservoir aspect ratio L/D (for systems with solid TES).

2. The Hybrid A-CAES demonstrates a lower cost than the other two A-CAES for a given
efficiency (or higher efficiency for a given cost). Although this conclusion might be
affected by different cost assumptions, the margin is reasonably significant - i.e., typi-
cally 15 to 25 % lower cost at fixed χ . The main reason for this advantage is that solid
TES is cheap when operated at lower pressure, whereas at high pressure it is much more
expensive than liquid TES.

3. Mineral oil was found to be the best thermal fluid for Liquid A-CAES due to its relative
high allowable temperature and low unit cost. Helium seemed to be the best working
fluid for the PTES. The unit storage cost decreases monotonically with the discharge
duration τdis, which means longer discharge time or higher energy-to-power ratio Wdis/P
leads to lower unit storage cost.

4. The Baseline PTES has the best thermo-economic performance at low-cost region,
whilst the Recuperated PTES has the best performance at at high-efficiency region.
With pressurization, the PTES can achieve similar unit storage cost as the A-CAES,
but hardly the same efficiency as long as the same system components are deployed.
With recuperation, the system efficiency of A-CAES cannot be enhanced but the unit
cost will increase and therefore, recuperation should be avoided in A-CAES.
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5. The thermal-economic performance of I-CAES is highly dependent on the assumptions
of nominal polytropic efficiency ηstd, cost factor kr and the combination ṗτ , which is
then a function of droplet diameter d and system efficiency f , and it is essential to make
an accurate estimate of all these values before making any reasonable comparison. For
the Pure I-CAES, there is a clear tradeoff between efficiency and cost whilst for the
I-CAES-HR, this tradeoff is much weaker due to its absence of heat exchangers. If the
waste heat or solar energy is available, the efficiency of Pure I-CAES can be significantly
enhanced even if its temperature is relatively low.

6. The thermo-economic performance of LAES and PTES are relatively similar. Pressur-
ization can significantly reduce the capital cost of PTES and makes it superior to LAES
and comparable to A-CAES in terms of cost. The LAES can achieve slightly higher
system efficiency than the PTES due to the Rankine cycle it employed.



Chapter 9

Conclusions and Suggestions for Future
Work

9.1 Conclusions of this thesis

In this thesis, different thermo-mechanical EES technologies are introduced and reviewed.
Parametric study and loss/cost distribution analysis are carried out for each individual technol-
ogy. Important components and their influence on system performance are studied separately
and analyzed in detail. Thermo-economic optimizations are introduced and applied to each
variant of EES system, and the optimization results are compared with each other. Through
this comparative study, some important conclusions are obtained and summarized in later part
of this section.

In Chapter 1, the general background to EES technologies are introduced and the outline
description of various thermo-mechanical energy storage systems are provided. The motiva-
tion, scope and contribution of this comparative study are also clarified in this chapter.

In Chapter 2, the contribution of EES technologies to the current energy systems are re-
viewed and emphasized. Then the various thermo-mechanical energy storage systems are
explained and reviewed individually. Finally, the methods for cost estimation and thermo-
economic optimization are also reviewed.

In Chapter 3, a simple analytical model has been built for baseline A-CAES and PTES re-
spectively and these two systems are compared from an analytical perspective. The expression
of system efficiency, energy distribution and energy density are derived and their sensitivity
to various parameters are also studied. Finally, a simple numerical model is introduced to
support the analytical model.

In Chapter 4, a detailed numerical model with due consideration for both thermodynamic
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and economic factors has been developed for each system component. Different variants of
PTES are introduced and numerical models are built for each of them. Then parametric study
and loss/cost distribution analysis are conducted for the PTES variants, and the reasons for
their difference in thermo-economic performance are explained in detail.

In Chapter 5, detailed analytical, numerical and economic models have been developed
for various types of air reservoirs, and then integrated to the A-CAES systems. The impact of
various air reservoir parameters on the system performance of A-CAES are analyzed in detail.
A more realistic case study based on Huntorf CAES cavern is also carried out. Finally, a hybrid
A-CAES with low-pressure solid TES and high-pressure liquid TES is proposed and compared
with the other A-CAES with just liquid or just solid TES. A combination of parametric study
and loss/cost distribution analysis has been used to undertake this comparison.

In Chapter 6, a simple and general thermo-economic model has been built for the isother-
mal compressor/expander and I-CAES. The expressions for isothermal efficiency, aerody-
namic and thermodynamic loss are derived and validated with more accurate results from
the literature. Finally, parametric study and loss/cost analysis are conducted for both pure I-
CAES and I-CAES-HR, and their results are compared with the A-CAES with ambient water
as liquid TES.

In Chapter 7, a simple and efficient LAES with both “hot” and “cold” thermal energy
recovery is proposed and the requirements for its stable operation is studied in detail. Both
solid and liquid TES are used as the cold TES, and their thermo-economic performance are
compared with each other. Unique phenomena such as pinch point problem and thermal front
management are discovered and studied separately. Parametric study and loss/cost analysis
are also carried out for solid and liquid LAES and their merits and weakness are revealed and
compared. Finally, a combined cycle for overcoming the weakness of LAES is proposed and
its thermo-economic performance is compared to LAES and PTES.

In Chapter 8, different algorithms for stochastic optimization are introduced and the work-
ing principles of multi-objective genetic algorithm are explained. The objectives, boundaries
and constraints of optimization are introduced and the thermo-economic optimizations are
conducted for each individual system. Finally, the optimization results are compared with
each other, and the impacts of some undecided factors (e.g., the cost factor kr and energy-to-
power ratio Wdis/P) are also studied.

Therefore, it can be concluded from this thesis that:

1. Compared with the CAES, PTES is generally more sensitive to various losses and has
lower efficiency. For the baseline PTES, its efficiency increases monotonically with the
temperature ratio τ , whilst for the baseline CAES, it depends on the tradeoff between
different losses. With τ increasing, more energy will be stored in the hot TES for both



9.1 Conclusions of this thesis 215

CAES and PTES, and their energy densities also increase monotonically. However, the
energy density of PTES tends to be an order of magnitude higher than that of A-CAES.

2. Of all PTES variants considered, the baseline PTES is most sensitive to the tempera-
ture ratio τ and least sensitive to the pressure loss fp. It also has higher freedom than
other PTES by allowing independent temperature ratios for charge and discharge. The
precooled PTES is most sensitive to heat exchanger effectiveness ε and least sensitive
to the polytropic efficiency η ; whilst the preheated PTES is the opposite, being most
sensitive to η and least sensitive to ε . In addition, the precooled PTES has the highest
auxiliary losses, the recuperated PTES has the highest TES losses and the preheated
PTES has a decreasing system efficiency χ with τ increasing, which is different from
all other PTES. With the same ε and η , recuperated PTES usually has the highest χ but
also the highest cost.

3. Cavern parameters may affect system performance through “direct” cavern losses and
“indirect” losses of other components. For example, increasing the maximum pressure
pmax will increase the thermodynamic losses and reduce the mechanical losses, whilst
decreasing the fluctuation factor α will increase the TES mixing loss and system exit
loss. As for the “direct” cavern losses, they are determined by the coupled effects of
α and λ . As the cavern insulation factor λ increases, the cavern storage and thermo-
dynamic losses decrease monotonically, whilst the heat leakage loss increases first and
decreases later. For the A-CAES with liquid TES, the NTU of the heat exchangers con-
trols the cost-efficiency trade-off; whilst for the A-CAES with solid TES, the reservoir
“utilization factor” Π and aspect ratio L/D fulfill the same function; and the polytropic
efficiency of compressors and turbines are important for any A-CAES. It is also found
that the hybrid A-CAES tends to be cheaper than the A-CAES with only liquid or only
solid TES.

4. The isothermal efficiency ηiso of an isothermal compressor/expander is determined by
three factors, namely the polytropic efficiency ηstd, heat capacity ratio Cr and the combi-
nation ṗτ , which corresponds to the aerodynamic loss, storage loss and thermodynamic
losses respectively. The combination ṗτ is further determined by the system frequency
f , droplet diameter d and velocity u. If u = 0, then f and d2 have the same effect on
ṗτ and ηiso. As ṗτ increases, the thermodynamic losses increases first and decreases
later, resulting in a peak. If ṗτ → 0, then both the temperature difference and thermo-
dynamic loss will disappear. If Cr → 0, then both the temperature variation and storage
loss (which is essentially the thermal energy loss) will disappear. If ηstd → 1, then the
aerodynamic loss will also disappear. An ideal isothermal process requires all of the
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three conditions to be met. In I-CAES, it is found that the thermal losses of isothermal
compressor/expander are always dominant, therefore, a low maximum pressure pmax is
preferred for I-CAES. It is also found that the the pumping loss of I-CAES-HR and heat
exchanger cost of Pure I-CAES tend to prevent the I-CAES from having many stages.

5. The pinch point problem and thermal front management are respectively the major chal-
lenges for the liquid and solid TES of LAES. The liquid TES tends to have constant heat
capacity but a narrow temperature range; whilst the solid TES tends to have a wide tem-
perature range but a varying heat capacity. In addition, the liquid TES can be pressurized
easily but becomes expensive when the required effectiveness is high; whilst the solid
TES is efficient but becomes expensive at high pressures. As a result, it is found that
solid LAES prefers low pressure whilst the liquid LAES prefers high pressure. It is
also found that the efficiency of cryogenic expander significantly affects the system per-
formance whilst its capital cost is relatively low. Finally, a combined cycle of LAES
and PTES is studied and it can achieve higher energy density and avoid the two-phase
working condition and flash-gas challenge.

6. There are rapidly diminishing returns at the extremes of low cost and high efficiency
(i.e., the Pareto fronts become vertical and horizontal respectively) such that the cost-
efficiency trade off is most pronounced in the intermediate range, typically with χ

around 80 % for A-CAES and 60 % for LAES and PTES. With pressurization, the unit
cost of PTES can be significantly reduced, making it superior to LAES and comparable
to A-CAES. PTES (and LAES) can hardly be as efficient as A-CAES, as long as the
same components are employed, but they both enjoys higher energy density and more
siting freedom. The unit cost of A-CAES can be further decreased through the use of
hybrid TES and underwater air accumulators. The performance of I-CAES depends on
the assumptions of polytropic efficiency ηstd, cost factor kr and the combination ṗτ , and
it is essential to make an accurate estimate for all of these before making any reasonable
comparison.

9.2 Suggestions for future work

Although some preliminary results and conclusions have been obtained in this study, a thor-
ough and rigorous comparison of all variants of EES technologies requires a number of chal-
lenges to be addressed. Future works are necessary to better understand the advantages and
disadvantages of each EES technology and devise novel EES systems that combine the merits
of existing ones. The suggestions for future work are summarized as follows:
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1. More rigorous comparisons on a level playing field should be conducted. The assump-
tions of the thermo-economic models should be justified and the uncertainties of the
optimization results should be estimated.

2. Dynamic simulations should be carried out to study the off-design behavior of each
energy storage system. The starting process and varying operating conditions of each
system should be analyzed in more detailed manner.

3. The mechanism of different types of losses and their varying trends should be studied in
details. For example, the mechanical losses caused by viscosity and the thermodynamic
losses caused by irreversible heat transfer have revealed opposite trends with pressure
ratio, and more fundamental research are required to unveil the underlying reasons for
this difference.

4. In-depth comparative studies of the regenerative and recuperative heat exchangers are
necessary to reveal their fundamental differences. For example, the packed bed ther-
mal reservoir and counterflow concentric-tube heat exchanger are typical regenerative
and recuperative heat exchangers respectively, and their differences in thermo-economic
performance are stressed several times in this thesis. However, the fundamental reason
for their difference remains unclear.

5. More rigorous studies should be conducted for the economic models. For example,
more cost data should be collected and more quantitative methods, such as hypothesis
testing and regression analysis, should be employed to develop the cost equations. The
confidence intervals of the cost estimates should also be provided.

6. Exergoeconomic analysis, which assigns a cost for each exergy flow, should be em-
ployed for the comparative study, and the comparison could be extended to include the
electrical and chemical energy storage systems as a result.

7. Axial conduction, heat leakage and reservoir segmentation should be added to the ther-
mal reservoir model and validated with the experiential data. More detailed numerical
models should be developed for the heat exchanger to relate the heat transfer loss and
pressure loss to the capital cost.

8. Numerical models for indirect contact thermal reservoir should be developed and in-
corporated into the Rankine-cycle PTES program. Thermo-economic analysis and op-
timization should be carried out and the optimization results compared with other EES
technologies.
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9. More detailed and accurate numerical models should be developed for the isothermal
compressor/expander which takes into account of the mass and heat transfer simultane-
ously and used to validated the simple model in this thesis. The expression of ṗ and τ

should be derived for this general case.

10. Novel I-CAES based on latent heat transfer (e.g. vapour injection and condensation)
should be proposed and compared with the I-CAES based on sensible heat transfer. The
impacts of different thermal fluids on the thermo-economic performance should also be
studied.

11. Mass transfer models should be developed for the packed bed thermal reservoir and
applied to some special combined cycles. For example, Rankine-cycle PTES with CO2

as the working fluid may also be used for Supercritical Fluid Extraction (SFE) and
packed bed reactor will become the central component for this combined cycle.
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Appendix A

Liquid TES systems

Compared with the packing materials of the solid TES, the thermal fluids of liquid TES gener-
ally has much narrower temperature range. Therefore, it is often necessary to operate several
heat exchangers with different thermal fluids in series to cover the whole temperature range
of liquid TES. For example, in the hot TES of liquid LAES, mineral oil and solar salts are
often utilized together to cover the temperature range from ambient to 550 °C. If the inlet
temperature of the hot TES system (and the heat exchanger network) is Tin (Tin > T0), and
the temperature of the second stage (the stage with mineral oil as the thermal fluid) cold fluid
tank is fixed at ambient value Tc2 = T0, it will be of interest to figure out the temperature of
the intermediate thermal fluid tanks, such as that of the first stage (the stage with solar salt
as the thermal fluid) cold fluid tank Tc1 and the second stage hot fluid tank Th2. In fact, any
large heat exchanger with heat transfer unit of NTUt = 2NTU can be viewed as two small
heat exchanger with heat transfer unit of NTU operating in series. The thermal fluid of cold
fluid tank at ambient temperature T0 flows through the second stage heat exchanger into an
intermediate tank at Tm, and immediately, it flows through the first stage heat exchanger into

Solar 

Salts

Mineral 

Oil

Tin

Tc2=T0Th2=TmTc1=TmTh1

Tout

First Stage Second Stage

Tout1 Tin2

Figure A.1: Schematic diagram of a typical hot TES with two stages
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the hot fluid tank. Therefore, the temperature of first stage cold tank Tc1 and second stage
hot tank Th2 should be equal for the heat exchanger network to be viewed as one large heat
exchanger, which means: Tc1 = Th2 = Tm. Then the outlet temperature of the first stage heat
exchanger is:

Tout1 = (1− ε)Tin + εTc1 (A.1)

Since the outlet of first stage heat exchanger and the inlet of second stage heat exchanger
are directly connected, we have Tin2 = Tout1. Then the temperature of the second stage hot
fluid tank Th2 can be expressed as follows:

Th2 = εTin2 +(1− ε)T0 (A.2)

By substituting Eq. (A.1) into Eq. (A.2) and solving for Tm, we can get:

Tm =
ε

1+ ε
Tin +

1
1+ ε

T0 (A.3)

From Eq. (A.3), it can be found that the intermediate temperature Tm is close to the arith-
metic average of the inlet Tin and ambient temperature T0, if the heat exchanger effectiveness
ε is high. The outlet temperature of the second stage heat exchanger Tout2 is also the outlet
temperature of the hot TES system Tout, which is :

Tout =
1− ε

1+ ε
Tin +

2ε

1+ ε
T0 (A.4)

For a counterflow, concentric tube heat exchanger with Cr = 1, the heat exchanger ef-
fectiveness ε can be expressed as a simple function of heat transfer unit NTU, which is
ε = NTU/(NTU+1), then Eq. (A.4) can be further written as:

Tout =
1

2NTU+1
Tin +

2NTU
2NTU+1

T0 (A.5)

It should be noted that for a larger heat exchanger with NTUt = 2NTU, the coefficient of
the latter part of Eq. (A.5) 2NTU/(2NTU+1) is essentially its heat exchanger effectiveness
εt. Therefore, Eq. (A.5) eventually becomes Tout = (1− εt)Tin + εtT0, which is the expression
of the outlet temperature for a large heat exchanger with NTUt = 2NTU or εt = 2ε/(1+ ε).
Here, it can be noted that as long as the temperature of the pairs of intermediate thermal
fluid tanks is the same (Tc1 = Th2 = Tm), how the heat exchanger network is arranged makes
no difference to its equivalent heat exchanger effectiveness εt and capital cost (which is a
function of NTUt).

The above analysis is very universal and independent of the specific characteristics of
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certain thermal fluids, therefore, it is also applicable for TES system with different thermal
fluids, such as the hot TES with solar salt and mineral oil. At the initial state of operation,
mineral oil at T0 and solar salt at Tm is prepared in advance and stored in the cold fluid tanks of
their respective stages. After each cycle, the temperatures of thermal fluids tend to be higher
than their initial values due to the thermal irreversibility and they have to be cooled back to
Tm via an external heat exchanger. In the hot liquid TES, the working fluid can be viewed as
ideal gas and the impact of heat capacity variation is negligible. Therefore, the intermediate
temperature Tm can be easily determined via Eq. (A.3), which is essential for the cooling and
the stable operation of hot liquid TES.





Appendix B

Numerical method

B.1 System design

In order to run the numerical model properly, the geometric parameters of each component
must be set up at first. In this thesis, it is achieved through a trial-and-error method and the
mass of working fluid m becomes the most important parameter. This is because the mass of
all TES can be determined through the following equations.

mi =
mc̄p

c̄i
(B.1)

where c̄p and c̄i are the average heat capacities of the working fluid and TES materials respec-
tively, and the latter is determined by:

c̄i =
eout − ein

Tout −Tin
(B.2)

Similar equation can be derived for c̄p by repacking the internal energy e in Eq. (B.2) with
the enthalpy h.

In Eq. (B.2), the subscript in and out denote the inlet and outlet conditions respectively,
and therefore, the temperature range of each component must be estimated at first. Take the
hybrid A-CAES as an example, the pressure ratio βi of each stage has been set up by Eqs.
(5.1) and (5.2), so that the inlet temperature ratio of each stage can be estimated by:

τi = β
φc
i (B.3)

where φc is the polytropic exponent of compressor which is the same with that in Eq. (4.18).
The outlet temperature of each TES is approximately ambient during charge, therefore, the
mass mi and average heat capacity c̄i of each TES can be estimated from Eqs. (B.1) and (B.2).
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Besides, the exergy stored in each TES can also be estimated from the following equation:

Bi = mi [(ei − e0)−T0 (si − s0)]

= mic̄iT0 (τi −1− lnτi) (B.4)

where e and s refer to the specific internal energy and entropy respectively; the subscript 0
denotes the ambient state.

In the hybrid A-CAES, all the working fluid is stored in (or released from) a cavern, and
as a result, the following equation holds:

m =
pmax − pmin

RgT0
V =

p0V
RgT0

R(1−α) (B.5)

where the cavern is assumed isochoric (with a volume of V ) and isothermal (with a temperature
of T0). This assumption may lead to the underestimation of the cavern volume V if the cavern
is not isothermal and therefore, in more accurate calculations, the volume V could be adjusted
after initial design process.

The exergy of a closed system with a volume V can be written as:

B = (U −U0)−T0 (S−S0)+ p0 (V −V0)

=V
(

p ln
p
p0

− p+ p0

)
(B.6)

and the exergy stored in an isothermal cavern of volume V is:

Bcave = Bc −Bd

=V
(

pmax ln
pmax

p0
− pmin ln

pmin

p0
− pmax + pmin

)
(B.7)

For the hybrid A-CAES, we have:

Bcave +
N

∑
i=1

Bi = E (B.8)

where E is the rated energy for all energy storage systems and E = 400MWh in this thesis.
By applying bisection method to Eq. (B.8), the mass of the working fluid m can be obtained
and then the mass of all TES can be calculated through Eq. (B.1). After that, the geometric
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parameters of each TES can be determined through the following equations:

Vi =
mi

ρiΠ
(B.9)

Di =
3

√
4Vi

π (L/D)
(B.10)

where Π is the utilization factor and L/D is the aspect ratio. For liquid TES, both Π and L/D
are set as one; whilst for solid TES, they are provided in Table. 5.5. After the diameter Di is
known, the length of a thermal reservoir is calculated by Li = Di (L/D).

For the A-CAES and I-CAES systems, the switch between the charge and discharge mode
is determined by the cavern pressure p. For example, if the cavern pressure p rises above the
maximum pressure pmax during charge, then the discharge mode is started and the inlet and
outlet mass flowrate are set as 0 and ṁ respectively, whereas if the cavern pressure p falls
below the minimum pressure pmin during discharge, then the charge mode is initiated and the
inlet and outlet mass flowrate are set as ṁ and 0 respectively. The rated mass flowrate ṁ can
be determined through the following equation.

ṁ =
P

∑
N
i=1
(
hout,i −hin,i

) (B.11)

where P is the rated power for all energy storage systems and in this thesis, P = 100MW. The
charge and discharge modes are switched between each other for several times until the final
equilibrium state is reached.

Other energy storage systems follow similar design process, with a major difference in Eq.
(B.8). For LAES, the Eq. (B.8) should be replaced by:

Bliquid +
Nhot

∑
i=1

Bi −
Ncold

∑
i=1

Bi = E (B.12)

whereas for PTES, the Eq. (B.8) should be replaced by:

Nhot

∑
i=1

Bi +
Ncold

∑
i=1

Bi = E (B.13)

The switch between charge and discharge mode is determined by the mass of liquid air for
LAES and by the mass of thermal fluid for PTES.

For the I-CAES-HR, the Eq. (B.8) is still valid, but the mass of the thermal fluid (Eq.



240 Numerical method

time n

time n-1

i-1 i i+1

Δz

Δt

Figure B.1: A section of the computational grid of the thermal reservoir (properties are known
at nodes marked • and unknown at those marked ◦)

(B.1)) should be determined by:

mi =
mc̄p

Crc̄i
(B.14)

where Cr is the heat capacity ratio of the isothermal compressor/expander, which is usually
less than one.

B.2 Solid TES system

The numerical method used to solve Eqs. (4.7) and (4.8) is similar to that described in Refs.
[41, 59] where a semi-analytical approach has been employed to improve the stability and
computational efficiency. Fig. B.1 shows part of the regular computational grid at two time
levels and the task is to calculate the gas and solid temperatures at node (i, n). Meanwhile,
temperatures are known at all nodes for the time step n−1, and at nodes from 1 to i−1 for the
time step n. Therefore, the gas temperature Tg at node (i, n) can be obtained by integrating Eq.
(4.7) along the z axis, from node (i−1, n) to node (i, n), whilst holding the solid temperature
Ts constant at its average value of these two nodes, T̄s =

(
T n

s,i−1 +T n
s,i

)
/2.

T n
g,i = T̄s +

(
T n

g,i−1 − T̄s

)
exp(−∆z/l) = (1−a) T̄s +aT n

g,i−1 (B.15)

where a = exp(−∆z/l). Similarly, the solid temperature Ts at node (i, n) can be obtained by
integrating Eq. (4.8) along the t axis, from node (i, n−1) to node (i, n), whilst holding the
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Figure B.2: Pressure and temperature profiles in the solid TES and isochoric cavern of the
nominal hybrid A-CAES in Chapter 5. (a) thermal fronts in the solid TES (b) pressure and
temperature variation in the cavern

gas temperature Tg constant at its average value of these two nodes, T̄g =
(

T n−1
g,i +T n

g,i

)
/2.

T n
s,i = T̄g +

(
T n−1

s,i − T̄g

)
exp(−∆t/τ) = (1−b) T̄s +bT n

g,i−1 (B.16)

where b = exp(−∆t/τ). After substituting the expressions of average temperatures for gas
and solid into Eq. (B.15) and Eq. (B.16) respectively, the resulting pair of equations can be
expressed in the following form:

[
1 1

2 (a−1)
1
2 (b−1) 1

][
T n

g,i

T n
s,i

]
=

[
1
2 (1−a)T n

s,i−1 +aT n
g,i−1

1
2 (1−b)T n−1

g,i +bT n−1
s,i

]
(B.17)

Eq. (B.17) is readily inverted to obtain the two unknown temperatures. The advantage of
this method is that the “stiffness” is integrated out of the equations enabling much larger time
steps to be taken than with a straightforward difference discretization [41]. This numerical
scheme has been validated against the “single-blow” analytical solution first presented by
Anzelius [139] for the case of constant gas and solid properties. Details of this validation are
given in Ref. [41].

Fig. B.2a shows the thermal front propagation within the first-stage solid TES of the hybrid
A-CAES (nominal case) in Chapter 5, which is obtained by calculating Eq. (B.17) for each
node (i, n) during the whole charge process.
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B.3 Cavern and liquid TES system

The governing equations of the cavern and liquid TES are very similar, and therefore, the same
numerical methods are employed for both of them. Take the isochoric cavern as an example,
the first-order forward differentiation method can be applied to Eqs. (5.3) and (5.4), and the
following equations can be obtained:

mi = mi−1 +(ṁin − ṁout)dt (B.18)

Ti = Ti−1 +
[
Q̇+ ṁincpTin − ṁoutcpTi−1 − (ṁin − ṁout)cvTi−1

] dt
mi−1cv

(B.19)

where Q̇ is the instantaneous heat transfer rate which is given by:

Q̇ =UA(T0 −Ti−1) = λ ṁcp (Ti−1 −T0) (B.20)

Similar equations can be obtained for the Eqs. (4.12) and (4.13) of liquid TES by replacing
the heat capacities cp and cv with cf.

For an isochoric cavern, its volume is fixed at V , so the pressure within it at time step i can
be obtained from the state equations for ideal gas:

pi = miRgTi/V (B.21)

whilst for an isobaric cavern or a liquid TES, its pressure is always fixed at p, so the its volume
at time step i is:

Vi = mi/ρ (B.22)

where ρ is the density of the compressed air or thermal fluid, which tends to be a constant.
Fig. B.2b shows the temperature and pressure variation within the isochoric cavern of the

hybrid A-CAES (nominal case); whilst Figs. B.3a and B.3b show the temperature and mass
variation within the hot and cold liquid tanks of the second-stage liquid TES respectively.

B.4 Compressor and expander

Although the outlet temperature Tout and work input wc of a compressor with ideal gas as
the working fluid can be directly obtained from Eqs. (4.18) and (4.19), these values must be
numerically computed step by step for the real gas. For example, if a compressor is adiabatic,
then its outlet temperature Tout and work input wc can be obtained from its enthalpy increase
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Figure B.3: Temperature and mass variation of the hot and cold thermal fluid tanks within the
liquid TES of the nominal hybrid A-CAES in Chapter 5. (a) hot thermal fluid tanks (b) cold
thermal fluid tanks

dh since dh=−δw= vdp/ηc for adiabatic devices. Therefore, by applying first-order forward
to the above equation, we have:

pi = pi−1 +dp (B.23)

hi = hi−1 + vi−1dp/ηc = hi−1 +dp/(ρi−1ηc) (B.24)

where dp is the pressure increase for each step which is determined by the outlet pressure
of the compressor pout and the number of steps n, dp = (pout − pin)/n; vi−1 and ρi−1 are
respectively the specific volume and density at step i − 1, which are obtained through the
pressure pi−1 and specific enthalpy hi−1 at step i− 1 with the help of Refprop or CoolProp.
For the simple forward differentiation, the specific volume vi and density ρi is then calculated
and this process continues until pi reaches the outlet pressure pout. However, it has been found
that this simple forward differentiation method is relatively imprecise and requires more steps
n to reach convergence, as shown in Fig. B.4. Therefore, the specific volume or the density in
Eq. (B.24) is usually corrected to increase the accuracy and this is achieved by replacing the
vi−1 or ρi−1 in Eq. (B.24) with the average values v̄ or ρ̄:

v̄ =
1
2
(
vi−1 + vp

i
)

(B.25)
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ρ̄ =
1
2
(
ρi−1 +ρ

p
i
)

(B.26)

where the superscript p indicates that the vp
i or ρ

p
i obtained from Eqs (B.23) and (B.24) are

predicted values and should be updated accordingly after the actual hi is obtained.

Fig. B.4 compares the converges speed of these numerical methods and it can be noted
that the density corrected method (by replacing ρi−1 with ρ̄) has the fastest convergence speed.
Therefore, it is used as the default numerical method for the compressors and expanders in this
thesis.

B.5 Isothermal compressor and expander

In order to get the outlet temperatures and work input (or output) of the isothermal compressor
(or expander), Eq. (6.9) must be solved numerically. As mentioned in Chapter 6, the matrix A
should be diagonalized into A = S−1ΛS, so that An = S−1Λ nS. If we define A as:

A =

[
(1− ε)β

φ

n ε

εCrβ
φ

n 1− εCr

]
=

[
a b
c d

]
(B.27)

then its two eigenvalues λ1,2 can be calculated by:

|A−λE|=

∣∣∣∣∣ a−λ b
c d −λ

∣∣∣∣∣= 0 (B.28)

and the results are:
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λ1,2 =
1
2
(a+d ±∆)

where

∆ =
√
(a−d)2 +4bc

Therefore, the diagonal matrix Λ is:

Λ =

[
λ1 0
0 λ2

]
(B.29)

After we got the two eigenvalues λ1,2, the eigenvectors can be calculated by:

[A−λ1,2E]∼

[
1
2 (a−d ∓∆) b

0 0

]
∼

[
−λ3,4 1

0 0

]
(B.30)

where

λ3,4 =− 1
2b

(a−d ∓∆)

Therefore, the matrix S with eigenvectors as its columns can be written as:

S =

[
1 1
λ3 λ4

]
(B.31)

and the inverse of matrix S is:

S−1 =
S∗

|S|
=− b

∆

[
λ4 −1
−λ3 1

]
(B.32)

Finally, the n-th power of matrix A can be expressed as:

An =

[
1 1
λ3 λ4

][
λ n

1 0
0 λ n

2

][
λ4 −1
−λ3 1

]
−b
∆

=

[
a1 b1

c1 d1

]
(B.33)

where

a1 =− b
∆
(λ4λ

n
1 −λ3λ

n
2 )
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b1 =− b
∆
(λ n

2 −λ
n
1 )

c1 =− b
∆

λ3λ4 (λ
n
1 −λ

n
2 )

d1 =− b
∆
(λ4λ

n
2 −λ3λ

n
1 )

The outlet temperatures of the compressed air Ta,out and thermal fluid Tf,out can therefore
be calculated by:

Ta,out = a1Ta,in +b1Tf,in (B.34)

Tf,out = c1Ta,in +d1Tf,in (B.35)

Fig. B.5 shows the converging process of an isothermal compressor, from which it can be
noted that the numerical model has already converged after n = 105 steps. Therefore, n = 1010

is able to guarantee convergence for any isothermal device in this thesis.
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