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Predicting the helpfulness score of online reviews
using convolutional neural network

Sunil Saumya Jyoti Prakash Singh Yogesh K. Dwivedi
February 2019

Abstract

The smart cities aim to provide an infrastructure to their citizen that reduces
both their time and effort. An example of such an available infrastructure is elec-
tronic shopping. Electronic shopping has become the hotbeds of many customers
as it is easier to judge the quality of the product based on the review information.
The purpose of this study is to predict the best helpful online product review, out
of the several thousand reviews available for the product using review represen-
tation learning. The prediction is done using a two-layered convolutional neural
network model (2-CNN). The review texts are embedded into low-dimensional
vectors using a pre-trained model. To learn the best features of the review text,
3 filters are used to learn tri-gram, four-gram, and five-gram features of the text.
The proposed approach is found to be better than existing machine learning based
models which used handcrafted features. The very low value of mean squared error
(MSE) confirms the prediction accuracy of the proposed method. The proposed
method can be easily applied to any kind of review as the features are calculated
only from the review text and not from other domain knowledge. The proposed
model helps in predicting the helpfulness score of new reviews as soon it gets
posted on the product review page.

1 Introduction

With the advent of the internet and technology, there is a process of making our cities
and villages “smart". Here, the term “smart" means providing better living conditions to
the citizens. The people of smart cities or villages make their decision about any product
or services based on their quality. That means they find how the peer customers have
evaluated the product or service and based on that make their own decision. One way of
finding the customers feedback is “online consumer reviews". There are some other ways
also to get feedback of product or services such as one-to-one interaction, news chan-
nel, or advertisements. However, according to a survey by BrightLocal (BrightLocal,
2016), 88% of consumers refer online reviews for decision making. A review aggrega-
tion website (like yelp.com, mouthshut.com) is one that maintains online reviews (or
opinions) about the products and services such as mobiles, books, hardware, software
and so on (Kizgin et al., 2018; Lee and Choeh, 2014). Apart from this, E-commerce
websites also maintain online reviews of those products which they are selling. Some
well-known E-commerce websites are amazon.in (Amazon), snap-deal.com (Snapdeal),



TIT7 70707 Classy for a budget price
By on 10 May 2018
Colour: Gold | Size: 32 GB | Verified Purchase

MI phones pack in quite a punch for a seemingly budget priced phone. The MI 5 doesnt disappoint in termd of
look and feel too. Infact they have taken it one notch higher superficially. The performance is good, the
camera takes very good low light photos with its selfie light and the picture quality is better than most MI
phones. Onky con is the size of the phone. The size of the Redmi 4 would have been a better variant.

15 people found this helpful

Helpful Not Helpful » Comment Report abuse

Figure 1: A sample review of Amazon

flipkart.com (Flipkart), and so on. These websites store online consumer reviews for
various purposes, for example: (i) it creates database of customer’s purchase history
and use that in recommendations (Saini et al., 2017) or, (ii) it may act as a major
information source for customers to help them in making their purchase decision (Chua
and Banerjee, 2016; Krishnamoorthy, 2015; Shareef et al., 2018; Singh et al., 2017) and
so on. In online shopping, one often checks customer’s experience, in the form of re-
views, before deciding which product to buy (BrightLocal, 2016). However, the quality
of online reviews is very inconsistent. It ranges from superior elaborated assessments
(or helpful reviews) to continual statements of product specification (or non-helpful
reviews) or, in the worst case, it can be a spam (Lee and Choeh, 2014; Saumya and
Singh, 2018) to promote the unpopular product or defame a good quality product.

In many cases, the number of reviews received by a product is very large. For exam-
ple, as we can see in Table 1, a product Amazon Fire TV stick have received 144,805
reviews, Cards against humanity have received 37,635 reviews and similarly, Redmi /
(32GB) have also received more than 50,000 reviews. That means a huge amount of in-
formation is available online through which customers can judge the quality of products
and make their purchase decision. However, (i) reading all such reviews present for a
product to make the purchase decision is nearly impossible and, (ii) due to these over-
whelming range of reviews, the most helpful reviews may be buried in ample amount
of non-helpful reviews which prevent the effective use of reviews. To mitigate these
issues, most review websites started prioritizing the submitted reviews based on users’
evaluations. For example, Amazon in 2007, came with helpfulness vote mechanism in
which reviews of products are being sorted based on their received votes. They keep a
simple question at the end of each review “was this review helpful to you?” and give
two buttons Helpful or Not Helpful. A reader can give the votes in favor or against of
a review by clicking any of the given buttons. For example, a sample review is shown
in Fig. 1 which received 15 helpful votes. Based on the received votes the reviews are
being sorted and hence, the most helpful reviews would be bubbled at the top in the
review list. This mechanism increased the Amazon’s economy by $2.7 billion per year
(Spool, 2009). Later, other websites like Flipkart and Snapdeal also started allowing
readers of a review to inform whether they believe the review is helpful or not by voting
for it or against it.

However, helpfulness of online reviews cannot be considered as a golden spoon, which
guarantees to increase readership of reviews and hence, attract more votes (Singh et al.,
2017). This is because customers are selective in deciding what to leave out and what
to read. According to BrightLocal survey (BrightLocal, 2016), people read less than
10 reviews before making their purchase decision. But, in practice, popular products



Table 1: Number of reviews received by Amazon best seller products

Product Category Product Name Num-
ber of
Reviews

Electronic Amagzon fire TV stick 144,805

Toys & Games Cards against humanity | 37,635

Video Games $20 play station store 23,390

Books 1984 (Signet Classics) | 6,254

by George Orwell
Mobiles & Accessories Redmi 4 (32GB) 54,400

receive reviews in thousands but, all reviews are not good enough to attract readership.
Moreover, the current review system is biased by the posting time of reviews. That
means reviews which are posted earlier get more attention by the readers whereas,
late posted reviews are ignored by appending them at last in the review list. This
phenomenon is termed as Matthew effect (Wan, 2015). By analyzing the dataset of
Amazon (2187 reviews), (Wan, 2015) identified that early posted lengthy reviews re-
ceived an unreasonably higher percentage of votes due to Matthew effect and once
found as most helpful, could maintain their top positions throughout the life cycle of
products due to the Ratchet effect (Freixas et al., 1985). This prevents buyers to get
insights from later posted helpful reviews, as a result of that the original purpose of the
helpfulness voting is violated. To mitigate the negative impacts of these effects, there
is a strong need of a mechanism that places the best k helpful reviews at the front of
the review list based on their quality, and not by their helpfulness votes.

A number of researches have been proposed for predicting the most helpful reviews.
Most of them were mainly focused on extracting most relevant features upon which
prediction was calculated from various determinants like textual contents, reviewer char-
acteristics and review characteristics (Cao et al., 2011; Chen and Huang, 2013; Chua
and Banerjee, 2015; Korfiatis et al., 2012; Singh et al., 2017). Saumya et al. (2018)
proposed to use product description features and question-answer features along with
earlier features. The previous works mainly used statistical methods such as support
vector machine for regression or least square regression (Cao et al., 2011; Ghose and
Ipeirotis, 2011) or conventional supervised machine learning methods such as random
forest, naive Bayes’, or gradient boosting (Allahbakhsh et al., 2015; Baek et al., 2015;
Chua and Banerjee, 2016; Korfiatis et al., 2012; Krishnamoorthy, 2015; Ullah et al.,
2015) for helpfulness prediction. As per our knowledge, there is only one reported work
which has used the artificial neural network for the same purpose (Lee and Choeh,
2014). They used multilayer perceptron networks for helpfulness prediction.

The earlier approaches suffer from two main inadequacies. First, from the feature ex-
traction point of view, the features used for prediction were mostly hand-crafted hence,
it is bound to be biased and costly. For example, features can be a number of words in
the review, readability of review, polarity and so on. The performance of most of the
Machine Learning methods depends on how accurately these features are identified and
extracted. Second, from the semantic point of view, none of the earlier works focused
on the contextual analysis of review text, instead, they focused only on content-based
factors from review text.



This paper intends to address the aforementioned inadequacies inherent in the exist-
ing system by learning continuous sentence representation using a convolutional neural
network (CNN) based model. The other way of learning continuous sentence represen-
tation of reviews is by using the Recurrent neural network (RNN) (Mikolov et al., 2010;
Ren and Ji, 2017). A review generally describes features of the products pointwise. For
example, a mobile product review first may describe the camera feature then its battery
and so on. The points (or sentences) written in reviews do not have the long depen-
dency. However, RNN, specially LSTM, is known for learning long sequences of input
data. Hence, we preferred to use CNN. The current model also considers those cases
where the sentences in a review are dependent. But, as we fixed the maximum length
of review to be 50 (average review length), which is not very long, the CNN performs
better compared to other (Kumar and Singh, 2018). The possible advantages of using
CNN for helpfulness prediction of reviews are three folds. First, CNN uses the number
of hidden layers for automatic feature extraction, which can preserve the complex global
semantic information that is hard to obtain from conventional hand-crafted features.
Second, inputs to the CNN have distributed word vectors (or word embeddings), which
can be trained on a significant large corpus of raw text, thus reducing the need for
labeled data to some extent. Third, CNN can learn continuous sentence representation,
leveraging discourse models simultaneously.
This paper shows that substantial enhancements can be attained by learning continuous
sentence representation using a CNN model. Based on the predicted helpfulness value,
we construct the new review list and prioritize the review accordingly. It gives a fair
chance to each review to be visible at the front page of reviews. The current system is
evaluated with the datasets of two popular e-commerce websites Amazon and Snapdeal.
The experiments show that the proposed CNN model outperforms several state-
of-art models, substantiating the edge of deep neural models in preserving semantic
features.
The rest of the article is structured as follows: Section 2 explains the related work
of review helpfulness prediction. Section 3 presents the explanation of our proposed
CNN model. Section 4 introduces the tools used for implementations and then reports
various experimentation results by tuning several hyper-parameters. Section 5 discusses
the main findings and implications of those. Finally, in Section 6 we conclude this work
by pointing few limitations and further research scopes.

2 Related Work

In online shopping, customers generally look for two factors before making a purchase
decision of a product. The first is a specification of the product, which must satisfy
customer requirements and other is the opinion of other customers who have bought
that product before. These opinions are also termed as online reviews. In this work,
we are predicting the best reviews out of thousands of reviews available for a product.
In this section, we discuss some of the important works and give an intuition behind
doing this study. We have categorized this section into two parts. The first part talks
about the most relevant works and the second part talks about the need for a neural
network for predicting the best helpful reviews.



2.1 Best helpful reviews prediction

A number of research works have been reported which examine the factors which in-
fluence the review to become most helpful (Ghose and Ipeirotis, 2006; Kaushik et al.,
2018; Saumya et al., 2016; Wu, 2017). For example, (Ghose and Ipeirotis, 2006) showed
the impact of review subjectivity on review helpfulness. They proposed two ranking
mechanisms, customer-oriented ranking mechanism, and manufacturer-oriented ranking
mechanism, for ranking online reviews. In the first approach, the reviews were ranked
based on their expected helpful votes and in later, the reviews were being ranked based
on their effect on product sales. They used Random-forest based classifier for their
experiments. They found that more informative reviews have mixed subjective and
objective elements. Similarly, Liu et al. (2007) explored review informativeness, read-
ability, and subjectivity for categorizing reviews into low and high qualities. Some
other factors like review lengths, timeliness of review, reviewer expertise and reviewer’s
writing style were also considered for predicting most helpful reviews (Liu et al., 2008;
Otterbacher, 2009; Siering et al., 2018).

Forman et al. (2008) found that identity disclosure of reviewer attracts other community
members who rate the products more positively. A report said that the product’s av-
erage rating and review helpfulness are consistent with each other (Danescu-Niculescu-
Mizil et al., 2009). On the paradigm of product types (search and experience!), (Mu-
dambi and Schuff, 2010) used statistical approach and found that the review extremity
and review length have a collaborative effect on review helpfulness. For search prod-
ucts, the review length and extreme ratings have a positive impact on helpfulness as
compared to experienced products. So, they concluded that along with review length
and review extremity, the helpfulness was also dependent on product types. Ghose and
Ipeirotis (2011) analyzed linguistics features of review to find the factors of review help-
fulness. They found that medium length reviews with a few spelling mistakes are more
influential for new customers compare to very long and very short reviews with more
spelling mistakes. However, (Korfiatis et al., 2012) analyzed that review readability
was more influential than its length for review helpfulness.

In most of the researches the sentiments of the review was investigated for its effect
on product sales and review helpfulness (Cao et al., 2011; Li et al., 2013; Schumaker
et al., 2012). Cao et al. (2011) used text mining techniques and found that extreme
opinions are more influential for helpfulness than mixed or neutral opinions. Liu et al.
(2013) found a research gap that most of the works mine sentiments from a collection
of reviews posted during specific periods only. They did not analyze the change in
sentiments when the collection of reviews evolve. To overcome this, they developed
an adaptive sentiment analysis models. Their results show that the proposed adaptive
method can capture sentiment variations from newly posted reviews, which helps in
predicting the product sales and services more accurately. Siering and Muntermann
(2013) extracted the sentiment of reviewer regarding the quality of products using To-
bit regression. They found that reviews with the discussion about the products quality
received more helpful votes.

Other than content-based factors, (Li et al., 2013) analyzed the source based factors
for review helpfulness prediction. They found that less content and high comprehen-
sible reviews were more helpful. Wang et al. (2013) proposed a web-based system for

LA search product is one whose quality and features can be evaluated before purchase. In contrast,
for experience products evaluation can be done after purchase.



automatically extracting most relevant customer opinions using several features. They
named it as “SumView". In line with that (Wan et al., 2018) discussed the way online
reviews communicate with each other and how reviewers opinions evolve over time. Wu
et al. (2013) modeled a two-stage mechanism to investigate the importance of online
reviews in consumer’s willingness to pay. Hu et al. (2014) developed a model using
multiple equations to establish the relation between sentiments, ratings and product
sales. They found that ratings did not directly affect the sales. Another important
observation was the most recent and most helpful reviews highly influence the prod-
uct sales. A recent work proposed by Kaushik et al. (2018) studied the impact of a
sequence of helpful reviews on product sale. Lee and Shin (2014) conducted a survey
to understand why readers always accept quality-based review. They used a statistical
approach to establish the relationship of review quality, review sentiment with review
helpfulness. They found that high-quality positive reviews increase the product sale in
comparison to low-quality ones. Similarly, Tsao (2014) found that the negative con-
sumer reviews on movie selection are stronger than that of positive consumer reviews.
Wan and Nakayama (2014) explored the reliability of review rating. They found that
ratings of most helpful reviews are biased and significantly higher than the genuine.
They also found that ratings of most helpful favorable reviews are biased by first few
reviews due to the common human tendency to believe excessively on the first piece
of information offered when making decisions. The similar effect was found for most
helpful critical reviews also as if first few customers have rated it negative others start
following.

Krishnamoorthy (2015) examined the linguistic features like an adjective, action verb,
state verb and then accumulated them to built a predictive model for helpfulness pre-
diction. Some other factors used by them were review extremity, review age, readability
measures, and subjectivity. In addition to review characteristics, (Guo and Zhou, 2017;
Huang et al., 2015; Roy et al., 2018) used reviewer characteristics to capture their joint
effect on helpfulness. Huang et al. (2015) used Tobit regression as a predictive model.
They found that review length up to a certain threshold has a significant effect on re-
view helpfulness. However, this effect diminishes beyond a given threshold. Similarly,
(Guo and Zhou, 2017) found that the impact of review length and review valance on
review helpfulness was positively moderated by linguistic style similarity, while exper-
tise similarity negatively moderated the effect of review valence and review length on
review helpfulness. Allahbakhsh et al. (2015) introduced a framework which has three
main components. First, a robust rating score calculation. Second, the reviewer’s be-
havior analysis and third, reviewer trust rank. Weathers et al. (2015) explained two
terms diagnosticity and credibility. Diagnosticity defines uncertainty and credibility
defines the reviewer’s expertise and trust. They found that these two terms are often
ineffective for review helpfulness. Chua and Banerjee (2015) investigated three fac-
tors review length, review rating, and reviewer reputation. Using multiple regression
and Tobit estimation, they found that reviewer reputation and review length have a
positive effect on helpfulness whereas, review rating was negatively associated. Qazi
et al. (2016) considered both a qualitative and quantitative approach while building a
regression model for helpfulness prediction. They used Tobit regression to categories
the reviews into three parts: regular, comparative and suggestive. A regular review is
simply an opinion, a comparative review explains the differences between two products,
and a suggestive review is a suggestion to buy or not to buy. They found that all three



types of reviews have their own significant effect on the purchase decision. Chua and
Banerjee (2016) used statistical based approach and investigated three factors, review
sentiments, product type, and information quality and their effect on review helpful-
ness. They found that review helpfulness varies as a function of review sentiments and
it was independent of product types.

Singh et al. (2017) predicted the helpfulness of reviews using several textual features.
They also explored the Mathew effect (Merton et al., 1968) in the current review listing
system (Chua and Banerjee, 2017). They used two regression techniques linear regres-
sion and gradient boosting regression. They found that polarity, subjectivity, readabil-
ity, entropy, and average rating are the most influential features for helpfulness. Zhang
and Lin (2018) proposed a multilingual approach for predicting helpfulness of reviews
using statistical methods. Similarly, Liu et al. (2018) proposed multi-view ensemble
learning for product defect identification. They used several classifiers like Naive Bayes,
Random Forest, Logistic Regression, Support Vector Machine and k-Nearest-Neighbors
for their experiments.

2.2 Neural networks for review representation

Nowadays, Neural networks are extensively being used in a number of natural lan-
guages processing tasks (Chen et al., 2018; Li et al., 2017; Ren and Ji, 2017). Text
representation learning using neural networks have been proven effective and have re-
placed conventional task-specific feature engineering (Prieto et al., 2016). In contrast
to feature engineering, representation learning does not need domain expertise. In
representation learning, a continuous real-valued vector can be incorporated as a fea-
ture to learn a continuous representation of word, sentence, and documents. As per our
knowledge, there is no reported work for review helpfulness prediction using review rep-
resentation learning. All existing works have used a statistical approach or conventional
machine learning approach, except the one proposed by (Lee and Choeh, 2014) who
used multilayer perceptron model, for helpfulness prediction. Lee and Choeh (2014)
used manually crafted features from review data and its metadata as an input to their
proposed model. But, they did not use any representation learning as such.

To the best of our knowledge, this is the first study which uses continuous review repre-
sentation for review helpfulness prediction using a convolutional neural network (CNN)
model. The proposed CNN model (Kim, 2014) can preserve the complex global se-
mantic information and eliminates the need for complex hand-crafted features. CNN
automatically captures the n-gram information present in a review.

3 Research Methodology

The proposed convolutional neural network model learns a continuous representation
of review, which is used as features to predict the helpfulness value of each review. As
shown in Fig. 2, the proposed model mainly contains two parts. The first part takes
word vector as an input and produces the corresponding sentence vectors (Section 3.1)
and the second part takes sentence features of each review as an input to CNN and
predicts corresponding helpfulness value (Section 3.2).

To evaluate the proposed model, we used the dataset of the paper (Saumya et al.,
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Table 2: Number of reviews collected for each products

Products Number of Reviews
Amazon | Snapdeal
Power bank 3371 1370
Mobile phone 5031 2031
Memory card 12271 8951
Baby product 1301 139
Book 5441 163

2018) which were collected from two popular Indian e-commerce websites Amazon and
Snapdeal. The dataset contained the following fields: product id, customer id, review
text, number of votes received by the review, number of comments received by the
review, and the rating given by the reviewer. However, we used only two fields for
experimentations that are review text and the number of helpful votes received by each
review. We ignored the number of comments and the content of comments in order to
predict the helpfulness of review because to receive comments a review must be visible
to the readers for the considerable time. But, the current research aims to prioritize
new reviews as soon it appears on the product review page. The text of the review is
the input to the proposed model and the output is the number of helpful votes that
the review has received at that point (Gao et al., 2017). The problem is in some sense,
a regression problem. The underlying assumption is that helpful reviews would have
more votes and not-helpful or spam reviews would have fewer votes. As our target was
to predict best k helpful reviews and rank them accordingly, we believe the number of
votes is the correct quantity to predict (Gao et al., 2017; Ghose and Ipeirotis, 2011;
Mudambi and Schuff, 2010). The rest information was removed from the dataset in
data pre-processing steps. We also removed all unicode characters and images present
in the dataset using a Python program. Therefore, the user’s privacy (user’s id or user’s
profile info) has not been used anywhere. In total, there were 29,215 reviews of Amazon
and 12,886 reviews of Snapdeal for five different products mobile phones, baby products,
power bank, memory card, and books. The data dimension used for this study is shown
in Table 2. Most of the reviews received votes in the range of 0-10 whereas, some reviews
received uncommonly high votes (like 500 votes or 1000 votes). To ensure the smooth
learning of proposed model, we normalized the uncommonly high-vote reviews to triple
the non-zero average of helpful reviews (as it was done by (Saumya et al., 2018)).

3.1 Word to sentence representation

We used word embeddings of the review text as input to the system (Bengio et al.,
2003; Levy and Goldberg, 2014). Word embeddings are a representation of words into
vectors which are of low dimensional, real-valued and continuous. For word vector rep-
resentation, we first created bag-of-words from all unique words present in our review
texts. Then for each word z, we created a look-up matrix M to obtain its embedding
e(z) € RP, where M e RP*% is embedding parameter, S is the total words in vocabulary
and D is the dimension in which each word is represented. The look-up matrix M can be
initialized in two ways. First, M can be randomly initialized from uniform distribution
(Socher et al., 2013) in a typical neural network model and it generally initialized as
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a weight between inputs to first hidden layer. Second, M can be a pre-trained matrix
from a large corpus with embedding learning algorithms (Mikolov et al., 2013). In our
case, we have used pre-trained look-up matrix M for experiments. A detailed view can
be seen from Fig. 2. Here, each input has been represented in a number of neurons in
the Embedded Input. The pre-trained matrix M has been used as weight between Input
layer and Embedded Input layer.

We used two different embedding algorithms to get pre-trained look-up matrix M, one
is Word2Vec (Mikolov et al., 2013) and another is GloVe (Pennington et al., 2014).
To implement Word2Vec we used gensim package available in python and trained the
model with 26807 words (total tokens in our corpus) and represented it into the 100-
dimensional vector. We did not implement GloVe embeddings on our own instead, we
used pre-trained GloVe embeddings “glove.6B.100d.txt" 2. Tt is trained by Google on
6 billion Wikipedia words and each word has been represented into 100-dimensional
vectors. The popularity of GloVe is increasing as a pre-trained word vector input to
any deep neural model (Kumar et al., 2016; Bowman et al., 2015). We performed our
preliminary experiments on both Word2Vec as well as GloVe and used them as a weight
between the input layer and first hidden layer. However, from experimental results, we
found that our model performed better on GloVe embedding than Word2Vec (See Table
3). Therefore, we preferred GloVe over Word2Vec for further experiments. Moreover,
using GloVe also reduces our computation overhead due to its free availability. The
detailed experimentation results have been discussed in the Result section (Section 4).

To represent complete review into matrix form we concatenated the embeddings of
each word present in a review one after other (Fig. 3). For example, suppose a review
R has n words as x1, xs, x3, ..., T,. The embeddings of each words has been represented
as follows:

E(xy.,) =e(x1),e(z2), e(x3), ..., e(zy,) (1)

Where, E(x;._,) represents the embedding of all words present in a review and e(x1), e(x2), e(z3), ..., e(x,
represents the embedding of individual word. So, after concatenating all embedded

2It is freely available on nilp.stanford.edu/projects/glove/
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words E(x1.,) a sentence representation of review r can be presented as:
Ry, =e(x1) De(ry) @e(xs) D ... De(x,) (2)

The transformed matrix R;_,eRP*"W is the sentence representation of a review having
n-words where W are the total words in review R; ,, and D is the dimension of each
word. The pictorial view can be seen from Fig. 3, where embedded inputs are concate-
nated one after other and formed sentence representation of review. Then this sentence
representation we used as an input for the CNN model which give a predicted score for
each review.

3.2 Sentence features to helpfulness prediction

We used the CNN model for preserving semantic features of sentence (Kalchbrenner
et al., 2014; Socher et al., 2013). The convolution process on sentence are normally
used to conserve n-gram information (Collobert et al., 2011; dos Santos and Gatti,
2014; Ren and Ji, 2017). Extracting n-gram information has very wide application in
NLP tasks. Hence, we also used them to extract high dimensional local features from a
continuous sentence matrix. The proposed model uses two layers of convolution (say 2-
CNN). The first convolution layer is used to convert continuous sentence representation
into document representation and then the second convolution works on that document
representation matrix to calculate the helpfulness score for each review. We used three
convolutional filters of region sizes Hy, Hy, and Hj as shown in Fig. 4.

A convolutional filter F' act as a linear layer and is represented by a weight matrix with
which we convolve the concatenated sentence representation of review R; ,. Because,
texts have a one-dimensional structure where words sequence matter, we kept the size
of the filter ' in the form of, F' ¢ R¥*P. Where, H is the region size (H;, Hs, and
H3) which refers to number of rows (or representing word) of created sentence matrix
R; ,, that would be filtered and D is the dimension of each row which is same as word
embedding E(x; ,) dimension. In our case we took region size 3, 4 and 5 for Hy, Hs,
and Hj respectively (Fig. 4). Now, suppose for the region size H, filter F' starts con-
volving on created sentence matrix Ry ,. The convolution occur for all possible window
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of sentence matrix Ry , in top to down manner. The output of this convolution is,
convolution feature map (7") (or simply feature maps), calculated as follows:

All possible windows of sentence matrix Ry, of region size H:

Hy = (Ri.my, Romy41, Ra by +2, s Ru—ty+1.0) (3)

Similarly, for region size H, and Hj3 the possible window size can be following:
Hy = (Ri. .y, Ry fiys1, B3ty 42, - Rue iy g1.m) (4)

Hs = (Ry. py, Ro mg41, Ra b2, s R—Hyt1.m) (5)

The feature maps formed from filter F' of region size H:
T =Ry, Hy (6)

Where, T} is the first feature map formed from filter F' of region size H;. First, the
three-word filter H; overlays across the first three rows of sentence matrix R; _,. Next,
it performed the element wise multiplication for all elements and sum them up to obtain
one number 71 ;. This number 7' ; is the first feature in the feature maps 77. Next, the
filter moved down one 1 row and overlays across the next three rows of sentence matrix
R, ., and formed second feature 7} 5 of feature map 7). Similarly, we convolved other
features of feature map T;. In general the total number of features in a feature map T}
is calculated as:

T1 =n—H 1+ 1 (7)

Where, n is the total words in sentence matrix R; , and H; is the region size of the
filter. The size of the created feature map T} is given as (n — H; + 1) x 1. That means
in each feature map 7" there is (n — Hy + 1) rows and 1 column.

To obtain non-linearity, an activation function ReLu (Nair and Hinton, 2010) was ap-
plied on feature map 77 to obtain the output A;.

Ay = ReLu(Ty) (8)

ReLu activation function f(z) is defined as: f(xz) = max(0,z). Where, for negative
value of z the function returns 0 and for positive value of x the function returns z itself.
The shape of A; was same as of 77 as (n — H; + 1). That means the dimensionality
of A; was dependent on total words in n and filter region size H;. In other words,
the dimensionality of A; was varying for reviews of different lengths and filters of
different region sizes. Hence, to address this problem we applied I-mazx pooling function
(Graham, 2014) on each output obtained from ReLu function. The output O; of maz-
pooling function extracts maximum value from each window Z of matrix Aj.

O, = max(Ay, Z) (9)

Similarly, we obtained other two outputs Oy and Oj for filter regions Hy and Hj re-
spectively. Then, we concatenated the outputs O;, Oy and O3 which results in another
matrix which we termed as document representation of review.
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The second layer of convolution is applied to the obtained document representation
matrix. This time we used only one filter region of size 3. All the outputs obtained
at second max-pooling layer were then flattened into one single array as shown in Fig.
2. Then the inputs of Flatten layer was projected to three Dense (or fully connected)
layers. After each Dense layer we used Dropout layer (Srivastava et al., 2014) except
the last one. Dropout is a regularization technique in which during each iteration, we
drop a set of neurons selected at random. By dropping we simply mean as they do
not exist. Dropout prevents over-fitting and speeds up learning by randomly dropping
some neurons with the probability p in the training phase. For each layer in the neural
network, the value p may be different. This prevents conversing the weights to same
positions, as for every learning example a dissimilar set of neurons is dropped at ran-
dom, which results in a strong set of features that can generalize with new unseen data
in the better way. We kept only one neuron at last Dense layer as our target was to
predict one score for each review. We did not apply any activation function at Qutput
later and collected the final score for each review.

3.3 Loss Function and Optimizer

After the network (or model) creation, our next objective was to compile the model.
Generally, to compile any model we need two parameters, one is loss function and other
is optimizer. We have explained each below.

A loss function explains how we are penalizing our output. In other words, a loss
function is used to check how close or far the results of our model is from the actual
results. We then back-propagated (McCollum, 1997) the calculated loss at the output
layer through our network, to adjust its weights and make it get closer to the actual
output the next epoch around. The weight adjustment was based on the Adam opti-
mizer (Kingma and Ba, 2014). Due to the regression nature of the problem, in our case,
we used Mean Squared Error (MSE) (Wang and Bovik, 2009) loss function between the
expected output of proposed 2-CNN network and the calculated output. While train-
ing 2-CNN, our main objective was to minimize the MSE over a batch of training data
(ri,y;) Vi =1 ton. where, r;, represents the review, was the input the 2-CNN and y;,
represents the obtained helpful votes of review, was the corresponding target.

n

1
Mean Squared Error : MSE(E) = — Z(f(ﬂ) —y;)? (10)
n
i=1
We used Adam optimizer (Kingma and Ba, 2014) to back-propagate the calculated loss
E. For every batch of training data, the parameter were updated by Adam update rule

which is given as follows:

gl — gt — ﬁmw (11)
Given,
t+1
i, = = (12)
- M
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and,
m

A

Uy

(13)
Where:

€ :1is small constant to avoid division by 0
[ : is forgetting factors for gradients

[ : is second moments of gradients

1 :1is the learning rate.

0 :represents the parameters.

We used the default value of € as 1078, 3, as 0.9, and /3, as 0.999.

4 Results

We performed experiments to estimate our review representation learning model by
applying it to find best helpful reviews. First, we conducted two separate experiments
for all data of Amazon and Snapdeal. Later, we conducted individual experiments for
five different products of Amazon and Snapdeal. We made an analysis of proposed
2-CNN based neural model and one layer of the convolutional model (say 1-CNN) to
justify why we use 2-CNN in our case. We also made an analysis of our approach and
conventional gradient boosting regression.

4.1 Experimental setup

We used python 2.7, a high-level programming language, to implement our proposed
2-CNN model. In particular, we used Keras library to create and fit our model on
reviews of Amazon and Snapdeal. Keras is a high-level neural networks API which uses
Tensorflow and theano as a backend. For our case, we used Tensorflow. In our dataset,
the length of each review was different. But, the CNN model we built in Keras accepts
only fixed lengths inputs. To tackle this problem, we fixed the maximum review length
as 50. That means reviews which have less than 50 words are padded with zeros to
make them 50 lengths. Similarly, reviews which have more than 50 words, only the first
50 words are kept curtailing the rest. Apart from this, we used Word2Vec method of
Gensim package to create the vector representation of words. The created embeddings
from Gensim and publicly available embeddings from GloVe were used as inputs to
2-CNN.

4.2 Model Experiments

The main intuition behind any neural model is to iteratively learn weights and stop
once a threshold is received. This threshold can be achieved in various ways based on
the nature of the problem. For example, in some problems, we say threshold received
once the system converges, or in another case, it can be the number of iterations (or
epochs) and so on. In our case, we iterated our model for different epochs (say 100,
200, 300, 400, 500) and batch sizes (say 50, 64, 128). The best results we got for 100
epochs with batch size 128. Hence, results discussed in this section are for the settings
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Table 3: Convolutional and Dropout layers effect on helpfulness prediction of Amazon
and Snapdeal reviews

MSE
Approach Embedding | Amazon | Snapdeal
1-CNN Gensim 1.562 2.258
1-CNN GloVe 0.248 0.386
1-CNN -+ Dropouts Gensim 1.527 2.226
1-CNN -+ Dropouts GloVe 0.239 0.424
2-CNN Gensim 1.126 2.043
2-CNN GloVe 0.216 0.273
2-CNN + Dropouts Gensim 1.099 2.114
2-CNN -+ Dropouts GloVe 0.213 0.223

100 epochs and 128 batch size. We stored the MSE value as a system accuracy. We
used 10-fold cross-validation to minimize the biasness (Kohavi et al., 1995). The system
was trained with 9 batches of 10-fold cross-validation and validated with remaining one
batch. We performed this for all permutations. The results shown here are the MSEs for
the test set. In Table 3, we present the performance of system on Amazon and Snapdeal
datasets. We used pre-trained word embeddings created from Gensim and GloVe as
an input to Embedding layer as shown in Fig. 3. We performed our experiment on
both embeddings separately. The embedded input was then given as an input to the
proposed model. We started our experiment with only one layer of convolution (1-CNN)
without any regularization (or Dropout) layer for the review helpfulness prediction task.
The MSE for 1-CNN without Dropout with Gensim embedding was 1.562 and 2.258
for Amazon and Snapdeal respectively. Whereas, for GloVe embedding the MSE was
0.248 and 0.386 for Amazon and Snapdeal respectively. The MSE was slightly decreased
from 1.562 to 1.527 and from 2.258 to 2.226 for Amazon and Snapdeal after including
Dropout layer with 1-CNN for Gensim embeddings. The similar effect was found for
GloVe also for 1-CNN with Dropout layers for both Amazon and Snapdeal datasets.
We repeated the experiments with two layers of convolution (2-CNN) with or without
Dropout layers. The best results we got for GloVe embedding 2-CNN with Dropout
layer as system MSE was 0.213 and 0.223 for Amazon and Snapdeal respectively.

We plotted the progress of MSE with respect to the number of epochs for both
training and testing cases to capture the behaviour of the system for both 1-CNN and
2-CNN without and with Dropout layers in Fig. 5, 6, 7, 8,9, 10, 11, and 12 respectively.
Although the MSE ranges for all cases were different, we have normalized them in the
range of 0 to 1 for comparison purpose. As can be seen from Fig. 5, 6 and 7, 8 for
1-CNN model MSE in training case was almost constant after 100 epochs. But, in
testing case, MSE starts increasing as the number of epochs increases. Hence we added
another layer of convolution and performed the experiments with the 2-CNN model.
The graph we obtained for 2-CNN without and with Dropout layer can be seen in Fig.
9, 10, and 11, 12. We plotted the graph between MSE and number of epochs. Here
the blue line is for training dataset and the green line is for the testing dataset. As
we observe, training performance is continuously increasing as we increase the number
of epochs. But, for testing cases, the performance starts increasing as we increase the
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Figure 5: MSE Vs epochs for 1-CNN without Dropout layer using GloVe embedding
for Amazon Products

epochs but, after a certain point it starts gradually decreasing. We captured that point
when the MSE value was minimum and found that in all cases 100 epochs are enough
to validate the proposed model. Later, we performed all the testing for 100 epochs.

In the proposed 2-CNN model, the system learned weights of filters. We used two
layers of filters after each convolution. Three filter regions (as discussed in Section 3) of
size tri-gram, four-gram and five-gram were used to map feature sets from convolution.
We started our experiments with one filter region at a time. First, we used tri-gram as
a filter with size 3 x 100 where 3 represents the three rows of tri-gram filters and 100
represents the dimension of filters. The filter then started convolving on 50 x 100 size
sentence representation of reviews which yielded in feature sets. Here, 50 is a number of
words in a review and 100 is the number of dimensions in which each word is represented.
We used 128 such filters of tri-grams. After two layers of convolution and max-pooling,
the inputs were then fed to a fully connected layer which produced the results at the
output layer. For the predicted score then we calculated loss using Equation 10. The
calculated loss were then back-propagated to the system using Equations 11, 12, and 13.
We iterated this process 100 times and stored the final score of reviews. Similarly, we
performed experiments for four-gram filter regions and five-gram filter regions. Finally,
we combined all three filter regions and tested our model on that. The reported MSE
loss for five different products of Amazon and Snapdeal is discussed below. The results
were obtained for testing datasets with 100 epochs and 128 batch size.

Table 4 shows the results of Amazon datasets. As can be seen from Table 4, five
individual experiments were conducted for five different products and finally the reviews
of all products of Amazon were fed as an input to the system. The results for each
category have listed in Table 4 separately. As we observe, in each category of product
the system performed best when we convolved with all three filter regions. For example,
the MSE for Baby product was 0.564 when we performed convolution only with tri-gram
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Figure 6: MSE Vs epochs for 1-CNN without Dropout layer using GloVe embedding
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Figure 12: MSE Vs epochs for 2-CNN with Dropout layer using GloVe embedding for
snapdeal products

filter regions. The MSE was 0.613 and 0.568 when the convolution was performed on
four-gram filter regions and five-gram filter regions respectively. But, the MSE was least
as 0.210 when we convolved our input matrix with all three filter regions together. We
got similar results for other product categories also. In all cases, the system performed
best when we used all three filter regions together. In best cases, for mobile phones the
MSE was 0.212, for powerbank it was 0.199, for book 0.289, for memory card 0.276 and
for all products of Amazon it was 0.213.

We performed similar experiments for Snapdeal products also. The proposed 2-
CNN model was first evaluated with five different products of Snapdeal separately and
finally, reviews of all five products were fed together to the system. For each category of
products, four experiments were conducted. Three individual experiments with three
filter regions and one experiment with combined filter regions. As it was the case of
amazon, for Snapdeal products also the system performed best with combined features
of tri-gram, four-gram, and five-gram. The MSE for Baby product was 0.079, for mobile
phone it was 0.936, for powerbank 0.793, for book 0.847, for memory card 0.744, and
for all products MSE was 0.223.

5 Discussion and Implications

The results of this study showed the effectiveness of incorporating two layers of convo-
lution (2-CNN) in review representation. We also found other models like 1-CNN and
1-CNN with dropout do not perform well compared to 2-CNN with or without dropout.
The primary reason was overfitting. 1-CNN with or without dropout got very low MSE
on training data but, high MSE on test data. For example, as it is shown in Fig. 5, 6
and 7, 8 the training MSE is less than 0.1 but, the testing MSE starts increasing with
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Table 4:  2-CNN results for Amazon products

Filter Region

Approache | Amazon Product | Tri-gram | Four-gram | Five-gram | MSE
v X X 0.564

X v X 0.613

Baby Product X X v 0.568
v v v 0.210

v X X 1.623

X v X 1.557

Mobile Phone X X v 1.601
v v v 0.212

v X X 2.115

X v X 2.089

Power Bank X X v 2.012
2-CNN v v v 0.199
v X X 1.362

X v X 1.174

Book X X v 1.161

v v v 0.289

v X X 0.643

X v X 0.655

Memory Card X X v 0.662
v v v 0.276

v X X 0.656

X v X 1.118

All products X X v 1.107
v v v 0.213
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Table 5: 2-CNN results for Snapdeal products

Filter Region

Approache | Snapdeal Product | Tri-gram | Four-gram | Five-gram | MSE
v X X 0.081

X v X 0.082

Baby Product X X v 0.088
v v v 0.079

v X X 2.599

X v X 2.517

Mobile Phone X X v 2.533
v v v 0.936

v X X 4.013

X v X 3.991

Power Bank X X v 3.874
2-CNN v v v 0.793
v X X 2.516

X v X 2.524

Book X X v 2.501

v v v 0.847

v X X 4.224

X v X 4.119

Memory Card X X v 4.103
v v v 0.744

v X X 1.316

X v X 1.310

All products X X v 1.287
v v v 0.223
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epochs. That means, for the proposed review datasets, a neural network-based model
with one layer of convolution is not the right choice. The system performed best with
2-CNN plus dropout layer (Fig. 9, 10, 11, and 12).

Meanwhile, we make an analysis about review helpfulness prediction capacity of
2-CNN on each product of Amazon and Snapdeal. From Table 4, we find the pro-
posed method performed best on powerbank dataset with MSE 0.199 and least on Book
dataset with MSE 0.289. Similarly in the case of Snapdeal, from Table 5, we find that
the proposed system performed best when we fed reviews of all products together to
the system. The MSE was 0.223. The system performance was poor for mobile phone
dataset.

Although proposed 2-CNN does not require manually engineered features, it has many
hyper-parameters to be optimized. The right choice of hyper-parameters can signifi-
cantly improve the model’s performances. In our case, we tuned four hyper-parameters
filter regions, dropout rates, epoch size, and batch size. We did the comparison experi-
ments by ten-fold cross-validation. The results are shown in Table 4 and 5 explains that
the proposed system performed best when all filter regions that is tri-gram, four-gram,
and five-gram were used together. Hence, convolving review matrix together with all
three filter regions captured the semantic information of review more accurately. We
tried two different dropout rates 0.2 and 0.25 after each Dense layer and found that
MSE is least with dropout rate 0.2.

We compared our result with the results proposed by (Saumya et al., 2018) who also
worked on the same dataset for their work as we used in our case. Saumya et al. (2018)
used gradient boosting regression approach for ranking reviews of e-commerce websites.
They used handcrafted features as an input to regressor for predicting best helpful re-
views. They calculated the score for each review in two ways: first, they directly fed
their extracted features to Gradient Boosting regressor and second, they classified the
reviews into low and high quality using Random Forest classifier and then fed only high-
quality reviews to the Gradient Boosting regressor. The detailed comparison between
our results and the one got by (Saumya et al., 2018) can be seen in Table 6. As it is
shown in Table 6, (Saumya et al., 2018) got MSE 2.545 and 0.267 for Amazon datasets
and MSE 3.434 and 0.623 for Snapdeal datasets. They got their best results when they
used a hybrid system of classification and regression. In our case we got MSE 0.213
and 0.223 for Amazon and Snapdeal. Hence, the proposed 2-CNN model outperformed
the system proposed by (Saumya et al., 2018). Our system is better than (Saumya
et al., 2018) in various ways: first, the system proposed by (Saumya et al., 2018) was
very complex as for each review first they performed classification and then regression.
In contrast, we directly calculate the score for each review. Second, they used several
handcrafted features which is time consuming, costly and biased. The current system
feeds continuous vector representation of raw data to the system which eliminates the
feature engineering. Third, unlikely Saumya et al. (2018), the current approach used
the contextual approach which preserves the semantic information of the review while
predicting the best helpful review.

The results of the current study have various implications. First, as per our knowl-
edge, this is the first attempt to predict helpfulness of online reviews using deep convo-
lution representation learning. The convolutional learning removes the need for prior
assumptions regarding the functional form or loss distribution as requisite by an earlier
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Table 6: Result comparison

Source Approach Dataset | MSE
Saumya et al. (2018) | Gradient boosting re- | Amazon | 2.545
gression

Saumya et al. (2018) | Random forest classi- | Amazon | 0.267
fier + Gradient boost-
ing regression

Saumya et al. (2018) | Gradient boosting re- | Snapdeal | 3.434
gression
Saumya et al. (2018) | Random forest classi- | Snapdeal | 0.623
fier + Gradient boost-
ing regression

Our case 2-CNN Amazon | 0.213
Our case 2-CNN Snapdeal | 0.223

approach like linear regression or support vector regression. The presented 2-CNN is
capable of preserving complex semantic information of review which was very difficult
to obtain from earlier hand-crafted features. Thus, 2-CNN presented in this study min-
imize the impediment of the existing system by showing the best helpful reviews at
front in the review list. This helps the customers to take the full advantage of reviews
and make their purchase decision. Moreover, it also removes the obstacle of customers
caused by large imbalance immanent in the review quality and sentiment.

Second, using the current research website developers can redesign the listing of reviews.
This makes the review ranking system dynamic as even new review get equal chance to
appear in the top positions in review list. It will engage more customers and encourage
them to write better reviews at any point in the product lifecycle. The current system
can be implemented on top of the existing review system of any e-commerce websites.
To make easier manipulation of review insertion and rearrangement a separate link list
can be created for more helpful reviews. This can be implemented by introducing a new
tab say “promising reviews tab" which shows the most useful reviews predicted by the
current model to the users as proposed by (Roy et al., 2018) for community question
answering domain. The “promising reviews tab" will show only those top k reviews
which are predicted by our proposed model. There are some reviews in “promising
reviews tab", which are also present in the most helpful reviews tab, however, there
are some other new reviews, which are not listed in the most helpful reviews tab. This
gives the new high-quality review a fair chance to compete with the old reviews that
have obtained votes. The “promising reviews tab" could be integrated with the existing
system of online review websites, without any change in internal architecture.

6 Conclusion, Limitation, and Future Direction

We proposed a novel two-layer convolutional neural network model (2-CNN) to learn re-
view representation for predicting best helpful reviews. At first layer, we gave sentence
representation of review as an input to convolution. At the second layer, we learned
document representation by incorporating sentence weights to the model semantic rep-
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resentation of review. We conducted experiments on our crawled data from Amazon
and Snapdeal. Different variations of proposed model experimented. The results showed
that one layer of convolution (1-CNN) was not the right choice for predicting best help-
ful reviews. In contrast, 2-CNN performed best with dropout layers for both datasets.
We also tuned another hyper-parameter, filter-region for tri-gram, four-gram, and five-
gram. The best results were obtained when all three regions were used together. The
system performance was measured in terms of MSE. The least MSE 0.213 we got for
2-CNN with dropout for Amazon dataset.

In the current research dataset choice was restricted to Amazon and Snapdeal. How-
ever, it may possible to use the same methodology for other review websites like Yelp,
TripAdvisor. The current work uses only review text as an input to the model and
predicts its helpfulness score, which makes it a generalized system. Because it is usual
to have the review text field available on the other review websites like Yelp and Tri-
pAdvisor. Further, the current model does not use any review metadata information
which use to differ on various websites. In the future, other neural network models
such as a recurrent neural network can be used. The system performance can be fur-
ther improved by using some extra features like review metadata features and reviewer
features along with the review text.
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