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#### Abstract

We consider the optimal convergence rates of the semidiscrete finite element approximations for solving linear space-fractional partial differential equations by using the regularity results for the fractional elliptic problems obtained recently by Jin et al. [20] and Ervin et al. [9]. The error estimates are proved by using two approaches. One approach is to apply the duality argument in Johnson [22] for the heat equation to consider the error estimates for the linear space-fractional partial differential equations. This argument allows us to obtain the optimal convergence rates under the minimal regularity assumptions for the solution. Another approach is to use the approximate solution operators of the corresponding fractional elliptic problems. This argument can be extended to consider more general linear space-fractional partial differential equations. Numerical examples are given to show that the numerical results are consistent with the theoretical results.
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## 1. Introduction

In this paper we will consider a finite element method for solving the following linear space-fractional partial differential equation, with $1 / 2<\alpha<1$, [2], [48]

$$
\begin{align*}
& \frac{\partial u(x, t)}{\partial t}-{ }_{0}^{R} D_{x}^{2 \alpha} u(x, t)=f(x, t), \quad 0<t<T, 0<x<1,  \tag{1}\\
& u(0, t)=u(1, t)=0, \quad 0<t<T,  \tag{2}\\
& u(x, 0)=u_{0}(x), \quad 0<x<1, \tag{3}
\end{align*}
$$

or [2], [48]

$$
\begin{align*}
& \frac{\partial u(x, t)}{\partial t}+\mathcal{L}^{2 \alpha} u(x, t)=f(x, t), \quad 0<t<T, 0<x<1,  \tag{4}\\
& u(0, t)=u(1, t)=0, \quad 0<t<T  \tag{5}\\
& u(x, 0)=u_{0}(x), \quad 0<x<1 \tag{6}
\end{align*}
$$

[^0]where the two-sided fractional derivative operator $\mathcal{L}^{2 \alpha}$ is defined by [33], [35]
$$
\mathcal{L}^{2 \alpha} w(x)=-\frac{1}{2}\left({ }_{0}^{R} D_{x}^{2 \alpha} w(x)+{ }_{x}^{R} D_{1}^{2 \alpha} w(x)\right) .
$$

Here ${ }_{0}^{R} D_{x}^{\gamma} w(x)$ and ${ }_{x}^{R} D_{1}^{\gamma} w(x), 1<\gamma<2$ are called the left-sided and right-sided Riemann-Liouville fractional derivatives defined by

$$
\begin{equation*}
{ }_{0}^{R} D_{x}^{\gamma} w(x)=\frac{1}{\Gamma(2-\gamma)} \frac{d^{2}}{d x^{2}} \int_{0}^{x}(x-y)^{1-\gamma} w(y) d y, \quad{ }_{x}^{R} D_{1}^{\gamma} w(x)=\frac{1}{\Gamma(2-\gamma)} \frac{d^{2}}{d x^{2}} \int_{x}^{1}(y-x)^{1-\gamma} w(y) d y \tag{7}
\end{equation*}
$$

Space-fractional partial differential equations are widely used to model complex phenomena, such as system biology [41], physics [30], [45], chemistry and biochemistry [40], finance [32], hydrology [1], thermodynamics [36], [44], quasi-geostrophic flow [5], etc.

In recent years, many authors consider the numerical methods for solving space-fractional partial differential equations. Meerschaert et al. [28] [29] [37] considered the finite difference methods for solving fractional advection-dispersion equations and diffusion equations. Yang et al. [39] considered the finite difference methods for solving two-sided fractional partial differential equations. Ford et al. [14] studied the finite difference methods for two-sided space-fractional partial differential equations. Ervin and Roop [10] introduced the variational formulation for solving space-fractional advection dispersion equation by using finite element methods, see also [13]. Burrage et al. [4] considered finite element methods for solving space-fractional reaction-diffusion equation. Deng and Hesthaven [7] studied the discontinuous Galerkin methods for fractional diffusion equation. Zhang et al. [48] studied the finite element methods for solving symmetric space-fractional partial differential equations, see also [2], [26]. Li and $\mathrm{Xu}[23][24]$ considered the spectral methods for solving linear space-fractional partial differential equations. Bueno-Orovio et al. [3] studied the Fourier spectral methods for solving space-fractional reaction-diffusion equation. Zeng et al. [46] considered the spectral methods for two-sided space-fractional partial differential equations. Ilic et al. [18] [19] introduced the so-called matrix transfer technique (MTT) for solving space-fractional partial differential equation. Qin et al. [34] considered a two-dimensional multi-term time and space fractional Bloch-Torry model based on the rectangular finite elements. Feng et al. [12] considered the finite element methods for solving time-space Riesz fractional diffusion equation on irregular convex domain in two dimensional case. A novel unstructured mesh finite element method for solving time-space fractional wave equation in irregular convex domain in two dimensional case was studied in Fan et al. [11]. Zhao et al. [42], [43] studied the nonconforming finite element methods for solving time fractional diffusion equations.

See [47], [6], [17], [27], [21], [16], [31], [25], [15], [8], etc. for further references of the numerical methods for solving time-space fractional partial differential equations.

To consider the error estimates of the finite element methods for solving space-fractional partial differential equations, one has to use the regularity results for the solution of the corresponding fractional elliptic problem. Many available error estimates in literature for the finite element methods for solving space-fractional partial differential equations were proved based on the assumptions (without proof) on the regularity of the solution of the corresponding fractional elliptic problem. Recently Jin et al. [20] discussed the regularity of the solution of the following fractional elliptic problem, with $1 / 2<\alpha<1, g \in L^{2}(0,1)$,

$$
\begin{align*}
& -{ }_{0}^{R} D_{x}^{2 \alpha} w(x)=g(x), 0<x<1,  \tag{8}\\
& w(0)=w(1)=0 \tag{9}
\end{align*}
$$

and showed that $w \in \tilde{H}_{L}^{2 \alpha-1+\beta}, 0<\beta<1 / 2$ for $g \in L^{2}(0,1)$, where the space $\tilde{H}_{L}^{2 \alpha-1+\beta}$ is defined in Jin et al. [20]. Ervin et al. [9] considered the following two-sided fractional elliptic problem, with $1 / 2<\alpha<1$, $g \in L^{2}(0,1)$,

$$
\begin{align*}
& \mathcal{L}^{2 \alpha} w(x)=g(x), 0<x<1  \tag{10}\\
& w(0)=w(1)=0 \tag{11}
\end{align*}
$$

and showed that $w \in H^{\alpha+\beta}(0,1), 0<\beta<1 / 2$ for $g \in L^{2}(0,1)$, where the space $H^{\alpha+\beta}(0,1)$ denotes the standard Sobolev space.

In this paper we will consider the error estimates of the semidiscrete finite element approximation for solving (1)-(3) and (4)-(6), respectively by using the regularity results obtained recently in Jin et al. [20] and Ervin et al. [9]. Our error estimates are based on the argument developed in Johnson [22] for the finite element analysis of the heat equation. This argument allows us to obtain the optimal convergence rates under the minimal regularity assumption for the solution $u$. More precisely we only require $u \in L^{\infty}\left(0, T ; H^{r}(0,1)\right)$ for some $r>0$ and there is no derivative $\frac{\partial u}{\partial t}$ involved in the error bound. Recall that most error estimates of the finite element methods for solving (1)-(3) and (4)-(6) in literature require the regularity of the derivative $\frac{\partial u}{\partial t}$ in the error bound explicitly, for example, $\frac{\partial u}{\partial t} \in L^{1}\left(0, T ; H^{r}(0,1)\right)$ for some $r>0$. We will also consider in this paper the error estimates of the semidiscrete finite element approximation for solving (1)-(3) and (4)-(6) by using the approximate solution operators of the corresponding fractional elliptic problems. This argument can be extended to consider more general space-fractional partial differential equations.

The main contributions of this paper are the following:

- Obtain the optimal convergence rates of the semidiscrete finite element approximations for solving linear space-fractional partial differential equations by using the regularity results obtained recently by Jin et al. [20] and Ervin et al. [9]. Such error estimates in literature are often proved based on the assumptions (without proof) on the regularity of the solutions.
- Obtain the optimal convergence rates of the semidiscrete finite element approximations for solving linear space-fractional partial differential equations under the minimal regularity requirements for the solution $u$, i.e., $u \in L^{\infty}\left(0, T ; H^{r}(0,1)\right)$ for some $r>0$ by using the duality argument in Johnson [22]. We have not seen any work in literature which applied the duality argument in Johnson [22] to consider the error estimates of the semidiscrete finite element approximations for solving linear space-fractional partial differential equations.
- Prove the error estimates of the semidiscrete finite element approximations for solving linear spacefractional partial differential equations by using the approximate solution operators. This argument can be extended to consider more general space-fractional partial differential equations.

The paper is organized as follows. In Section 2, we consider the finite element formulation of the spacefractional partial differential equation. In Section 3, we prove the error estimates by using a duality argument. In Section 4, we prove the error estimates by using the approximate solution operator $T_{h, \alpha}, 1 / 2<\alpha<1$. Finally in Section 5, we give some numerical results.

By $C$ we denote a positive constant independent of the functions and parameters concerned, but not necessarily the same at different occurrences.

## 2. Finite element method

In this section, we will consider finite element method for solving (1)-(3) or (4)-(6). We first introduce some fractional Sobolev spaces.

Definition 2.1. [10], [23] For any $\sigma>0$, we define the spaces ${ }^{l} H_{0}^{\sigma}(0,1)$ and ${ }^{r} H_{0}^{\sigma}(0,1)$ to be the closures of $C_{0}^{\infty}(0,1)$ with respect to the norms $\|v\|_{{ }^{{ }_{H}}}{ }_{0}(0,1)$ and $\|v\|_{r_{H_{0}(0,1)}}$, respectively, where

$$
\|v\|_{{ }_{l}{ }_{H_{0}^{\sigma}(0,1)}^{2}}^{2}:=\|v\|_{L^{2}(0,1)}^{2}+\left\|_{0}^{R} D_{x}^{\sigma} v\right\|_{L^{2}(0,1)}^{2},
$$

and

$$
\|v\|_{r_{H_{0}^{\sigma}(0,1)}^{2}}^{2}:=\|v\|_{L^{2}(0,1)}^{2}+\left\|{ }_{x}^{R} D_{1}^{\sigma} v\right\|_{L^{2}(0,1)}^{2}
$$

The semi-norms are defined by $|v|_{{ }^{{ }_{H}}{ }_{0}^{\sigma}(0,1)}:=\| \|_{0}^{R} D_{x}^{\sigma} v \|_{L^{2}(0,1)}$ and $|v|_{r_{H_{0}^{\sigma}(0,1)}}:=\left\|{ }_{x}^{R} D_{1}^{\sigma} v\right\|_{L^{2}(0,1)}$, respectively.

Definition 2.2. [10], [23] For any $\sigma>0, \sigma \neq n-1 / 2, n \in \mathbb{Z}^{+}$, we define the space ${ }^{c} H_{0}^{\sigma}(0,1)$ to be the closure of $C_{0}^{\infty}(0,1)$ with respect to the norm $\|v\|_{{ }_{c_{H}}^{\sigma}(0,1)}$, where

$$
\|v\|_{c_{H_{0}^{\sigma}(0,1)}^{2}}^{2}:=\|v\|_{L^{2}(0,1)}^{2}+\left|\left({ }_{0}^{R} D_{x}^{\sigma} v,{ }_{x}^{R} D_{1}^{\sigma} v\right)\right| .
$$

The semi-norm is defined by $|v|_{c_{H_{0}^{\sigma}(0,1)}^{2}}:=\left|\left({ }_{0}^{R} D_{x}^{\sigma} v,{ }_{x}^{R} D_{1}^{\sigma} v\right)\right|$.
Definition 2.3. [10], [23] For any $\sigma>0$, let $H^{\sigma}(\mathbb{R}), \sigma>0$ denote the fractional Sobolev space defined in the whole line $\mathbb{R}$. We define

$$
H^{\sigma}(0,1)=\left\{v \in L^{2}(0,1):\left.\tilde{v}\right|_{(0,1)}=v, \text { where } \tilde{v} \in H^{\sigma}(\mathbb{R})\right\}
$$

with the norm

$$
\|v\|_{H^{\sigma}(0,1)}=\inf _{\tilde{v} \in H^{\sigma}(\mathbb{R}),\left.\tilde{v}\right|_{(0,1)=v}}\|\tilde{v}\|_{H^{\sigma}(\mathbb{R})}
$$

where $\|\tilde{v}\|_{H^{\sigma}(\mathbb{R})}=\left\|\left(1+|w|^{2}\right)^{\sigma / 2} \mathcal{F}(\tilde{v})(w)\right\|_{L^{2}(\mathbb{R})}$, and $\mathcal{F}(\tilde{v})$ denotes the Fourier transform of $\tilde{v}$ and the corresponding semi-norm is defined by $|\tilde{v}|_{H^{\sigma}(\mathbb{R})}=\left\|\left||w|^{\sigma} \mathcal{F}(\tilde{v}) \|_{L^{2}(\mathbb{R})}\right.\right.$. Further we define the Sobolev space $H_{0}^{\sigma}(0,1)$ to be the closure of $C_{0}^{\infty}(0,1)$ with respect to the norm $\|v\|_{H^{\sigma}(0,1)}$. The semi-norm in $H_{0}^{\sigma}(0,1)$ is denoted by $|\cdot|_{H_{0}^{\sigma}(0,1)}$.

Lemma 2.1. [10], [23] Let $\sigma>0, \sigma \neq n-1 / 2, n \in \mathbb{Z}^{+}$. The semi-norms in spaces ${ }^{l} H_{0}^{\sigma}(0,1),{ }^{r} H_{0}^{\sigma}(0,1),{ }^{c} H_{0}^{\sigma}(0,1)$ and $H_{0}^{\sigma}(0,1)$ are equivalent and the norms in spaces ${ }^{l} H_{0}^{\sigma}(0,1),{ }^{r} H_{0}^{\sigma}(0,1),{ }^{c} H_{0}^{\sigma}(0,1)$ and $H_{0}^{\sigma}(0,1)$ are also equivalent.

Below we will denote $(\cdot, \cdot)$ and $\|\cdot\|$ as the inner product and norm in $L^{2}(0,1)$, respectively.
Lemma 2.2. [10], [23] Let $\sigma>0, \sigma \neq n-1 / 2, n \in \mathbb{Z}^{+}$, we have

$$
\left({ }_{0}^{R} D_{x}^{\sigma} v,{ }_{x}^{R} D_{1}^{\sigma} v\right)=\cos (\pi \sigma)\left\|_{0}^{R} D_{x}^{\sigma} v\right\|^{2}, \forall v \in H_{0}^{\sigma}(0,1) .
$$

In particular, $\left({ }_{0}^{R} D_{x}^{\sigma} v,{ }_{x}^{R} D_{1}^{\sigma}\right)$ is negative when $1 / 2<\sigma \leq 1$.
Proof: It is sufficient to prove

$$
\left({ }_{0}^{R} D_{x}^{\sigma} \varphi,{ }_{x}^{R} D_{1}^{\sigma} \varphi\right)=\cos (\pi \sigma)\left\|_{0}^{R} D_{x}^{\sigma} \varphi\right\|^{2}, \forall \varphi \in C_{0}^{\infty}(0,1) .
$$

In fact, we have, for any $\varphi \in C_{0}^{\infty}(0,1)$, [23],

$$
\left({ }_{0}^{R} D_{x}^{\sigma} \varphi,{ }_{x}^{R} D_{1}^{\sigma} \varphi\right)=\left({ }_{-\infty}^{R} D_{x}^{\sigma} \tilde{\varphi},{ }_{x}^{R} D_{\infty}^{\sigma} \tilde{\varphi}\right)_{L^{2}(\mathbb{R})}=\cos (\pi \sigma)\left\|{ }_{-\infty}^{R} D_{x}^{\sigma} \tilde{\varphi}\right\|_{L^{2}(\mathbb{R})}^{2}=\cos (\pi \sigma)\left\|_{0}^{R} D_{x}^{\sigma} \varphi\right\|^{2},
$$

where $\tilde{\varphi}$ is the extension of $\varphi$ by zero outside of $(0,1)$.

Lemma 2.3. [10], [23] Let $1 / 2<\alpha<1$. We have, see [23],

$$
\begin{aligned}
& \left({ }_{0}^{R} D_{x}^{2 \alpha} w, v\right)=\left({ }_{0}^{R} D_{x}^{\alpha} w,{ }_{x}^{R} D_{1}^{\alpha} v\right), \forall w, v \in H_{0}^{\alpha}(0,1), \\
& \left({ }_{x}^{R} D_{1}^{2 \alpha} w, v\right)=\left({ }_{x}^{R} D_{1}^{\alpha} w,{ }_{0}^{R} D_{x}^{\alpha} v\right), \forall w, v \in H_{0}^{\alpha}(0,1) .
\end{aligned}
$$

We also have the following fractional Poincaré inequality, see [10], [13], [23],
Lemma 2.4. For $u \in H_{0}^{\alpha}(0,1), 1 / 2<\alpha<1$, we have

$$
\|u\|_{L^{2}(0,1)} \leq C|u|_{H_{0}^{\alpha}(0,1)},
$$

and for $0<s<\mu, s \neq n-1 / 2, n \in \mathbb{Z}^{+}$,

$$
|u|_{H_{0}^{s}(0,1)} \leq C|u|_{H_{0}^{\mu}(0,1)}
$$

Multiplying $v \in H_{0}^{\alpha}(0,1), 1 / 2<\alpha<1$ in both sides of the equation (1) or (4) and integrating on $(0,1)$ we obtain the following variational form for (1)-(3) or (4)-(6): find $u \in H_{0}^{\alpha}(0,1)$ such that, by Lemma 2.3,

$$
\begin{align*}
& \left(u_{t}, v\right)+B_{\alpha}(u, v)=(f, v), \quad \forall v \in H_{0}^{\alpha}(0,1)  \tag{12}\\
& u(0)=u_{0} \tag{13}
\end{align*}
$$

where the bilinear form $B_{\alpha}(\cdot, \cdot)$ is defined by

$$
\begin{equation*}
B_{\alpha}(u, v)=-\left({ }_{0}^{R} D_{x}^{\alpha} u,{ }_{x}^{R} D_{1}^{\alpha} v\right), \tag{14}
\end{equation*}
$$

or

$$
\begin{equation*}
B_{\alpha}(u, v)=\frac{1}{2}\left(\left({ }_{0}^{R} D_{x}^{\alpha} u,{ }_{x}^{R} D_{1}^{\alpha} v\right)+\left({ }_{x}^{R} D_{1}^{\alpha} u,{ }_{0}^{R} D_{x}^{\alpha} v\right)\right) \tag{15}
\end{equation*}
$$

respectively.
Let $S_{h} \subset H_{0}^{\alpha}(0,1), 1 / 2<\alpha<1$ be the continuous piecewise linear finite element space. The finite element method of $(12)-(13)$ is to find $u_{h}(t) \in S_{h}$ such that

$$
\begin{align*}
& \left(u_{h, t}, \chi\right)+B_{\alpha}\left(u_{h}, \chi\right)=(f, \chi), \quad \forall \chi \in S_{h}  \tag{16}\\
& u_{h}(0)=u_{0 h} \tag{17}
\end{align*}
$$

where $u_{0 h} \in S_{h}$ is some appropriate approximation of $u_{0} \in L^{2}(0,1)$ in $S_{h}$.

## 3. Error estimates proved by using a duality argument

### 3.1. The left-sided Riemann-Liouville fractional derivative case

In this subsection, we will consider the error estimates of the finite element methods for solving (12)(13) in the left-sided Riemann-Liouville fractional derivative case. To do this, we first need to consider the fractional elliptic problem (8)-(9). The variational form of (8)-(9) is to find $w \in H_{0}^{\alpha}(0,1)$, such that

$$
B_{\alpha}(w, \psi)=(g, \psi), \quad \forall \psi \in H_{0}^{\alpha}(0,1)
$$

where $B_{\alpha}(\cdot, \cdot)$ is defined by (14). Since $B_{\alpha}(\cdot, \cdot)$ is continuous and coercive on $H_{0}^{\alpha}(0,1), 1 / 2<\alpha<1$, see Jin et al. [20, Lemma 4.2], by Riesz representation theorem, there exists a unique bounded linear operator $\tilde{A}_{\alpha}: H_{0}^{\alpha}(0,1) \rightarrow\left(H_{0}^{\alpha}(0,1)\right)^{\prime}$, such that

$$
\begin{equation*}
B_{\alpha}(\varphi, \psi)=\left\langle\tilde{A}_{\alpha} \varphi, \psi\right\rangle, \quad \forall \varphi, \psi \in H_{0}^{\alpha}(0,1) \tag{18}
\end{equation*}
$$

Here $\left(H_{0}^{\alpha}(0,1)\right)^{\prime}$ denotes the dual space of $H_{0}^{\alpha}(0,1)$ and $\langle\cdot, \cdot\rangle$ denotes the duality pairing between $H_{0}^{\alpha}(0,1)$ and $\left(H_{0}^{\alpha}(0,1)\right)^{\prime}$.

Define

$$
\mathcal{D}\left(A_{\alpha}\right)=\left\{\psi \in H_{0}^{\alpha}(0,1): \tilde{A}_{\alpha} \psi \in L^{2}(0,1)\right\}
$$

and an operator $A_{\alpha}: \mathcal{D}\left(A_{\alpha}\right) \rightarrow L^{2}(0,1)$ by

$$
B_{\alpha}(\varphi, \psi)=\left(A_{\alpha} \varphi, \psi\right), \quad \forall \varphi \in \mathcal{D}\left(A_{\alpha}\right), \psi \in H_{0}^{\alpha}(0,1)
$$

Then we may write (8)-(9) as the following abstract form, with $g \in L^{2}(0,1)$,

$$
\begin{equation*}
A_{\alpha} w=g \tag{19}
\end{equation*}
$$

The domain $\mathcal{D}\left(A_{\alpha}\right)$ has a complicated structure. For example, Jin et al. [21, Remark 2.1] showed that the corresponding domain $\mathcal{D}\left(A_{\alpha}\right)$ of $A_{\alpha}$ consists of functions of the form $I_{0}^{2 \alpha} g-\left(I_{0}^{2 \alpha} g\right) x^{2 \alpha-1}$ where $g \in L^{2}(0,1)$
and $x^{2 \alpha-1} \in \tilde{H}_{L}^{2 \alpha-1+\beta}(0,1)$ for any $0 \leq \beta<1 / 2$. Hence $\mathcal{D}\left(A_{\alpha}\right) \subset \tilde{H}_{L}^{2 \alpha-1+\beta}(0,1) \cap H_{0}^{\alpha}(0,1)$ which implies that the solution $w$ of (8)-(9) satisfies

$$
\begin{equation*}
\|w\|_{\tilde{H}_{L}^{2 \alpha-1+\beta}(0,1)} \leq\left\|A_{\alpha} w\right\|_{L^{2}(0,1)}=\|g\|_{L^{2}(0,1)} . \tag{20}
\end{equation*}
$$

Here $I_{0}^{2 \alpha}$ denotes the Riemann-Liouville fractional integral operator and $\tilde{H}_{L}^{2 \alpha-1+\beta}(0,1)$ is defined in Jin et al. [20], [21].

Remark 3.1. The parameter $\beta \in[0,1 / 2)$ is introduced to describe the regularity $w$ in (19) for any $g \in$ $L^{2}(0,1)$. For $\alpha \in(1 / 2,1]$ and $g \in L^{2}(0,1)$, the best regularity satisfied for $w$ in (19) is $w \in \tilde{H}^{r}$ where $r \approx 2 \alpha-1+\beta$ with $\beta=1 / 2$, that is $r \approx 2 \alpha-1 / 2$, but $r \neq 2 \alpha-1 / 2$. In Examples 5.1-5.3 in Section 5, we compare the experimentally determined orders of convergence "EOC "with the best theoretical orders $2(r-\alpha)=2((2 \alpha-1+\beta)-\alpha) \approx 2 \alpha-1$ obtained by choosing $\beta=1 / 2$.

We now introduce the fractional Ritz projection $R_{h, \alpha}$ on $S_{h}$.
Definition 3.1. Let $1 / 2<\alpha<1$ and let $v \in H_{0}^{\alpha}(0,1)$. We define $R_{h, \alpha}: H_{0}^{\alpha}(0,1) \rightarrow S_{h}$ by

$$
\begin{equation*}
B_{\alpha}\left(R_{h, \alpha} v, \chi\right)=B_{\alpha}(v, \chi), \quad \forall \chi \in S_{h}, \quad v \in H_{0}^{\alpha}(0,1) . \tag{21}
\end{equation*}
$$

It is easy to see that $R_{h, \alpha}: H_{0}^{\alpha}(0,1) \rightarrow S_{h}$ is well defined since $B_{\alpha}(\cdot, \cdot)$ is continuous and coercive on $S_{h}$, see Jin et al. [20, Lemma 5.2]. Further we have

Lemma 3.1. Let $v \in H^{r}(0,1) \cap H_{0}^{\alpha}(0,1), r=2 \alpha-1+\beta, 1-\alpha \leq \beta<1 / 2,1 / 2<\alpha<1$ and let $R_{h, \alpha}$ : $H_{0}^{\alpha}(0,1) \rightarrow S_{h}$ be the fractional Ritz projection onto $S_{h}$ defined as in (21). Then, there exists a constant $C=C(\alpha, \beta)$ such that

$$
\begin{equation*}
\left\|R_{h, \alpha} v-v\right\|+h^{r-\alpha}\left\|R_{h, \alpha} v-v\right\|_{H_{0}^{\alpha}(0,1)} \leq C h^{2(r-\alpha)}\|v\|_{H^{r}(0,1)} . \tag{22}
\end{equation*}
$$

Here and below $\|\cdot\|_{H^{r}(0,1)}$ denotes the standard Sobolev norm in $H^{r}(0,1)$.
To prove this lemma, we need the following interpolation error estimates. We have, see [10, Theorem 4.2],

Lemma 3.2. Let $v \in H^{s}(0,1) \cap H_{0}^{\alpha}(0,1), \alpha \leq s \leq 2 \alpha, 1 / 2<\alpha<1$. Let $I_{h}: H^{s}(0,1) \cap H_{0}^{\alpha}(0,1) \rightarrow S_{h}$ be the interpolation operator. Then there exists a constant $C=C(\alpha)$ such that

$$
\begin{equation*}
\left\|I_{h} v-v\right\|+h^{\alpha}\left\|I_{h} v-v\right\|_{H_{0}^{\alpha}(0,1)} \leq C h^{s}\|v\|_{H^{s}(0,1)} \tag{23}
\end{equation*}
$$

Proof of Lemma 3.1: We first prove

$$
\begin{equation*}
\left\|R_{h, \alpha} v-v\right\|_{H_{0}^{\alpha}(0,1)} \leq C h^{(r-\alpha)}\|v\|_{H^{r}(0,1)} \tag{24}
\end{equation*}
$$

We have, noting that $B_{\alpha}\left(R_{h, \alpha} v-v, \chi\right)=0, \forall \chi \in S_{h}$,

$$
\begin{aligned}
& B_{\alpha}\left(R_{h, \alpha} v-v, R_{h, \alpha} v-v\right)=B_{\alpha}\left(R_{h, \alpha} v-v, R_{h, \alpha} v-\chi+\chi-v\right) \\
& =B_{\alpha}\left(R_{h, \alpha} v-v, \chi-v\right) \leq C\left\|R_{h, \alpha} v-v\right\|_{H_{0}^{\alpha}(0,1)}\|\chi-v\|_{H_{0}^{\alpha}(0,1)} .
\end{aligned}
$$

Note that, by Lemma 2.1,

$$
B_{\alpha}\left(R_{h, \alpha} v-v, R_{h, \alpha} v-v\right) \geq C\left\|R_{h, \alpha} v-v\right\|_{H_{0}^{\alpha}(0,1)}^{2}
$$

We therefore get

$$
\left\|R_{h, \alpha} v-v\right\|_{H_{0}^{\alpha}(0,1)} \leq C\|\chi-v\|_{H_{0}^{\alpha}(0,1)}, \forall \chi \in H_{0}^{\alpha}(0,1)
$$

or

$$
\left\|R_{h, \alpha} v-v\right\|_{H_{0}^{\alpha}(0,1)} \leq C \inf _{\chi \in S_{h}}\|\chi-v\|_{H_{0}^{\alpha}(0,1)} \leq\left\|I_{h} v-v\right\|_{H_{0}^{\alpha}(0,1)} .
$$

Hence (24) follows by Lemma 3.2.
We next prove the following $L^{2}$-norm error estimates

$$
\begin{equation*}
\left\|R_{h, \alpha} v-v\right\| \leq C h^{2(r-\alpha)}\|v\|_{H^{r}(0,1)} . \tag{25}
\end{equation*}
$$

Consider the following fractional elliptic problem, with $\varphi \in L^{2}(0,1)$,

$$
\begin{aligned}
& -{ }_{0}^{R} D_{x}^{2 \alpha} \psi(x)=\varphi, 0<x<1, \\
& \psi(0)=\psi(1)=0
\end{aligned}
$$

We have

$$
\begin{aligned}
\left(R_{h, \alpha} v-v, \varphi\right) & =\left(R_{h, \alpha} v-v,-{ }_{0}^{R} D_{x}^{2 \alpha} \psi\right)=-\left({ }_{x}^{R} D_{1}^{\alpha}\left(R_{h, \alpha} v-v\right),{ }_{0}^{R} D_{x}^{\alpha} \psi\right) \\
& \leq C\left\|R_{h, \alpha} v-v\right\|_{H_{0}^{\alpha}(0,1)}\|\psi-\chi\|_{H_{0}^{\alpha}(0,1)}, \forall \chi \in S_{h} .
\end{aligned}
$$

Therefore we have

$$
\left(R_{h, \alpha} v-v, \varphi\right) \leq C\left\|R_{h, \alpha} v-v\right\|_{H_{0}^{\alpha}(0,1)}\left\|\psi-I_{h} \psi\right\|_{H_{0}^{\alpha}(0,1)},
$$

where $I_{h}$ is the interpolation operator.
By (24), Lemma 3.2 and the regularity estimate (20), we obtain

$$
\left(R_{h, \alpha} v-v, \varphi\right) \leq\left(C h^{r-\alpha}\|v\|_{H^{r}(0,1)}\right)\left(C h^{r-\alpha}\|\psi\|_{H^{r}(0,1)}\right) \leq C h^{2(r-\alpha)}\|v\|_{H^{r}(0,1)}\|\varphi\| .
$$

Choose $\varphi=R_{h, \alpha} v-v$, we have $\left\|R_{h, \alpha} v-v\right\| \leq C h^{2(r-\alpha)}\|v\|_{H^{r}(0,1)}$.
Together these estimates complete the proof of Lemma 3.1.

We also need the following inverse estimates in $S_{h}$.
Lemma 3.3. Let $1 / 2<\alpha<1$. We have

$$
\|\chi\|_{H_{0}^{\alpha}(0,1)} \leq C h^{-\alpha}\|\chi\|, \quad \forall \chi \in S_{h} .
$$

Proof: Note that

$$
\|\chi\| \leq C h^{0}\|\chi\| \text { and }\|\chi\|_{H_{0}^{1}(0,1)} \leq C h^{-1}\|\chi\|, \quad \forall \chi \in S_{h}
$$

By the moment inequality or interpolation inequality, with $\alpha_{1} \geq 0, \beta_{1} \geq 0, \gamma_{1} \geq 0$, with $A=-\frac{d^{2}}{d x^{2}}, \mathcal{D}(A)=$ $H^{2}(0,1) \cap H_{0}^{1}(0,1)$,

$$
\left\|A^{\alpha_{1}} u\right\| \leq C\left\|A^{\beta_{1}} u\right\|^{\theta}\left\|A^{\gamma_{1}} u\right\|^{1-\theta}, \quad \alpha_{1}=\theta \beta_{1}+(1-\theta) \gamma_{1}, 0 \leq \theta \leq 1
$$

where $\theta=\frac{\alpha_{1}-\gamma_{1}}{\beta_{1}-\gamma_{1}}, 1-\theta=\frac{\beta_{1}-\alpha_{1}}{\beta_{1}-\gamma_{1}}$, Choosing $\alpha_{1}=\alpha / 2, \beta_{1}=0, \gamma_{1}=1 / 2$ and $\theta=1-\alpha, 1 / 2<\alpha<1$, we have

$$
\left\|A^{\alpha / 2} \chi\right\| \leq\left\|A^{0} \chi\right\|^{1-\alpha}\left\|A^{1 / 2} \chi\right\|^{\alpha}
$$

which implies that, with $1 / 2<\alpha \leq 1$, since $\left\|A^{\alpha / 2} \chi\right\|=\|\chi\|_{H_{0}^{\alpha}(0,1)},\left\|A^{1 / 2} \chi\right\|=|\chi|_{H_{0}^{1}(0,1)}$,

$$
\|\chi\|_{H_{0}^{\alpha}(0,1)} \leq C h^{-\alpha}\|\chi\|, \quad \forall \chi \in S_{h} .
$$

The proof of Lemma 3.3 is complete.

We next introduce the discrete fractional elliptic operator $A_{h, \alpha}: S_{h} \rightarrow S_{h}$ by, with $1 / 2<\alpha<1$,

$$
\begin{equation*}
\left(A_{h, \alpha} \psi, \chi\right)=-\left({ }_{0}^{R} D_{x}^{\alpha} \psi,{ }_{x}^{R} D_{1}^{\alpha} \psi\right), \quad \forall \psi, \chi \in S_{h} \tag{26}
\end{equation*}
$$

Lemma 3.4. Let $1 / 2<\alpha<1$. We have, with some constant $C=C(\alpha)$,

$$
\begin{equation*}
\left\|A_{h, \alpha}\right\| \leq C h^{-2 \alpha} \tag{27}
\end{equation*}
$$

where $\|\cdot\|$ denotes the operator norm from $S_{h} \rightarrow S_{h}$.
Proof: For any $\psi \in S_{h}$, we have

$$
\left\|A_{h, \alpha} \psi\right\|=\sup _{\chi \in S_{h}} \frac{\left(A_{h, \alpha} \psi, \chi\right)}{\|\chi\|}=\sup _{\chi \in S_{h}} \frac{-\left({ }_{0}^{R} D_{x}^{\alpha} \psi,{ }_{x}^{R} D_{1}^{\alpha} \chi\right)}{\|\chi\|} \leq \frac{C\|\psi\|_{H_{0}^{\alpha}(0,1)}\|\chi\|_{H_{0}^{\alpha}(0,1)}}{\|\chi\|}
$$

By Lemma 3.3, we have

$$
\left\|A_{h, \alpha} \psi\right\| \leq \frac{\left(C h^{-\alpha}\right)\|\psi\| \cdot\left(C h^{-\alpha}\right)\|\chi\|}{\|\chi\|} \leq C h^{-2 \alpha}\|\psi\|
$$

which implies (27). The proof of Lemma 3.4 is complete.

Let $E_{h, \alpha}(t)=e^{-A_{h, \alpha} t}$ be the semigroup generated by the operator $A_{h, \alpha}$. Then we have
Lemma 3.5. [21, Lemma 3.2] Let $0 \leq \gamma \leq 1$ and $1 / 2<\alpha<1$. There exists a constant $C=C(\alpha)$ such that, for $\chi \in S_{h}$,

$$
\left\|A_{h, \alpha}^{\gamma} E_{h, \alpha}(t) \chi\right\| \leq C t^{-\gamma}\|\chi\|
$$

Theorem 3.6. Let $u_{h}$ and $u$ be the solutions of (16)-(17) and (12)-(13), respectively, where $B_{\alpha}(\cdot, \cdot)$ is defined by (14). Let $r=2 \alpha-1+\beta, 0 \leq \beta<1 / 2,1 / 2<\alpha<1$ and $u_{0} \in H^{r}(0,1)$. Assume that

$$
\left\|u_{0 h}-u_{0}\right\| \leq C h^{2(r-\alpha)}\left\|u_{0}\right\|_{H^{r}(0,1)}
$$

Then, there exists a constant $C=C(\alpha, \beta)$ such that

$$
\begin{equation*}
\max _{0 \leq t \leq T}\left\|u_{h}(t)-u(t)\right\| \leq C\left(1+\left|\log \left(T / h^{2 \alpha}\right)\right|\right) \max _{0 \leq t \leq T} h^{2(r-\alpha)}\|u(t)\|_{H^{r}(0,1)} \tag{28}
\end{equation*}
$$

Proof: We write

$$
u_{h}(t)-u(t)=\theta(t)+\rho(t)
$$

where $\theta(t)=u_{h}(t)-R_{h, \alpha} u(t)$ and $\rho(t)=R_{h, \alpha} u(t)-u(t)$.
By Lemma 3.1, we have, with $r=2 \alpha-1+\beta, 0 \leq \beta<1 / 2,1 / 2<\alpha<1$,

$$
\|\rho(t)\| \leq C h^{2(r-\alpha)}\|u(t)\|_{H^{r}(0,1)}
$$

We next consider the bound for $\theta(t)$. We will follow the ideas of the proof in Theorem 8.1 in [22] and apply a duality argument involving the following auxiliary problem: Given $t \in(0, T)$, let $\varphi_{h}:(0, t) \rightarrow S_{h}$ satisfy, with $\dot{\varphi}_{h}(s)=\frac{d \varphi_{h}(s)}{d s}$,

$$
\begin{align*}
& -\left(\dot{\varphi}_{h}(s), \chi\right)+B_{\alpha}\left(\varphi_{h}(s), \chi\right)=0, \quad \forall \chi \in S_{h}, s \in(0, t),  \tag{29}\\
& \varphi_{h}(t)=\theta(t) \tag{30}
\end{align*}
$$

Now taking $\chi=\theta(s)$ in (29), we have

$$
-\int_{0}^{t}\left(\dot{\varphi}_{h}(s), \theta(s)\right) d s+\int_{0}^{t} B_{\alpha}\left(\varphi_{h}(s), \theta(s)\right) d s=0
$$

Integrating by parts, we have

$$
\int_{0}^{t}\left(\varphi_{h}(s), \dot{\theta}(s)\right) d s-\left.\left(\varphi_{h}(s), \theta(s)\right)\right|_{s=0} ^{s=t}+\int_{0}^{t} B_{\alpha}\left(\varphi_{h}(s), \theta(s)\right) d s=0
$$

or

$$
\|\theta(t)\|^{2}=\int_{0}^{t}\left[\left(\dot{\theta}(s), \varphi_{h}(s)\right)+B_{\alpha}\left(\theta(s), \varphi_{h}(s)\right)\right] d s+\left(\theta(0), \varphi_{h}(0)\right)
$$

Note that $\theta(s)=u_{h}(s)-u(s)-\rho(s)$ and

$$
\left(u_{h, s}(s)-u_{s}(s), \chi\right)+B_{\alpha}\left(u_{h}(s)-u(s), \chi\right)=0, \quad \forall \chi \in S_{h} .
$$

We have, noting that $B_{\alpha}(\rho(s), \chi)=0, \quad \forall \chi \in S_{h}, s \in(0, t)$,

$$
\begin{aligned}
\|\theta(t)\|^{2} & =\int_{0}^{t}\left[\left(-\dot{\rho}(s), \varphi_{h}(s)\right)+B_{\alpha}\left(-\rho(s), \varphi_{h}(s)\right)\right] d s \\
& +\left(u_{h}(0)-u(0), \varphi_{h}(0)\right)-\left(\rho(0), \varphi_{h}(0)\right) \\
& =\int_{0}^{t}\left(\rho(s), \dot{\varphi}_{h}(s)\right) d s-\left(\rho(t), \varphi_{h}(t)\right)+\left(u_{h}(0)-u(0), \varphi_{h}(0)\right)
\end{aligned}
$$

Thus, we have the following simple error representation formula

$$
\begin{equation*}
\|\theta(t)\|^{2} \leq\left(\max _{0 \leq s \leq t}\|\rho(s)\|\right)\left(\int_{0}^{t}\left\|\dot{\varphi}_{h}(s)\right\| d s+\left\|\varphi_{h}(t)\right\|\right)+\left\|u_{h}(0)-u(0)\right\|\left\|\varphi_{h}(0)\right\| . \tag{31}
\end{equation*}
$$

We shall prove that

$$
\begin{align*}
& \left\|\varphi_{h}(s)\right\| \leq C\|\theta(t)\|, \quad 0 \leq s \leq t  \tag{32}\\
& \int_{0}^{t}\left\|\dot{\varphi}_{h}(s)\right\| d s \leq C\left(1+\left|\log \frac{t}{h^{2 \alpha}}\right|\right)\|\theta(t)\| \tag{33}
\end{align*}
$$

Assume that (32) and (33) hold at the moment, we then have, by (31),

$$
\|\theta(t)\| \leq C\left(1+\left|\log \frac{t}{h^{2 \alpha}}\right|\right) h^{2(r-\alpha)}\|u(t)\|_{H^{r}(0,1)}
$$

It remains to show (32) and (33). Let $s=t-\bar{s}, \bar{s} \in(0, t)$. We have $\varphi_{h}(s)=\varphi_{h}(t-\bar{s})=\bar{\varphi}_{h}(\bar{s})$ and $\frac{d \bar{\varphi}_{h}(\bar{s})}{d \bar{s}}=\frac{d \varphi_{h}(t-\bar{s})}{d(t-\bar{s})}(-1)=-\frac{d \varphi_{h}(s)}{d s}$. Hence (29)-(30) are equivalent to the following initial value problem,

$$
\begin{align*}
& \left(\dot{\bar{\varphi}}_{h}(\bar{s}), \chi\right)+B_{\alpha}\left(\bar{\varphi}_{h}(\bar{s}), \chi\right)=0, \quad \forall \chi \in S_{h}, s \in(0, t),  \tag{34}\\
& \bar{\varphi}_{h}(0)=\theta(t) \tag{35}
\end{align*}
$$

Note that

$$
\left\|\varphi_{h}(s)\right\|=\left\|\bar{\varphi}_{h}(\bar{s})\right\|, \text { and } \int_{0}^{t}\left\|\dot{\varphi}_{h}(s)\right\| d s=\int_{0}^{t}\left\|\dot{\bar{\varphi}}_{h}(\bar{s})\right\| d \bar{s}
$$

It is sufficient to show

$$
\begin{align*}
& \left\|\bar{\varphi}_{h}(\bar{s})\right\| \leq C\|\theta(t)\|, \quad 0 \leq s \leq t  \tag{36}\\
& \int_{0}^{t}\left\|\dot{\varphi}_{h}(s)\right\| d s \leq C\left(1+\left|\log \frac{t}{h^{2 \alpha}}\right|\right)\|\theta(t)\|, \tag{37}
\end{align*}
$$

which we will prove now.
In fact, by using (26), we write (34) and (35) as the following abstract form

$$
\begin{equation*}
\dot{\bar{\varphi}}_{h}(\bar{s})+A_{h, \alpha} \bar{\varphi}_{h}(\bar{s})=0, \quad \bar{\varphi}_{h}(0)=\theta(t) . \tag{38}
\end{equation*}
$$

By Lemmas 3.4 and 3.5, we have

$$
\begin{equation*}
\left\|\bar{\varphi}_{h}(\bar{s})\right\|=\left\|E_{h, \alpha}(t) \bar{\varphi}_{h}(0)\right\| \leq C\left\|\bar{\varphi}_{h}(0)\right\| . \tag{39}
\end{equation*}
$$

Further we have

$$
\begin{equation*}
\left\|\dot{\bar{\varphi}}_{h}(\bar{s})\right\|=\left\|-A_{h, \alpha} E_{h, \alpha}(t) \bar{\varphi}_{h}(0)\right\| \leq C \bar{s}^{-1}\left\|\bar{\varphi}_{h}(0)\right\| . \tag{40}
\end{equation*}
$$

Hence, by (39), (40) and Lemma 3.4,

$$
\begin{aligned}
\int_{0}^{t}\left\|\dot{\bar{\varphi}}_{h}(\bar{s})\right\| d \bar{s} & =\left[\int_{0}^{h^{2 \alpha}}+\int_{h^{2 \alpha}}^{t}\right]\left\|\dot{\bar{\varphi}}_{h}(\bar{s})\right\| d \bar{s}=\int_{0}^{h^{2 \alpha}}\left\|A_{h, \alpha} \bar{\varphi}_{h}(\bar{s})\right\| d \bar{s}+\int_{h^{2 \alpha}}^{t}\left\|\dot{\bar{\varphi}}_{h}(\bar{s})\right\| d \bar{s} \\
& \leq \int_{0}^{h^{2 \alpha}} h^{-2 \alpha}\left\|\bar{\varphi}_{h}(0)\right\| d \bar{s}+\int_{h^{2 \alpha}}^{t} \bar{s}^{-1}\left\|\bar{\varphi}_{h}(0)\right\| d \bar{s} \\
& \leq C\left(1+\log \left(\frac{t}{h^{2 \alpha}}\right)\right)\left\|\bar{\varphi}_{h}(0)\right\| .
\end{aligned}
$$

The proof of Theorem 3.6 is now complete.

### 3.2. The two-sided space-fractional derivative case

In this subsection, we will consider error estimates of the finite element methods for solving (12)-(13) in the two-sided space-fractional derivative case. To do this, we need to consider the two-sided fractional elliptic problem (10)-(11).

Lemma 3.7. Let $1 / 2<\alpha<1$. The solution of (10)-(11) takes the form of

$$
\begin{equation*}
w(x)=c_{1}+c_{2} K_{1 / 2}(x)+F(x) \tag{41}
\end{equation*}
$$

where $c_{1}=-F(0)$ and $c_{2}=-\frac{F(1)+c_{1}}{K_{1 / 2}(1)}$ and $F(x)$ is some smooth function such that $\mathcal{L}^{2 \alpha} F(x)=g(x)$.
Proof: Since $w(0)=0$, we have

$$
\begin{aligned}
{ }_{0}^{R} D_{x}^{2 \alpha} w(x) & =D^{2}{ }_{0}^{R} D_{x}^{2 \alpha-2} w(x)=D\left(D_{0}^{R} D_{x}^{2 \alpha-2} w(x)\right) \\
& =D\left({ }_{0}^{R} D_{x}^{2 \alpha-2} D w(x)\right)=\left(D_{0}^{R} D_{x}^{2 \alpha-2} D\right) w(x) .
\end{aligned}
$$

Similarly we have, since $w(1)=0$,

$$
{ }_{x}^{R} D_{1}^{2 \alpha} w(x)=\left(D_{x}^{R} D_{1}^{2 \alpha-2} D\right) w(x)
$$

Thus the operator $\mathcal{L}^{2 \alpha}$ can be written as, noting that $w(0)=w(1)=0$,

$$
\mathcal{L}^{2 \alpha} w(x)=-\frac{1}{2}\left(D_{0}^{R} D_{x}^{2 \alpha-2} D+D_{0}^{R} D_{x}^{2 \alpha-2} D\right) w(x), 0<x<1
$$

By Ervin et al. [9, (4.8)], we know that the kernel of $\mathcal{L}^{2 \alpha}$ is

$$
\begin{equation*}
K_{1 / 2}(x)=\frac{1}{\alpha} x^{\alpha}{ }_{2} F_{1}(\alpha, 1-\alpha ; 1+\alpha, x), \tag{42}
\end{equation*}
$$

that is, $\mathcal{L}^{2 \alpha} K_{1 / 2}(x)=0$. Here ${ }_{2} F_{1}(a, b ; c, x)$ is so called Gaussian three-parameter hyper-geometric function defined as in Ervin et al. [9, Definition 1]. Assume that $F(x)$ is some smooth function such that $\mathcal{L}^{2 \alpha} F(x)=$ $g(x)$. Then it is easy to check that the solution of (10)-(11) has the form (41) as required.

The proof of Lemma 3.7 is now complete.

Remark 3.2. In general it may be difficult to find the smooth solution $F(x)$ such that $\mathcal{L}^{2 \alpha} F(x)=g(x), 0<$ $x<1$. Below is an example for the special $g(x)=-\frac{1}{2} \frac{1}{\Gamma(2-2 \alpha)} x^{1-2 \alpha}+\frac{1}{2} \frac{1}{\Gamma(2-2 \alpha)}(1-x)^{1-2 \alpha}$. In this case, it is easy to see that, with $F(x)=1+x$,

$$
\mathcal{L}^{2 \alpha} F(x)=-\frac{1}{2} \frac{1}{\Gamma(2-2 \alpha)} x^{1-2 \alpha}+\frac{1}{2} \frac{1}{\Gamma(2-2 \alpha)}(1-x)^{1-2 \alpha} .
$$

Hence the solution of (10)-(11) is

$$
w(x)=-1-\left(K_{1 / 2}(1)\right)^{-1} K_{1 / 2}(x)+(1+x)=x-\left(K_{1 / 2}(1)\right)^{-1} K_{1 / 2}(x)
$$

We will come back to this example in Example 5.5 in Section 5.
Note that $x^{\alpha} \in \tilde{H}_{L}^{\alpha+\beta}(0,1), 0<\beta<1 / 2,1 / 2<\alpha<1$, see Jin et al. [20]. Thus, by (42), $K_{1 / 2} \in$ $\tilde{H}_{L}^{\alpha+\beta}(0,1)$ which implies that the solution $w$ of (10)-(11) satisfies $w \in \tilde{H}_{L}^{\alpha+\beta}(0,1)$. Hence for the general $g \in L^{2}(0,1)$, we can not guarantee the solution of (10)-(11) satisfies $w \in H^{2 \alpha}(0,1)$. Recall that when $\alpha=1$, the equation (10)-(11) reduces to the standard elliptic equation and it is well-known that $w \in H^{2 \alpha}(0,1)=$ $H^{2}(0,1)$ in this case.

Following the argument for the formulation of (19), we may write (10)-(11) as the following abstract form, with $g \in L^{2}(0,1)$,

$$
\begin{equation*}
A_{\alpha} w=g \tag{43}
\end{equation*}
$$

Assume that $g$ is sufficiently regular such that the regularity of $w$ is determined by the kernel of $\mathcal{L}^{2 \alpha}, 1 / 2<$ $\alpha<1$, we may have the following regularity property, see [9, Section 5],

$$
\begin{equation*}
\|w\|_{\tilde{H}_{L}^{\alpha+\beta}(0,1)} \leq\left\|A_{\alpha} w\right\|_{L^{2}(0,1)}=\|g\|_{L^{2}(0,1)} \tag{44}
\end{equation*}
$$

Theorem 3.8. Let $u_{h}$ and $u$ be the solutions of (16)-(17) and (12)-(13), respectively, where $B_{\alpha}(\cdot, \cdot)$ is defined by (15). Let $1 / 2<\alpha<1$ and $u_{0} \in H^{\alpha+\beta}(0,1), 0<\beta<1 / 2$. Assume that

$$
\left\|u_{0 h}-u(0)\right\| \leq C h^{2 \beta}\left\|u_{0}\right\|_{H^{\alpha+\beta}(0,1)}
$$

Then, there exists a constant $C=C(\alpha)$ such that

$$
\begin{equation*}
\max _{0 \leq t \leq T}\left\|u_{h}(t)-u(t)\right\| \leq C\left(1+\left|\log \left(T / h^{2 \alpha}\right)\right|\right) \max _{0 \leq t \leq T} h^{2 \beta}\|u(t)\|_{H^{\alpha+\beta}(0,1)} \tag{45}
\end{equation*}
$$

The proof of Theorem 3.8 is similar to the proof of Theorem 3.6. We also need to introduce the corresponding fractional Ritz projection operator $R_{h, \alpha}: H_{0}^{\alpha}(0,1) \rightarrow S_{h}, 1 / 2<\alpha<1$ and the discrete fractional elliptic operator $A_{h, \alpha}: S_{h} \rightarrow S_{h}$. In this case the discrete fractional elliptic operator is symmetric, positive definite. Therefore we may use the spectral expansion of the operator to prove the following smoothing property of the semigroup $E_{h, \alpha}(t)$ : with $0 \leq \gamma \leq 1,1 / 2<\alpha<1$,

$$
\left\|A_{h, \alpha}^{\gamma} E_{h, \alpha}(t) \chi\right\| \leq C t^{-\gamma}\|\chi\|
$$

which we need in the proof of Theorem 3.8.

## 4. Error estimates proved by using the approximate solution operators

### 4.1. The left-sided Riemann-Liouville fractional derivative case

In this subsection, we will prove the error estimates of the finite element methods for solving (12)-(13) by using the approximate solution operators in the left-sided Riemann-Liouville fractional derivative case, see [38, Chapter 2]

Let us consider, with $1 / 2<\alpha<1, f \in L^{2}(0,1)$,

$$
\begin{equation*}
-{ }_{0}^{R} D_{x}^{2 \alpha} u(x)=f(x), \quad 0<x<1, \quad \text { with } u(0)=u(1)=0 . \tag{46}
\end{equation*}
$$

We recall that the equation (46) can be written as the following operator form

$$
\begin{equation*}
A_{\alpha} u=f \tag{47}
\end{equation*}
$$

where $A_{\alpha}: \mathcal{D}\left(A_{\alpha}\right) \rightarrow L^{2}(0,1)$ is defined in (19).
The variational form of (46) is to find $u \in H_{0}^{\alpha}(0,1)$ such that

$$
\begin{equation*}
B_{\alpha}(u, v)=(f, v), \quad \forall v \in H_{0}^{\alpha}(0,1) \tag{48}
\end{equation*}
$$

By regularity estimate (20) for the fractional elliptic problem, the equation (46) or (47) has a unique solution $u \in H^{r}(0,1) \cap H_{0}^{\alpha}(0,1)$, where $r=2 \alpha-1+\beta, 0 \leq \beta<1 / 2,1 / 2<\alpha<1$. Denote $T_{\alpha}: L^{2}(0,1) \rightarrow$ $H^{r}(0,1) \cap H_{0}^{\alpha}(0,1)$ the solution operator of (47), i.e.,

$$
u=T_{\alpha} f, \quad f \in L^{2}(0,1) .
$$

We then have
Lemma 4.1. Let $T_{\alpha}: L^{2}(0,1) \rightarrow H^{r}(0,1) \cap H_{0}^{\alpha}(0,1), r=2 \alpha-1+\beta, 0 \leq \beta<1 / 2,1 / 2<\alpha<1$ be the solution operator of (47). We have

$$
\begin{aligned}
& T_{\alpha}\left(A_{\alpha} u\right)=u, \quad \forall u \in H^{r}(0,1) \cap H_{0}^{\alpha}(0,1), \\
& A_{\alpha} T_{\alpha} f=f, \quad \forall f \in L^{2}(0,1)
\end{aligned}
$$

In other words, we have $T_{\alpha}=A_{\alpha}^{-1}$.
Proof: Assume that $u$ is the solution of (47), i.e., $u=T_{\alpha} f$ and

$$
B_{\alpha}(u, v)=(f, v), \quad \forall v \in H_{0}^{\alpha}(0,1) .
$$

Further assume that $A_{\alpha} u=f$. Then we have

$$
T_{\alpha}\left(A_{\alpha} u\right)=u, \quad \forall u \in H^{r}(0,1) \cap H_{0}^{\alpha}(0,1) .
$$

On the other hand, noting that $u=T_{\alpha} f$ satisfies

$$
B_{\alpha}\left(T_{\alpha} f, v\right)=(f, v), \quad \forall v \in H_{0}^{\alpha}(0,1)
$$

we have, by the regularity estimate (20),

$$
\left(A_{\alpha}\left(T_{\alpha} f\right), v\right)=(f, v), \quad \forall v \in H_{0}^{\alpha}(0,1),
$$

which implies that

$$
A_{\alpha} T_{\alpha} f=f, \quad \forall f \in L^{2}(0,1) .
$$

Next we introduce the approximate solution operator $T_{h, \alpha}: L^{2}(0,1) \rightarrow S_{h}$ for the finite element approximation problem of (47). Recall that the finite element problem of (47) is to find $u_{h} \in S_{h}$ such that

$$
\begin{equation*}
B_{\alpha}\left(u_{h}, \chi\right)=(f, \chi), \quad \forall \chi \in S_{h} . \tag{49}
\end{equation*}
$$

Denote $T_{h, \alpha}: L^{2}(0,1) \rightarrow S_{h}$ the solution operator of (49), i.e.,

$$
u_{h}=T_{h, \alpha} f
$$

Lemma 4.2. Let $T_{h, \alpha}: L^{2}(0,1) \rightarrow S_{h}$ be the solution operator of (49). We have

$$
\begin{equation*}
T_{h, \alpha} A_{h, \alpha} u_{h}=u_{h} . \tag{50}
\end{equation*}
$$

Further if $f_{h} \in S_{h}$, we have

$$
\begin{equation*}
A_{h, \alpha} T_{h, \alpha} f_{h}=f_{h}, \quad \forall f_{h} \in S_{h} \tag{51}
\end{equation*}
$$

Proof: By (49), we have

$$
B_{\alpha}\left(u_{h}, \chi\right)=(f, \chi), \quad \forall \chi \in S_{h}
$$

or

$$
\left(A_{h, \alpha} u_{h}, \chi\right)=(f, \chi)=\left(P_{h} f, \chi\right), \quad \forall \chi \in S_{h} .
$$

Here $P_{h}: L^{2}(0,1) \rightarrow S_{h}$ is the $L^{2}$ projection operator on $S_{h}$. Hence we have

$$
A_{h, \alpha} u_{h}=P_{h} f
$$

which implies that

$$
T_{h, \alpha} A_{h, \alpha} u_{h}=T_{h, \alpha} P_{h} f
$$

Note that

$$
\begin{equation*}
T_{h, \alpha} P_{h} f=T_{h, \alpha} f \tag{52}
\end{equation*}
$$

which we will prove later. Assume this is true at the moment, we have

$$
T_{h, \alpha} A_{h, \alpha} u_{h}=T_{h, \alpha} P_{h} f=T_{h, \alpha} f=u_{h}
$$

which is (50).
We now show (52). Note that $B_{\alpha}\left(T_{h, \alpha} P_{h} f, \chi\right)=\left(P_{h} f, \chi\right)$, and $B_{\alpha}\left(T_{h, \alpha} f, \chi\right)=(f, \chi)$, we have

$$
B_{\alpha}\left(T_{h, \alpha} P_{h} f-T_{h, \alpha} f, \chi\right)=0
$$

which implies that

$$
\left\|T_{h, \alpha} P_{h} f-T_{h, \alpha} f\right\|_{H_{0}^{\alpha}(0,1)}=0
$$

By Lemma 2.4, we have

$$
\left\|T_{h, \alpha} P_{h} f-T_{h, \alpha} f\right\|_{L^{2}(0,1)} \leq\left\|T_{h, \alpha} P_{h} f-T_{h, \alpha} f\right\|_{H_{0}^{\alpha}(0,1)}=0
$$

which implies that

$$
T_{h, \alpha} P_{h} f=T_{h, \alpha} f, \quad \forall f \in L^{2}(0,1) .
$$

To show (51), we note that $u_{h}=T_{h, \alpha} f_{h}$ satisfies

$$
B_{\alpha}\left(T_{h, \alpha} f_{h}, \chi\right)=\left(f_{h}, \chi\right), \quad \forall \chi \in S_{h}
$$

that is

$$
\left(A_{h, \alpha} T_{h} f_{h}, \chi\right)=\left(f_{h}, \chi\right), \quad \forall \chi \in S_{h}
$$

which implies that

$$
A_{h, \alpha} T_{h, \alpha} f_{h}=f_{h}
$$

Hence we show $T_{h, \alpha}=A_{h, \alpha}^{-1} \quad$ on $S_{h}$.
Together these estimates complete the proof of this lemma.

Lemma 4.3. Let $T_{h, \alpha}$ and $T_{\alpha}$ be the solution operators of (49) and (47), respectively. Let $r=2 \alpha-1+\beta, 0 \leq$ $\beta<1 / 2,1 / 2<\alpha<1$. Then, there exists a constant $C=C(\alpha, \beta)$ such that

$$
\left\|u_{h}-u\right\|=\left\|\left(T_{h, \alpha}-T\right) f\right\| \leq C h^{2(r-\alpha)}\|f\| .
$$

Proof: We first show that $T_{h, \alpha}=R_{h, \alpha} T_{\alpha}$, where $R_{h, \alpha}: H_{0}^{\alpha}(0,1) \rightarrow S_{h}$ is the Ritz projection operator defined by (21)

In fact, we have

$$
B_{\alpha}\left(T_{h, \alpha} f, \chi\right)=(f, \chi)=B_{\alpha}\left(T_{\alpha} f, \chi\right)=B_{\alpha}\left(R_{h, \alpha} T_{\alpha} f, \chi\right), \quad \forall \chi \in S_{h}
$$

Thus

$$
B_{\alpha}\left(T_{h, \alpha} f-R_{h, \alpha} T_{\alpha} f, \chi\right)=0, \quad \forall \chi \in S_{h},
$$

which implies that $T_{h, \alpha}=R_{h, \alpha} T_{\alpha}$.
Thus we have, by Lemma 3.1,

$$
\left\|\left(T_{h, \alpha}-T_{\alpha}\right) f\right\|=\left\|\left(R_{h, \alpha} T_{\alpha}-T_{\alpha}\right) f\right\| \leq C h^{2(r-\alpha)}\left\|T_{\alpha} f\right\|_{H^{r}(0,1)} \leq C h^{2(r-\alpha)}\|f\|
$$

We now use the solution operators $T_{\alpha}$ and $T_{h, \alpha}$ to consider the error estimates of the space-fractional partial differential equations (12)-(13). The equations (12)-(13) can be written into the following abstract form

$$
\begin{equation*}
u_{t}+A_{\alpha} u=f, t>0 \quad \text { with } u(0)=u_{0} \tag{53}
\end{equation*}
$$

Note that $T_{\alpha}=A_{\alpha}^{-1},(53)$ is equivalent to

$$
\begin{equation*}
T_{\alpha} u_{t}+u=T_{\alpha} f, t>0 \quad \text { with } u(0)=u_{0} \tag{54}
\end{equation*}
$$

The finite element method of (53) is to find $u_{h}(t) \in S_{h}$ such that

$$
\begin{align*}
& \left(u_{h, t}, \chi\right)+B_{\alpha}\left(u_{h}, \chi\right)=(f, \chi), t>0 \quad \forall \chi \in S_{h},  \tag{55}\\
& u_{h}(0)=u_{0 h} \tag{56}
\end{align*}
$$

which can be written into the abstract form

$$
\begin{equation*}
u_{h, t}+A_{h, \alpha} u_{h}=P_{h} f, t>0 \quad \text { with } u_{h}(0)=u_{0 h} \tag{57}
\end{equation*}
$$

Note that $T_{h, \alpha}=A_{h, \alpha}^{-1},(57)$ is equivalent to

$$
\begin{equation*}
T_{h, \alpha} u_{h, t}+u_{h}=T_{h, \alpha} P_{h} f, t>0 \quad \text { with } u_{h}(0)=u_{0 h} \tag{58}
\end{equation*}
$$

We then have the following error estimates
Theorem 4.4. Let $u_{h}$ and $u$ be the solutions of (58) and (54), respectively. Let $r=2 \alpha-1+\beta, 0 \leq \beta<$ $1 / 2,1 / 2<\alpha<1$. Assume that $u_{0} \in H^{r}(0,1)$. Then, there exists a constant $C=C(\alpha, \beta)$ such that

$$
\left\|u_{h}(t)-u(t)\right\| \leq\left\|u_{0 h}-u(0)\right\|+C h^{2(r-\alpha)}\left(\left\|u_{0}\right\|_{H^{r}(0,1)}+\int_{0}^{t}\left\|u_{t}(s)\right\|_{H^{r}(0,1)} d s\right)
$$

Proof: Let $e=u_{h}-u$. Then $e$ satisfies the error equation

$$
\begin{aligned}
T_{h, \alpha} e_{t}+e & =T_{h, \alpha}\left(u_{h, t}-u_{t}\right)+\left(u_{h}-u\right)=\left(T_{h, \alpha} u_{h, t}+u_{h}\right)-\left(T_{h, \alpha} u_{t}+u\right) \\
& =T_{h, \alpha} f-\left(T_{h, \alpha} u_{t}-T_{\alpha} u_{t}+T_{\alpha} u_{t}+u\right) \\
& =\left(T_{h, \alpha}-T_{\alpha}\right) f-\left(T_{h, \alpha}-T_{\alpha}\right) u_{t}=\left(T_{h, \alpha}-T_{\alpha}\right)\left(f-u_{t}\right) \\
& =\left(T_{\alpha}-T_{h, \alpha}\right)\left(-A_{\alpha} u\right) .
\end{aligned}
$$

Note that $T_{h, \alpha}=R_{h, \alpha} T_{\alpha}$, we have, with $T_{\alpha} A_{\alpha}=I$,

$$
T_{h, \alpha} e_{t}+e=\underset{14}{\left(R_{h, \alpha}-I\right) u=\rho .}
$$

Following the same argument as in Thomée [38, p. 33, Theorem 2.3], we have

$$
\begin{aligned}
\|e(t)\| & \leq\|e(0)\|+C\left(\|\rho(0)\|+\int_{0}^{t}\left\|\rho_{t}(s)\right\| d s\right) \\
& =\left\|u_{0 h}-u_{0}\right\|+C h^{2(r-\alpha)}\left(\|u(0)\|_{H^{r}(0,1)}+\int_{0}^{t}\left\|u_{t}(s)\right\|_{H^{r}(0,1)} d s\right) .
\end{aligned}
$$

The proof of Theorem 4.4 is now complete.

### 4.2. The two-sided space-fractional derivative case

In this subsection, we will consider the error estimates of the finite element methods for solving (12)(13) by using the approximate solution operators in the two-sided space-fractional derivative case, see [38, Chapter 2].

We may introduce the corresponding solution operator $T_{\alpha}$ and $T_{h, \alpha}$ as in Section 4.1. In this case, $T_{\alpha}: L^{2}(0,1) \rightarrow H^{r}(0,1) \cap H_{0}^{\alpha}, \alpha \leq r \leq 2 \alpha, 1 / 2<\alpha<1$ is a selfadjoint and positive definite operator on $L^{2}(0,1)$ and $T_{\alpha, h}: L^{2}(0,1) \rightarrow S_{h}$ is a selfadjoint and semi-positive definite operator on $L^{2}(0,1)$ and positive definite on $S_{h}$. Then, the equations (12)-(13) can be written as the following abstract form

$$
\begin{equation*}
T_{\alpha} u_{t}+u=T_{\alpha} f, t>0 \quad \text { with } u(0)=u_{0}, \tag{59}
\end{equation*}
$$

and the finite element method of (59) can be written as

$$
\begin{equation*}
T_{h, \alpha} u_{h, t}+u_{h}=T_{h, \alpha} P_{h} f, t>0 \quad \text { with } u_{h}(0)=u_{0 h} . \tag{60}
\end{equation*}
$$

We have
Theorem 4.5. Let $u_{h}$ and $u$ be the solutions of (60) and (59), respectively. Let $\alpha \leq r \leq 2 \alpha, 1 / 2<\alpha<1$. Assume that $u_{0} \in H^{r}(0,1)$. Then there exists a constant $C=C(\alpha)$ such that

$$
\left\|u_{h}(t)-u(t)\right\| \leq\left\|u_{0 h}-u(0)\right\|+C h^{2(r-\alpha)}\left(\left\|u_{0}\right\|_{H^{r}(0,1)}+\int_{0}^{t}\left\|u_{t}(s)\right\|_{H^{r}(0,1)} d s\right)
$$

Proof: The Proof of Theorem 4.5 is similar to the proof of Theorem 4.4. We omit the proof here.

## 5. Numerical simulations

In this section, we will consider some numerical examples for solving space-fractional partial differential equation (1)-(3) or (4)-(6).

Let $0=x_{0}<x_{1}<\cdots<x_{N_{h}+1}=1$ be a partition of the space interval $[0,1]$ and $h$ the space step size. Let $S_{h} \subset H_{0}^{\alpha}(0,1)$ be the continuous piecewise linear finite element space. Let $0=t_{0}<t_{1}<\cdots<t_{n}<$ $\cdots<t_{N}=T$ be a partition of time interval $[0, T]$ and $\Delta t$ be the time step size. The implicit Euler method of (16)-(17) is to find $U^{n} \approx u_{h}\left(t_{n}\right)$, such that

$$
\begin{aligned}
& \left(U^{n}, \chi\right)+\Delta t B_{\alpha}\left(U^{n}, \chi\right)=\Delta t(f, \chi)+\left(U^{n-1}, \chi\right), \quad \forall \chi \in S_{h} \\
& U^{0}=u_{0 h}
\end{aligned}
$$

Let

$$
U^{n}=\sum_{\substack{j=1 \\ 15}}^{N_{h}} \alpha_{j}^{n} \varphi_{j}
$$

where $\left\{\varphi_{1}, \varphi_{2}, \ldots \varphi_{N_{h}}\right\}$ are the finite element basis functions in $S_{h}$. We then have, with $\chi=\varphi_{l}, l=$ $1,2, \ldots, N_{h}$,

$$
\sum_{j=1}^{N_{h}}\left(\varphi_{j}, \varphi_{l}\right) \alpha_{j}^{n}+\Delta t \sum_{j=1}^{N_{h}} B_{\alpha}\left(\varphi_{j}, \varphi_{l}\right)=\Delta t\left(f, \varphi_{l}\right)+\sum_{j=1}^{N_{h}} \alpha_{j}^{n-1}\left(\varphi_{j}, \varphi_{l}\right) .
$$

Denote $\mathbf{M}=\left(\varphi_{j}, \varphi_{l}\right)_{j, l=1}^{N_{h}}, \quad \mathbf{S}_{\alpha}=\left(B_{\alpha}\left(\varphi_{j}, \varphi_{l}\right)\right)_{j, l=1}^{N_{h}}, \quad \mathbf{F}=\left(f, \varphi_{l}\right)_{l=1}^{N_{h}}$ and $\alpha^{n}=\left(\alpha_{j}^{n}\right)_{j=1}^{N_{h}}$. We get the following matrix form

$$
\left(\mathbf{M}+\Delta t \cdot \mathbf{S}_{\alpha}\right) \alpha^{n}=\Delta t \mathbf{F}+\mathbf{M} \alpha^{n-1}, n=1,2,3, \ldots
$$

where $\alpha^{0}$ is obtained by $U^{0}=\sum_{j=1}^{N_{h}} \alpha_{j}^{0} \varphi_{j}$.
To obtain the matrix $\mathbf{S}_{\alpha}$, we shall use the following relations, with $v^{\prime}=\frac{d v}{d x}$,

$$
\left({ }_{0}^{R} D_{x}^{\alpha} \varphi_{j},{ }_{x}^{R} D_{1}^{\alpha} \varphi_{l}\right)=\left({ }_{0}^{R} D_{x}^{2 \alpha-1} \varphi_{j}, \varphi_{l}^{\prime}\right), j, l=1,2, \ldots, N_{h},
$$

and

$$
\left({ }_{x}^{R} D_{1}^{\alpha} \varphi_{j},{ }_{0}^{R} D_{x}^{\alpha} \varphi_{l}\right)=\left({ }_{x}^{R} D_{1}^{2 \alpha-1} \varphi_{j}, \varphi_{l}^{\prime}\right), j, l=1,2, \ldots, N_{h}
$$

which can be calculated exactly by using the following formulas, with $j=1,2,3, \ldots, N_{h}$,

$$
{ }_{0}^{R} D_{x}^{\alpha} \varphi_{j}= \begin{cases}0, & 0<x<x_{j-1} \\ \frac{1}{h \Gamma(2-\alpha)}\left(x-x_{j-1}\right)^{1-\alpha}, & x_{j-1}<x<x_{j} \\ \frac{1}{h \Gamma(2-\alpha)}\left[\left(x-x_{j-1}\right)^{1-\alpha}-2\left(x-x_{j}\right)^{1-\alpha}\right], & x_{j}<x<x_{j+1} \\ \frac{1}{h \Gamma(2-\alpha)}\left[\left(x-x_{j-1}\right)^{1-\alpha}-2\left(x-x_{j}\right)^{1-\alpha}+\left(x-x_{j+1}\right)^{1-\alpha}\right], & x_{j+1}<x<1\end{cases}
$$

and

$$
{ }_{x}^{R} D_{1}^{\alpha} \varphi_{l}= \begin{cases}\frac{1}{h \Gamma(2-\alpha)}\left[-\left(x_{l+1}-x\right)^{1-\alpha}+2\left(x_{l}-x\right)^{1-\alpha}-\left(x_{l-1}-x\right)^{1-\alpha}\right], & 0<x<x_{l-1} \\ \frac{1}{h \Gamma(2-\alpha)}\left[-\left(x_{l+1}-x\right)^{1-\alpha}+2\left(x_{l}-x\right)^{1-\alpha}\right], & x_{l-1}<x<x_{l} \\ \frac{1}{h \Gamma(2-\alpha)}\left[-\left(x_{l+1}-x\right)^{1-\alpha}\right], & x_{l}<x<x_{l+1} \\ 0, & x_{l+1}<x<1\end{cases}
$$

Example 5.1. [21] Consider the following linear space-fractional partial differential equation, with $1 / 2<$ $\alpha<1$,

$$
\begin{align*}
& \frac{\partial u(x, t)}{\partial t}-{ }_{0}^{R} D_{x}^{2 \alpha} u(x, t)=f(x, t), \quad 0<t<T, 0<x<1  \tag{61}\\
& u(0, t)=u(1, t)=0, \quad 0<t<T  \tag{62}\\
& u(x, 0)=u_{0}(x), \quad 0<x<1 \tag{63}
\end{align*}
$$

where $u_{0}(x)=x(1-x)$ and $f(x, t)=0$.
We will consider the experimentally determined orders of convergence ("EOC") of $\left\|u\left(t_{N}\right)-U^{N}\right\|$ for the different $\alpha$ at $t_{N}=1$. We choose $\Delta t=0.001$ and let $e_{N}^{(i)}=\left\|u\left(t_{N}\right)-U^{N}\right\|$ denote the $L^{2}$ norm at $t_{N}=1$ obtained by using the different space step sizes $h_{i}$. Since the exact solution is not available in this example, we calculate the reference solution ( or 'true' solution) $u\left(t_{N}\right)$ by using the very small time step size $\Delta t=0.00001$ and space step size $h=2^{-10}$. By Theorem 3.6, we have, with some $r=2 \alpha-1+\beta, 0 \leq \beta<1 / 2,1 / 2<\alpha<1$,

$$
\begin{equation*}
e_{N}^{(i)} \leq C h_{i}^{2(r-\alpha)}, \tag{64}
\end{equation*}
$$

which implies that the theoretical convergence order $2(r-\alpha)$ satisfies

$$
\log _{2}\left(e_{N}^{(i)} / e_{N}^{(i+1)}\right) \approx \log _{2}\left(h_{i} / h_{i+1}\right)^{2(r-\alpha)}=2(r-\alpha) .
$$

The best theoretical convergence order is approximately $2 \alpha-1$ when $\beta \approx 1 / 2$. For the fixed $\alpha$, in Table 1 , we calculate the experimentally determined orders of convergence with respect to the different space step sizes $h_{i}=1 / 2^{i}, i=4,5,6,7$, where the numbers in the brackets are the theoretical convergence orders. The numerical results in Table 1 are consistent with the numerical results in Jin et al. [21, Table 1].

| $\alpha$ | $h=1 / 16$ | $h=1 / 32$ | $h=1 / 64$ | $\mathrm{~h}=1 / 128$ | (theoretical orders) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $5 / 8$ | $1.38 \mathrm{e}-3$ | $7.76 \mathrm{e}-4$ | $4.87 \mathrm{e}-4$ | $3.39 \mathrm{e}-4$ |  |
|  |  | 0.83 | 0.67 | 0.52 | $(0.25)$ |
| $3 / 4$ | $7.52 \mathrm{e}-5$ | $3.47 \mathrm{e}-5$ | $1.70 \mathrm{e}-5$ | $9.46 \mathrm{e}-5$ |  |
|  |  | 1.11 | 1.03 | 0.84 | $(0.50)$ |
| $7 / 8$ | $1.22 \mathrm{e}-6$ | $5.45 \mathrm{e}-7$ | $2.24 \mathrm{e}-7$ | $8.59 \mathrm{e}-8$ |  |
|  |  | 1.16 | 1.28 | 1.38 | $(0.75)$ |

Table 1: The experimentally determined orders of convergence ("EOC") for the different $\alpha$ at $t_{N}=1$ in Example 5.1

Example 5.2. Consider the following linear space-fractional partial differential equation, with $1 / 2<\alpha<1$,

$$
\begin{align*}
& \frac{\partial u(x, t)}{\partial t}-{ }_{0}^{R} D_{x}^{2 \alpha} u(x, t)=f(x, t), \quad 0<t<T, 0<x<1,  \tag{65}\\
& u(0, t)=u(1, t)=0, \quad 0<t<T  \tag{66}\\
& u(x, 0)=u_{0}(x), \quad 0<x<1 \tag{67}
\end{align*}
$$

where $u_{0}(x)=0$ and $f(x, t)=t x^{1 / 4}$.
In this example, we choose $f(x, t)=t x^{1 / 4}$, where $x^{1 / 4} \in H^{1 / 4-\epsilon}$ for any $\epsilon>0$ and $f \in L^{2}(0, T ; H)$. By Theorems 3.6, we have, with some $r=2 \alpha-1+\beta, 0 \leq \beta<1 / 2,1 / 2<\alpha<1$,

$$
\begin{equation*}
e_{N}^{(i)} \leq C h_{i}^{2(r-\alpha)} \tag{68}
\end{equation*}
$$

We use the same notations as in Example 5.1. In Table 2, we observe that the experimentally determined orders of convergence ("EOC") are also higher than the theoretical one, where the numbers in the brackets are the theoretical convergence orders.

| $\alpha$ | $h=1 / 4$ | $h=1 / 8$ | $h=1 / 16$ | $\mathrm{~h}=1 / 32$ | $\mathrm{~h}=1 / 64$ | (theoretical orders) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $5 / 8$ | $7.70 \mathrm{e}-2$ | $4.86 \mathrm{e}-2$ | $2.97 \mathrm{e}-2$ | $1.81 \mathrm{e}-2$ | $1.17 \mathrm{e}-2$ |  |
|  |  | 0.66 | 0.71 | 0.71 | 0.63 | $(0.25)$ |
| $3 / 4$ | $1.99 \mathrm{e}-2$ | $9.85 \mathrm{e}-3$ | $4.89 \mathrm{e}-3$ | $2.43 \mathrm{e}-3$ | $1.22 \mathrm{e}-3$ |  |
|  |  | 1.01 | 1.01 | 1.01 | 1.00 | $(0.50)$ |
| $7 / 8$ | $3.63 \mathrm{e}-3$ | $1.38 \mathrm{e}-3$ | $5.47 \mathrm{e}-4$ | $2.21 \mathrm{e}-4$ | $8.88 \mathrm{e}-5$ |  |
|  |  | 1.39 | 1.34 | 1.31 | 1.32 | $(0.75)$ |

Table 2: The experimentally determined orders of convergence ("EOC") for the different $\alpha$ at $t_{N}=1$ in Example 5.2

Example 5.3. [48] Consider the following linear space-fractional partial differential equation, with $1 / 2<$ $\alpha<1$,

$$
\begin{align*}
& \frac{\partial u(x, t)}{\partial t}-{ }_{0}^{R} D_{x}^{2 \alpha} u(x, t)=f(x, t), \quad 0<t<T, 0<x<1  \tag{69}\\
& u(0, t)=u(1, t)=0, \quad 0<t<T  \tag{70}\\
& u(x, 0)=u_{0}(x), \quad 0<x<1 \tag{71}
\end{align*}
$$

where $u_{0}(x)=10 x^{2}(1-x)^{2}$ and

$$
f(x, t)=-10 e^{-t} x^{2}(1-x)^{2}-\frac{10 e^{-t} x^{2-2 \alpha}}{\Gamma(3-2 \alpha)}\left(2-\frac{12 x}{3-2 \alpha}+\frac{24 x^{2}}{(3-2 \alpha)(4-2 \alpha)}\right)
$$

In this example, we have a very smooth exact solution $u(x, t)=10 e^{-t} x^{2}(1-x)^{2}$ and $u \in L^{2}\left(0, T ; H^{2}(0,1)\right)$. In Table 3, we observe that the experimentally determined order of convergence ("EOC") is much higher than the order in Example 5.2 for the different $\alpha \in(1 / 2,1)$.

To see the efficiency of the finite element method for solving space-fractional partial differential equations, we shall compare the finite element method with the popular Grünwald-Letnikov (G-L) finite difference method introduced in [28] and [29] which has the convergence order $O(h)$. We see that, in Table 3 the convergence order of the finite element method (FEM) is much higher than the convergence order of the Grünwald-Letnikov (G-L) finite difference method in [28] and [29]. Another advantage of using finite element method for solving space-fractional partial differential equation is that there is no restriction for the boundary conditions of the space-fractional partial differential equation. However the Grünwald-Letnikov finite difference methods require the homogeneous Dirichlet boundary conditions in order to get the accurate order of convergence, see Ford et al.. [14]

| $\alpha$ |  | $h=1 / 4$ | $h=1 / 8$ | $h=1 / 16$ | $\mathrm{~h}=1 / 32$ | $\mathrm{~h}=1 / 64$ | (theoretical orders) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $5 / 8$ | FEM | $1.61 \mathrm{e}-2$ | $5.17 \mathrm{e}-3$ | $1.41 \mathrm{e}-3$ | $3.83 \mathrm{e}-4$ | $1.18 \mathrm{e}-4$ |  |
|  |  |  | 1.64 | 1.87 | 1.88 | 1.69 | $(0.25)$ |
|  | G-L | $3.10 \mathrm{e}-1$ | $(1.60 \mathrm{e}-1)$ | $(8.15 \mathrm{e}-2)$ | $(4.11 \mathrm{e}-2)$ | $(2.05 \mathrm{e}-2)$ |  |
| $3 / 4$ | FEM | $1.29 \mathrm{e}-2$ | $3.15 \mathrm{e}-3$ | $8.90 \mathrm{e}-4$ | $2.57 \mathrm{e}-4$ | $8.18 \mathrm{e}-5$ |  |
|  |  |  | 2.03 | 1.82 | 1.79 | 1.65 | $(0.50)$ |
|  | G-L | $(1.88 \mathrm{e}-1)$ | $(9.19 \mathrm{e}-2)$ | $(4.55 \mathrm{e}-2)$ | $(2.26 \mathrm{e}-2)$ | $(1.12 \mathrm{e}-2)$ |  |
| $7 / 8$ | FEM | $1.55 \mathrm{e}-2$ | 1.03 | 1.01 | 1.01 | 1.01 |  |
|  |  |  | $2.67 \mathrm{e}-3$ | $4.93 \mathrm{e}-4$ | $1.10 \mathrm{e}-4$ | $3.48 \mathrm{e}-5$ |  |
|  | G-L | $(1.19 \mathrm{e}-1)$ | $(4.78 \mathrm{e}-2)$ | $(2.20 \mathrm{e}-2)$ | $(1.07 \mathrm{e}-2)$ | $(5.30 \mathrm{e}-3)$ | $(0.75)$ |
|  |  |  | 1.32 | 1.12 | 1.04 | 1.02 |  |

Table 3: The experimentally determined orders of convergence ("EOC") for the different $\alpha$ at $t_{N}=1$ in Example 5.3

The following two examples are related to the two-sided space-fractional derivatives.
Example 5.4. Consider the following linear elliptic space-fractional partial differential equation, with $1 / 2<$ $\alpha<1$,

$$
\begin{align*}
& \mathcal{L}^{2 \alpha} u(x)=f(x), 0<x<1  \tag{72}\\
& u(0)=u(1)=0 \tag{73}
\end{align*}
$$

where $f(x) \in L^{2}(0,1)$.

The purpose of this example is to find the experimentally determined order of regularity ("EOR") $r$ for the solution $u(x)$ of (72)-(73) with $f \in L^{2}(0,1)$, where we have $r=\alpha+\beta, 1 / 2<\alpha<1$ and

$$
\|u\|_{H_{0}^{r}(0,1)} \leq C\|f\| .
$$

Assume that this is true, following the proof of Lemma 3.1 we may show the error estimates

$$
\left\|u_{h}-u\right\| \leq C h^{2(r-\alpha)}
$$

where $u_{h}$ is the finite element approximation of $u$ and $h$ is the space step size. Choose the different space step sizes $h_{i}=1 / 2^{i}, i=2,3,4,5,6$. Let $e^{(i)}=\left\|u_{h}-u\right\|$ denote the $L^{2}$ norm obtained by using the space step sizes $h_{i}$. Since the exact solution is not available, we calculate the reference solution ( or 'true' solution) $u$ by using the very small space step size $h=2^{-10}$. Note that $e^{(i)} \leq C h_{i}^{2(r-\alpha)}$, which implies that the convergence order $2(r-\alpha)$ satisfies

$$
\log _{2}\left(e^{(i)} / e^{(i+1)}\right) \approx \log _{2}\left(h_{i} / h_{i+1}\right)^{2(r-\alpha)}=2(r-\alpha)
$$

For the fixed $\alpha$, in Table 4, we calculate the experimentally determined orders of regularity with respect to the different space step sizes $h_{i}=1 / 2^{i}, i=2,3,4,5,6$ by using $r \approx \alpha+\frac{1}{2} \log _{2}\left(e_{n}^{(i)} / e_{n}^{(i+1)}\right)$.

In Table 4, we choose $f(x)=x^{1 / 4} \in H^{1 / 4-\epsilon} \subset L^{2}(0,1), \epsilon>0$ and provide the experimentally determined orders of regularity ("EOR") $r$ of $u$ and the theoretical orders of the regularity of $u$. For comparison purpose, we consider in Table 4 both the left-sided and two-sided space fractional derivative cases as expected. The theoretical regularity order in the left-sided space-fractional derivative case is proved to be $r \approx 2 \alpha-1+\beta, 0 \leq$ $\beta<1 / 2$, see Jin et al. [20] and to be $r \approx \alpha+\beta, 0<\beta<1 / 2$ for the two-sided space-fractional derivative case, see $[9,(5.4)]$. We observe that the experimentally determined order of regularity ("EOR") $r$ in the left-sided space-fractional derivative case is higher than the theoretical order. But it is not true for the two-sided space-fractional derivative case. Here the numbers in the brackets are the theoretical orders of regularity of $u$.

| $\alpha$ |  | $h=1 / 4$ | $h=1 / 8$ | $h=1 / 16$ | $\mathrm{~h}=1 / 32$ | $\mathrm{~h}=1 / 64$ | ( theoretical $r$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2 / 3$ | two-sided | $8.88 \mathrm{e}-2$ | $4.53 \mathrm{e}-2$ | $2.50 \mathrm{e}-2$ | $1.40 \mathrm{e}-2$ | $8.25 \mathrm{e}-3$ |  |
|  |  |  | 1.15 | 1.09 | 1.08 | 1.05 | $(1.16)$ |
|  | Left-sided | $8.88 \mathrm{e}-2$ | $4.52 \mathrm{e}-2$ | $2.50 \mathrm{e}-2$ | $1.40 \mathrm{e}-2$ | $8.25 \mathrm{e}-3$ |  |
| $3 / 4$ |  |  | 1.15 | 1.09 | 1.09 | 1.05 | $(0.83)$ |
|  | two-sided | $2.82 \mathrm{e}-2$ | $1.34 \mathrm{e}-2$ | $6.56 \mathrm{e}-3$ | $3.24 \mathrm{e}-3$ | $1.62 \mathrm{e}-3$ |  |
|  | Left-sided | $2.82 \mathrm{e}-2$ | 1.29 | 1.27 | 1.26 | 1.25 | $(1.25)$ |
| $7 / 8$ |  |  | 1.28 | $6.56 \mathrm{e}-3$ | $3.23 \mathrm{e}-3$ | $1.62 \mathrm{e}-3$ |  |
|  | two-sided | $3.99 \mathrm{e}-3$ | $1.60 \mathrm{e}-3$ | $6.43 \mathrm{e}-4$ | $2.61 \mathrm{e}-4$ | $1.05 \mathrm{e}-4$ | $(1.00)$ |
|  |  |  | 1.53 | 1.53 | 1.52 | 1.53 | $(1.38)$ |
|  | Left-sided | $3.99 \mathrm{e}-3$ | $1.60 \mathrm{e}-3$ | $6.43 \mathrm{e}-4$ | $2.61 \mathrm{e}-4$ | $1.05 \mathrm{e}-4$ |  |
|  |  | 1.53 | 1.53 | 1.52 | 1.53 | $(1.25)$ |  |

Table 4: The experimentally determined order of regularity ("EOR") for the different $\alpha$ in Example 5.4 in the Riesz spacefractional derivative and the left Riemann-Liouville fractional derivative cases, respectively

Example 5.5. , [9, Example 1] Consider the following linear space-fractional partial differential equation, with $1 / 2<\alpha<1$,

$$
\begin{align*}
& \frac{\partial u(x, t)}{\partial t}+\mathcal{L}^{2 \alpha} u(x, t)=f(x, t), \quad 0<t<T, 0<x<1  \tag{74}\\
& u(0, t)=u(1, t)=0, \quad 0<t<T  \tag{75}\\
& u(x, 0)=u_{0}(x), \quad 0<x<1 \tag{76}
\end{align*}
$$

where, with $C={ }_{2} F_{1}(\alpha, 1-\alpha ; 1+\alpha, x)$,

$$
f(x, t)=-e^{-t}\left(x-C x^{\alpha}{ }_{2} F_{1}(\alpha, 1-\alpha ; 1+\alpha, x)\right)+e^{-t}\left(-\frac{1}{2} \frac{1}{\Gamma(2-2 \alpha)} x^{1-2 \alpha}+\frac{1}{2} \frac{1}{\Gamma(2-2 \alpha)}(1-x)^{1-2 \alpha}\right)
$$

The exact solution is

$$
u(x, t)=e^{-t}\left(x-C x_{2}^{\alpha} F_{1}(\alpha, 1-\alpha ; 1+\alpha, x)\right),
$$

and the initial value $u_{0}(x)=x-C x^{\alpha}{ }_{2} F_{1}(\alpha, 1-\alpha ; 1+\alpha, x)$. Here the function ${ }_{2} F_{1}(\alpha, 1-\alpha ; 1+\alpha, x)$ is defined as in Ervin et al. [9, Definition 1].

By Theorems 3.8, we have, with some $0 \leq \beta<1 / 2,1 / 2<\alpha<1$,

$$
\begin{equation*}
e_{N}^{(i)} \leq C h_{i}^{2 \beta} \tag{77}
\end{equation*}
$$

We use the same notations as in Example 5.2. In Table 5, we observe that for any $\alpha \in(1 / 2,1)$, the experimentally determined order of convergence ("EOC") is almost $2 \beta \approx 1$ with $\beta \approx 1 / 2$, which is consistent with the theoretical results in Theorem 3.8. It is also consistent with the numerical result in [9, Example 1] where the corresponding fractional elliptic problem is considered.

| $\alpha$ | $h=1 / 4$ | $h=1 / 8$ | $h=1 / 16$ | $\mathrm{~h}=1 / 32$ | $\mathrm{~h}=1 / 64$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $5 / 8$ | $7.70 \mathrm{e}-2$ | $3.88 \mathrm{e}-2$ | $2.97 \mathrm{e}-2$ | $1.95 \mathrm{e}-2$ | $0.99 \mathrm{e}-2$ |
|  |  | 0.99 | 0.99 | 0.99 | 0.98 |
| $3 / 4$ | $1.99 \mathrm{e}-2$ | $9.95 \mathrm{e}-3$ | $4.97 \mathrm{e}-3$ | $2.43 \mathrm{e}-3$ | $1.22 \mathrm{e}-3$ |
|  |  | 1.01 | 1.01 | 1.01 | 1.00 |
| $7 / 8$ | $3.63 \mathrm{e}-3$ | $1.82 \mathrm{e}-3$ | $8.79 \mathrm{e}-4$ | $4.24 \mathrm{e}-4$ | $2.06 \mathrm{e}-4$ |
|  |  | 1.05 | 1.05 | 1.05 | 1.04 |

Table 5: The experimentally determined orders of convergence ("EOC") for the different $\alpha$ at $t_{N}=1$ in Example 5.5
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