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The use of multiple regression is particularly advisable 
when ecological questions involve several explanatory 
(independent) variables because usually the experimental 
manipulation of that many factors is logistically unfeasi-
ble (James and McCulloch 1990, Graham 2003). Gen-
eral linear models (GLM) and Generalized linear models 
(GLZ) with normally distributed errors, are extensions of 
multiple regression and ANOVA that include both con-
tinuous and categorical (e.g. treatment factors) explana-
tory (independent) variables (Littell et al. 1996, Agresti 
2002, Quinn and Keough 2002). These latter methods are 

increasingly used in ecological studies. However, Ordinary 
least squares (OLS) multiple regression alone is still widely 
used in ecology (Philippi 1993) as demonstrated by our 
following survey of the literature. We searched for the use 
of multiple regression in the ecological literature. We con-
sulted the Journal Citation Reports (JCR) in the ISI Web 
of Knowledge and chose the 20 journals with the high-
est impact factors within the ecology subject category. We 
used the following search engines: Ecological Society of 
America, Blackwell–Synergy, The Univ. of Chicago Press, 
Oxford Univ. Press and Allen Press. Some journals could 
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not be used because either the search engines were not able 
to do a search within the full text in their articles (i.e. Wild-
life Monographs, Ecosystems, Perspectives in Plant Ecol-
ogy and Oecologia) or because they were review journals 
(i.e. Trends in Ecology and Evolution and Annual Review 
of Ecology, Evolution and Systematics). Thus, we skipped 
these journals and went to the journal immediately be-
low in the JCR list until reaching a total of 20 journals. 
The included journals were: Ecology Letters, Ecological 
Monographs, Journal of Applied Ecology, Ecology, Amer-
ican Naturalist, Molecular Ecology, Journal of Ecology, 
Evolution, Conservation Biology, Global Change Biology, 
Ecological Applications, Global Ecology and Biogeogra-
phy, Journal of Animal Ecology, Diversity and Distribu-
tions, Journal of Evolutionary Biology, Oikos, Functional 
Ecology, Behavioral Ecology, Journal of Biogeogrphy and 
Ecography). We used the year range 1997–2006 (from 14 
Nov 2006) or later for those journals that first started after 
1997. We also used the Web of Science within the ISI Web 
of Knowledge to know how many papers each journal had 
published in that year range. For each journal we did a 
search of the exact phrase ‘multiple regression’ within the 
full text of all articles, and recorded the number of entries. 
For each journal, we then selected at random five of the 
papers that included ‘multiple regression’ and we closely 
inspected them to verify if they in fact used multiple re-
gression analysis or just mentioned the technique. Our 
survey and close inspection of 100 random papers was 
used to estimate the proportion of papers that use multiple 
regression in the ecological literature. We found 131 970 
papers published since 1997 in the 20 ecological journals 
that were surveyed. We found 11 010 (8.3%) papers with 
the phrase ‘multiple regression’ in them. From the close 
inspection of 100 papers we found that only 74 actually 
used the technique, which gives an estimate of 6.2% of 
ecological papers using multiple regression. Two of the 
papers, however, had used general linear models. A list of 
the 100 random articles checked can be obtained from the 
authors upon request. In addition, the increasing easy ac-
cess to computing time has made GLM, and especially 
GLZ, to become widely used tools to analyzing both the 
outcome of experiments as well as for predictive model-
ling. A survey in the Web of Science within the ISI Web 
of Knowledge under the Ecology subject category shows 
that the number of papers including ‘Generalized linear 
models’ or ‘Generalised linear models’ in their abstracts 
has steadily grown from 5 in 2001 to 43 in 2007. We as-
sume that the number of papers published in Ecology in 
SCI journals has not increased so substantially as to af-
fect this great difference. Unfortunately the data on how 
many papers were published in 2007 will be not available 
until the 2008 report from the Journal Citation Reports 
is released.

The patterns of multiple regression and GLM are usu-
ally documented in publications using summary tables 
that include the intercept, the regression coefficients and/

or the partial correlation coefficients along with tests of 
significance. This differs substantially from simple linear 
regression which is very often documented by displaying 
a scatter plot with the least-squares fitted line (Y versus 
X). When the distribution of errors in the model (i.e. the 
unexplained variance) conforms to a normal distribution, 
plots to document the partial relationship between each 
of the independent variables and the dependent variables 
(i.e. a plot of Y against X1 while holding the remaining 
explanatory variables X2...Xk constant) are readily available 
(Larsen and McCleary 1972, Belsey et al. 1980, Velleman 
and Welsch 1981, Cook and Weisberg 1982, Neter et al. 
1996, Montgomery et al. 2001), and can be very useful for 
several purposes (below). Although it is beyond the scope 
of the current paper, plots of partial relationships have also 
been devised for other types of distribution in generalized 
linear models (Hines and Carter 1993). These plots depict 
the true regression coefficient within the multiple regres-
sion model as the slope of a fitted line. Although, as we 
show here, not all kinds of these partial plots accurately 
reflect the right amount of partial correlation, through this 
paper we will refer to these plots in general as partial plots. 
This way to document the results of multiple regression 
has been used in a very minor proportion of ecological 
studies. In spite of its potential usefulness, a close inspec-
tion of the above 74 recent ecological papers that used 
multiple regression shows that only 1 of them (1.8%) in-
cluded a partial plot to support the results (Findlay and 
Bourdages 2000). More importantly, 17.6% of the papers 
directly used a bi-variate plot of the dependent variable 
on the independent variable, just as it is usually done in 
simple linear regression. This latter procedure may be 
misleading because due to its inherent nature, the partial 
regression coefficient in multiple regression may change 
both in magnitude and in sign relative to the coefficient in 
a simple relationship (below).

The objectives of this paper are: 1) to introduce partial 
plots to ecologists who may be unfamiliar with them, 2) 
to highlight what partial plots are useful for, 3) to briefly 
review the use of partial plots in the ecological literature, 4) 
to emphasize in which circumstances the use of each kind 
of partial plot is more appropriate and 5) to simplify the 
different names given to these plots for future reference in 
ecological studies. The two main kinds of partial plots are 
partial regression plots and partial residual plots.

Partial regression plots
Given a multiple regression model such as Y = b0 + b1X1 
+ b2X2 + e, where bx is the intercept and b1 and b2 are the 
regression coefficients, and e denote the residual error, a 
partial regression plot involving the independent variable 
X1 would be a plot of the residuals of the regression of Y 
on X2 vs the residuals of the regression of X1 on X2. The 
slope of the least-squares fitted line in this plot matches the 
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regression coefficient (b1). This kind of plot truly partials 
out the effect of X2 in the relationship and as such, the 
Pearson correlation coefficient calculated from the point 
coordinates from this new plot is identical in magnitude 
to the partial correlation coefficient for the variable X1 in 
the multiple regression model (Belsey et al. 1980, Cook 
and Weisberg 1982). Partial regression plots have also been 
called added variable plots, adjusted variable plots and 
partial regression leverage plots (Belsey et al. 1980, Cook 
and Weisberg 1982, Neter et al. 1996, Montgomery et al. 
2001). The name ‘added variable plots’ denotes the fact 
that these plots can also be used to see how the overall fit 
of a model increases by adding a new independent vari-
able (Neter et al. 1996, Montgomery et al. 2001). Partial 
regression plots are useful to show the slope and the true 
scatter of points around the partial line in an analogous 
way to bi-variate plots in simple linear regression and they 
also serve for graphic regression diagnostics in a more ef-
ficient way than the commonly used plots of regression 
residuals against predicted values (below). The same argu-
ments stated here apply for GLM and GLZ. To obtain a 
partial regression plot from these other models, one just 
has to consider that some of the independent variables are 
categorical instead of continuous. Although the calcula-
tion of residuals is a little bit more tedious, most statistical 
packages (e.g. Statistica, SAS) have the option to calculate 
residuals from GLM and GLZ. If an identity link function 
and normal errors has been used for GLZ, then the residu-
als are identical than for GLM. We must stress, however, 
that here residuals are only used for graphical purposes, 
and that for statistical tests, full regression or GLM/Z 
models must always be used instead of residuals, because 
the standard errors (SE) of residuals are higher and there-
fore unnecessarily inflate the type II errors (Darlington 
and Smulders 2001, Garcia-Berthou 2001, Green 2001, 
Freckleton 2002, Moya-Laraño et al. in press).

Partial residual plots
Given the above multiple regression model, a partial re-
sidual plot involving the independent variable X1 would 
be a plot of the residuals (e) from the overall model (Y = b0 
+ b1X1 + b2X2 + e) added to the partial predicted Y values 
from b1 (i.e. b1X1) versus X1. These plots were originally 
proposed as a better alternative to plots of residuals versus 
independent variables for regression diagnostics (Larsen 
and McCleary 1972). The slope of the least-squares fitted 
line in these plots also match the regression coefficient (b1). 
However, although partial residual plots can be used for 
the same purposes as partial regression plots, they do not 
reflect the true partial relationship between the depend-
ent and the independent variables in the regression model. 
This is because unlike partial regression plots, partial re-
sidual plots do not truly take into account the variance 
explained by the remaining explanatory variables (Cook 

and Weisberg 1982, p. 51). As a consequence, the scatter 
of the points around the line is underestimated relative to 
the scatter of the true partial correlation; the magnitude 
of the underestimation depends on the strength of the 
correlation between the independent variables (Cook and 
Weisberg 1982). 

To illustrate this point we simulated regression models 
with 3 independent normally distributed and standardized 
(μ = 0, σ = 1) variables (Y = β0 + β 1X1 + β 2X2 – β 3X3 + 
ε), in which for simplicity β0 = 0 and β1 = β2 = β3 = 1, 
and introduced different levels of correlations among the 
explanatory variables (from 0.1 to 0.9 in increments of 
0.1; n = 9 models). To introduce the desired amount of 
correlation among the variables we used conventional pro-
cedures (Legendre 2000, Moya-Laraño and Wise 2007, 
Moya-Laraño et al. in press). We then took a sample of 60 
data points for each regression model and calculated par-
tial residual and partial regression plots. We also calculated 
Pearson correlation coefficients from the coordinates (rcoord) 
of both plots and compared these coefficients with the par-
tial correlation coefficients obtained in the multiple regres-
sions (rpart). Figure 1A shows the difference between both 
values (rcoord–rpart) for partial residual and partial regression 
plots for one of the independent variables. While the data 
displayed by partial regression plots perfectly matches the 
true correlation coefficients, the data displayed in partial 
residual plots increasingly overestimates partial correlation 
with an increase in the amount of correlation among the 
explanatory variables. We used the same simulated data 
to illustrate how displaying straight bi-variate plots of de-
pendent variables against independent variables instead 
of partial plots may be misleading. With the highest cor-
relation among independent variables (0.8 and 0.9), the 
relationship between Y and X3, reverses from negative to 
positive if X1 and X2 are not included (b > 0.67, r > 0.45, 
p < 0.0001 in both cases). Thus, when reporting the re-
sults of multiple regression, and especially when the aim 
is to depict the true amount of partial correlation, partial 
regression plots should be the only ones included in pub-
lications. Partial residual plots give a better idea of how 
Y changes within the range of X. This is because unlike 
partial regression plots, partial residual plots maintain the 
scale for the original X variable in the plot. A good solution 
if the aim of the graph is to show how Y changes with the 
true values of X is to add the mean of the original (raw) 
variable to the residuals of Y and X in the partial regression 
plot. This will keep the partial correlation of the plot while 
re-scaling it to the original range of the raw variable. 

A brief survey of the ecological 
literature
We searched for the use of partial plots in the ecological 
literature using the same searching engines, journals and 
year ranges as above. We looked for the exact phrases: ‘par-
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tial residual plots, partial regression plots, added variable 
plots, adjusted variable plots and partial regression leverage 
plots’. A list of the papers found can be obtained from the 
authors upon request. There was a clear trend towards an 
increase in the use of partial plots in recent years, since all 
the papers found were published after 1998. We found 
nine out of 131 970 papers published in major ecological 
journals included partial residual plots to support the main 
core of their results. We do not know, however, whether the 
authors just wanted to graphically display how Y changed 
with X or whether they wanted to show the true partial 
relationship. We also found four papers that correctly used 
partial regression plots but named them as partial residual 
plots. Several authors (nine papers) had also correctly used 
and named partial regression plots. Partial plots have also 
been used in more complex designs, such as GLMs that 
included both categorical and continuous variables (An-
derson and Jetz 2005, Anderson et al. 2006). We re-calcu-
lated the models (either GLMs or multiple regressions) for 
two of the publications in which they used partial residual 
plots to display partial relationships (Anderson and Jetz 
2005, Frederiksen et al. 2006) and compared the resulting 
correlation coefficients using the coordinates in the par-
tial residual plots (rcoord) against the true partial regression 
coefficients (rpart). In both studies, due to the low correla-
tion among predictors, the deviations of the correlation 
coefficients in partial residual plots from the true partial 
correlation coefficients were negligible for the plotted vari-
ables (Anderson and Jetz 2005, average difference rcoord–rpart 
for three variables = 0.014; Frederiksen et al. 2006, average 
difference rcoord–rpart for three variables = 0.012). Figure 1B 
shows the partial plots for one of the regression analyses 
as an example (Frederiksen et al. 2006). For more details 
about both studies and to see the remaining partial plots 
see Appendix A. Thus, the use of partial residual plots in-
stead of partial regression plots by these authors did not 

contribute to substantially underestimate the scatter of 
points around the line. 

We obtained data from another study (Irschick et al. 
2005) in which the authors correlated morphological traits 
with performance and habitat use in juvenile and adult 
male and female green anole lizards (Anolis carolinensis). 
Although the authors were not interested in knowing 
how different body parts correlated with body mass, here 
we analyze whether a morphological trait (i.e. lower jaw 
length, LJL) can positively explain mass independently 
of an known structural estimate of body size (i.e. snout–
vent length, SVL). Thus, we included LJL and SVL as 
independent variables in a multiple regression explaining 
body mass. This is a good example of highly correlated 
data, since the correlation between SVL and LJL was very 
high (r = 0.98, n = 337, p < 0.0001) and thus they will be 
very useful to document the differences between partial 
residual and partial regression plots with highly correlated 
independent variables. We found that LJL significantly 
explained body mass independently of SVL (rpart = 0.36, 
p < 0.0001), indicating that larger mouth parts contribute 
to body mass independently of SVL. The amount of over-
estimation of the actual partial correlation coefficient in a 
partial residual plot was extremely high: rcoord–rpart = 0.54 
(compare Fig. 1D, 1E).

Our brief literature review shows a clear trend towards 
an increase in the use of partial plots in recent years. How-
ever, we are still very far from these plots becoming a com-
mon practice for documenting partial regressions and cor-
relations of core hypotheses in published papers, such as it 
is the case for simple linear regressions. In addition of their 
usefulness in displaying patterns in publications, partial 
plots can be very useful for regression diagnostics, such as 
checking for departures from normality, heterogeneity of 
variances and, more importantly, detecting the existence of 
outliers and influential data points. 

Fig. 1. Two different kinds of partial plots reflect the true correlation coefficient very differently depending on the degree of correlation 
among predictors. (A) differences in estimates of partial correlations obtained from the coordinates in partial plots of X3 from the simu-
lated model: Y = b0 + b 1X1 + b 2X2 – b 3X3 + ε, with increasing amounts of correlation. Dashed line: partial regression plots; solid line: 
partial residual plots. The values on the x-axis are calculated as rcoord–rpart, where rcoord is obtained by calculating the Pearson correlation 
coefficient from the coordinates in the plot, and rpart is the true value of the partial correlation coefficient calculated from the multiple 
regression model. While the value of partial regression plots is identical to the true partial correlation independently of the amount of 
correlation between the independent variables (i.e. rcoord–rpart = 0 for all values), partial residual plots increase the overestimation of the 
true correlation coefficient with an increase in the degree of correlation among explanatory variables. (B) recalculated partial residual 
plot from Fig. 3d in Frederiksen et al. (2006). Residual sandeel biomass index (an estimate of sandeel larvae biomass, which is a very 
important food resource for several species of marine birds) was obtained from a regression model including diatom abundance and 
copepod biomass as independent variables. (C) partial regression plot for the data in Fig. 3d in Frederiksen et al. (2006). Both residual 
sandeel biomass index and residual year were controlled for diatom abundance and copepod biomass. The range of correlations among 
independent variables was 0.02–0.60. The remaining partial plots in Fig. 3 for this publication can be found in Appendix A. (D) partial 
residual plot and (E) partial regression plot of data from Irschick et al. (2005). LJL: lower jaw length. The controlling variable in the 
regression model was SVL (snout–vent length). Body mass in anole lizards is positively related to the relative size of the jaw independ-
ently of structural body size. Note how close the points are in the partial residual plot relative to the partial regression plot. To facilitate 
the visual assessment of the scatter of points around the line we show the 95% predicting ellipse (dashed line) in all partial plots. 
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Outliers and influential data points 
In simple linear regression, outliers are data points that are 
far away from the cluster of points that originate the trend. 
Y-axis outliers are outliers that are far from the linear trend, 
whereas X-axis outliers are outliers that may fit well on the 
line but are very far away from the main data cluster (Neter 
et al. 1996). However, outliers may or may not be influen-
tial, in the sense that the overall parameter estimates and 
significance testing may be just barely affected by their 
presence. In both simple and multiple regression, there are 
a few statistics to detect outliers (e.g. hat matrix and stu-
dentized residuals) and to measure their influence on the 
overall model (e.g. Cook’s distance, DFFITS and DFBE-
TAS) (Belsey et al. 1980, Neter et al. 1996, Montgomery 
et al. 2001). However, in simple regression, the fastest way 
to detect outliers is by displaying a bi-variate scatterplot. 
Again, both partial plots can also be used to show outliers 
and influential observations in multiple regression (Larsen 
and McCleary 1972, Velleman and Welsch 1981, Hines 
and Carter 1993). Usually plots of residuals versus pre-
dicted values are displayed to detect this sort of problem as 
well as others, such as departures from normality and het-
eroscedascity of the residuals. We simulated an influential 
data point in one of the above simulated regression models 
(correlation among independent variables of 0.9) by add-
ing a fourth (uncorrelated) normal (0,1) variable to the 
model that would take the arbitrary value of X4 = 3 and Y 
= 3 for only one of the 60 cases. This newly created variable 
became wrongly significant in a multiple regression model 
(b4 = 0.30, rpart = 0.28; t55 = 2.1, p = 0.038). When we 
plotted residuals vs predicted values, we observed a fairly 
homogeneous cloud of points, with no clear outlier show-
ing up (Appendix B). However, using Cook’s distance we 
found a very high value for that particular data point (0.84 
versus 0.07 for the immediate highest distance in the data 
file), which indicates that this point is highly influential to 
the overall pattern (Neter et al. 1996). A partial regression 
plot for the variable of interest (Appendix B) is also very 
efficient for visually detecting this highly influential data 
point. Thus, had we used only the most classic approach 
of looking at the residuals versus the predicted values we 
would have wrongly concluded that there were no influ-
ential points, when in fact there was a very important one. 
Partial regression plots are thus also useful for detecting in-
fluential points; with the advantage over available statistics 
that they give information about which predictor variable 
is actually being affected by a highly influential point.

Non-linear trends 
Because they underestimate the scatter of the data points, 
partial residual plots may be better than partial regression 
plots when checking for non-linearity in the relationship 
between the dependent and the independent variables 

(Hines and Carter 1993). Non-linearity may indicate the 
need to add an additional (e.g. quadratic) term in the mod-
el or the need to transform the data to make the relation-
ship linear. To show this point, we simulated a regression 
model including a quadratic term (Y = β0 + β 1X1 – β2X1

2 

+ β 3X2 – β4X3 + ε, with 0.9 of correlation among variables, 
β0 = 0 and β1 = β2 = β3 = β4 = 1) and again randomly took 
60 data points (Appendix C) and fitted the linear model Y 
= b0 + b1X1 + b3X2 + b4X3 + e. We then used partial residual 
plots and partial regression plots to check for non-linear-
ity, which would indicate whether including a quadratic 
term in the fit would be appropriate. A partial residual 
plot (Fig. 2A) emphasizes a true non-linear pattern much 
more clearly than does a partial regression plot (Fig. 2B). 
Thus, a partial residual plot is useful for revealing the need 
to include a quadratic term in the regression model. In-
deed, if the quadratic term is not included in the regression 
model, none of the predictors is significant (p > 0.05), but 
all four predictors (including the quadratic term) become 
highly significant after including the quadratic term in the 
model (p < 0.01). Usually, the conventional approach of 
plotting the residuals of the whole model against the fitted 
values will also be useful for detecting non-linear patterns. 
However, these latter plots do not provide information 
about which explanatory variable in the multiple regres-
sion shows a non-linear relationship with the dependent 
variable. Partial residual plots do provide such information 
and are therefore much more efficient.

To illustrate the usefulness of partial residual plots for 
documenting non-linear patterns in ecological data, we 
used a study in which quadratic terms in multiple regres-
sions had been included (Hoffmann and Dodson 2005; < 
http://www.esapubs.org/archive/ecol/E086/014/default.
htm>). ������������������������������������������������In this latter study the authors documented pat-
ters of zooplankton species richness in both pristine and 
developed lakes. For developed lakes they found that the 
best model (based on AICc) was: zooplankton species rich-
ness = A – Pr + D – D2; where A is log-transformed lake 
area, Pr is log-transformed primary productivity and D is 
arcsine-square-root transformed proportion of watershed 
developed. We intentionally fitted the model without the 
quadratic term (zooplankton species richness = A – Pr + 
D) and built both the partial residual and the partial re-
gression plots for D. Partial residual plots clearly showed 
the need to fit a quadratic term (Fig. 2C), whereas partial 
regression plots failed to show a distinguishable curvilin-
ear pattern (Fig. 2D). Thus, both simulated data and real 
ecological data showed the superiority of partial residual 
plots for visually detecting curvilinear patterns in multiple 
regression. 

Conclusions 
We have shown how partial plots can be used for the display 
of patterns in multiple regression as well as for regression 
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diagnostics. Bi-variate plots displaying dependent variables 
against each of the independent variables from a multiple 
regression should no longer be included in ecological pub-
lications because the slope may change in value and they 
may actually reflect opposite patterns compared to partial 
plots. These plots are only advisable when simple relation-
ships are to be documented; i.e. when the relationship 
between Y and X is not influenced by other (measured) 
variables. Of the two available partial plots, only partial re-
gression plots should be displayed in publications because 
they are the only ones that truly reflect the degree of partial 
correlation. Partial residual plots could be used if the only 
purpose is to show how Y changes within the range of ob-
served X values. However, this can also be accomplished 

by adding the means of the raw variables to the residuals 
in partial regression plots. Partial regression plots are also 
more efficient than the conventional residuals versus pre-
dicted plots to detect influencing data points. However, 
partial residual plots are more efficient for detecting truly 
non-linear relationships between explanatory and depend-
ent variables. The data necessary to plot partial correlations 
and regressions can easily be obtained by calculating the 
necessary models, obtaining the residuals from them and 
creating sub-sets of data. Some statistical packages even 
include the option to draw partial plots in their multiple 
regression modules (e.g. partial residual plots in STATIS-
TICA 8.0 and partial regression plots in SAS 9.0 PROC 
REG (SAS Institute, Cary, USA in which they are called 

Fig. 2. Non-linear patterns in multiple regression are detected more efficiently in partial residual plots than in partial regression plots. 
(A) partial residual plot of X1 in the simulated model Y = b0 + b 1X1 – b2X1

2 + b 3X2 – b4X3 + e. (B) partial regression plot for the same 
variable. (C) partial residual plot for D in the model: zooplankton species richness = A – Pr + D in Hoffmann and Dodson (2005). 
A, log-transformed lake area; Pr, log-transformed primary productivity; D is arcsine-square-root transformed proportion of watershed 
developed. (D) partial regression plot for the same variable. Quadratic polynomials have been fitted to facilitate the assessment of the 
curvature. Note how partial residual plots show a true underlying curvilinear pattern more efficiently by making it more pronounced 
and how partial residual plots fail to show a pattern in a real-case scenario (plot D).
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partial regression residual plots) as well as in SPSS 15.0. 
However, these plots can be easily calculated and drawn 
with any statistical package that allows the calculation of 
residuals from GLM and GLZ models.

Because they reflect the true partial correlation coeffi-
cient, partial regression plots should be used more often 
in ecological studies when documenting main hypotheses 
from multiple regression and General and Generalized 
linear models involving normally distributed errors. We 
hope that this paper encourages the use of partial plots and 
consequently helps authors, reviewers and editors in the 
assessment of the quality of data in manuscripts.
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Appendix A. Additional partial regression and partial residual plots from published ecological data.

Fig. A1. Partial residual and partial regression plots from data in Fig. 4 of Anderson and Jetz (2005). The Y axis shows the residual 
field metabolic rate (FMR) for a mixture of birds and mammals. The graphs have been extracted from a GLM model that included: 
group (birds, mammals) and diet (nectarivores, carnivores, omnivores, herbivores) as categorical variables and two of the other three 
continuous variables in the graphs (i.e. temperature, log(mass) and/or day length). (A) partial residual plot of FMR vs temperature, 
(B) partial regression plot of FMR vs temperature, (C) partial residual plot of FMR vs log(mass), (D) partial regression plot of FMR vs 
log(mass), (E) partial residual plot of FMR vs day length and (F) partial regression plot of FMR vs day length. The study, which was 
conducted to explore the patterns explaining part of the residual variation in the allometry between body mass and energy expenditure, 
found that temperature and day length may be responsible for latitudinal variation in FMR. The average correlation among predictor 
variables was extremely low and non-significant (range 0–0.11), which explains why the difference in scatter around the lines for partial 
residual and partial regression plots is very similar. To facilitate the visual assessment of the scatter of points around the line, we show 
the 95% predicting ellipse (dashed line) in all partial plots.
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Fig. A2. Partial residual and partial regression plots from data in Fig. 3 of Frederiksen et al. (2006). The graphs were obtained from a 
multiple regression model that included year, diatom abundance and copepod abundance. The partial plots for year are in Fig. 1B in 
the printed part of this paper. (A) partial residual plot for diatom abundance, (B) partial regression plot for diatom abundance, (C) 
partial residual plot for copepod biomass and (D) partial regression plot for copepod biomass. Note the small difference between partial 
residual and partial regression plots due to the low correlation among predictors (see main text). To facilitate the visual assessment of 
the scatter of points around the line, we show the 95% predicting ellipse (dashed line) in all partial plots.
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Appendix B. How a simulated influential point is detected in different kinds of plots

Fig. B1. Two graphic displays to detect influential data points in multiple regression using simulated data. (A) Plot of residuals vs fitted 
values from multiple regression. (B) the same data displayed in a partial regression plot shows a clear outlier. A very similar pattern 
would be shown in a partial residual plot (not shown). The independent variable X4 is significant in a multiple regression model (p = 
0.038). Eliminating the influential data point (top right in the partial regression plot) causes the significance of X4 to disappear (p = 
0.386). Note that in the plot of residuals vs fitted values the influential data point could easily have remained unnoticed. 
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Appendix C. Simulated data to build partial plots for assessing non-linear trends (Fig. 2)
X1 X1^2 X2 X3 Y

0.283065 0.080126 0.636109 –0.12527 –0.08815
–0.22635 0.051235 –0.1344 –0.22547 –0.12304
0.495625 0.245644 0.647152 –0.04904 –0.50296
0.567725 0.322312 –0.57743 0.275478 1.636631
0.388965 0.151294 0.603163 0.936586 0.097125
0.181334 0.032882 –0.36372 –0.41071 0.816304
0.878333 0.771469 1.213972 0.336596 0.725769
–0.54728 0.299516 –0.63687 –0.82273 –1.32291
–0.0692 0.004789 –0.25878 –0.60477 –1.03111
–0.36884 0.136041 –1.06838 –1.16906 –0.70071
0.199143 0.039658 0.256067 0.294812 1.513343
0.107103 0.011471 0.171459 0.706559 –1.07425
–0.88548 0.784077 –1.87662 –0.6095 –1.91789
1.894947 3.590824 1.010294 1.249495 –1.28096
0.369319 0.136396 0.371898 0.51486 0.154891
–0.5841 0.341177 –1.1929 –0.14883 –0.1015
–1.87366 3.510611 –1.72069 –1.92622 –7.05222
0.725868 0.526884 0.387154 0.860495 1.315733
–0.76669 0.587819 –1.0797 –1.18572 –1.83145
–0.6634 0.440097 –0.74757 –0.52848 0.572054
–0.77378 0.598735 –0.1301 –0.58318 –2.31848
–0.48897 0.239094 0.01406 –0.28229 –0.41084
0.093614 0.008764 –0.61308 –1.00952 –1.27222
0.507524 0.257581 0.19497 –0.09816 0.533644
–0.77892 0.606711 –0.85659 –1.25588 –0.73906
–0.2496 0.062302 0.113002 0.037685 –1.57909
–0.38102 0.145175 –0.72702 –0.72342 0.804862
–0.02441 0.000596 0.074932 0.072143 0.103545
–0.73112 0.53454 –0.78275 –0.90495 –0.77949
–0.16183 0.026188 0.076114 –0.19945 –0.84404
–0.20324 0.041307 –0.55276 –0.23553 –0.61027
–0.04675 0.002185 0.043822 –0.19652 –0.26864
0.547321 0.299561 0.874872 0.552828 –0.29631
0.44296 0.196213 0.344472 0.519469 0.506737
0.626119 0.392025 –0.06252 –0.45196 –0.92684
0.387133 0.149872 0.198559 0.768712 0.390229
–0.7856 0.617174 –1.00321 –0.59994 0.660695
1.041838 1.085427 0.584177 0.145434 –2.13508
–0.01112 0.000124 –0.37524 –0.07533 –0.27559
0.779431 0.607512 0.994223 1.116271 1.105686
–1.75231 3.070584 –2.09623 –1.94106 –5.52438
–0.19073 0.036377 –0.36479 –0.57089 –0.15332
–0.43983 0.193452 –0.55193 –0.07299 0.149565
0.56789 0.322499 0.741392 0.953965 –0.29297
–0.26918 0.072458 –1.07893 –0.53082 0.056734
0.749051 0.561078 0.75213 0.150372 –1.05145
–0.5812 0.337794 0.118218 0.383132 –1.14356
–2.30655 5.320167 –2.7767 –1.60255 –6.23952
0.655944 0.430263 0.142061 0.469282 –1.36045
–1.21357 1.472761 –0.937 –0.42573 –2.64126
1.985308 3.941446 1.574617 1.727165 –3.27408
1.418787 2.012956 0.944342 0.361842 –0.54419
0.558983 0.312462 0.205404 1.029157 2.085839
0.324766 0.105473 0.668624 0.777718 –1.22476
–0.00895 8.01E–05 –0.02049 0.643574 2.352469
–1.56674 2.454664 –2.18195 –1.69625 –1.9675
0.00507 2.57E-05 –0.04137 –0.15318 –0.15429
0.621033 0.385682 1.625419 0.948302 –0.93731
–0.74314 0.552257 –0.36084 –0.32917 –1.85287
0.893682 0.798667 1.216539 1.038355 2.427458


