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Abstract

Some results related to 2D Navier-Stokes equations when the external force contains hereditary
characteristics involving unbounded delays are analyzed. First, the existence and uniqueness
of solutions is proved by Galerkin approximations and the energy method. The existence of
stationary solution is then established by means of the Lax-Milgram theorem and the Schauder
fixed point theorem. The local stability analysis of stationary solutions is studied by several
different methods: the classical Lyapunov function method, the Razumikhin-Lyapunov technique
and by constructing appropriate Lyapunov functionals. Finally, we also verify the polynomial
stability of the stationary solution in a particular case of unbounded variable delay. Exponential
stability in this infinite delay setting remains as an open problem.
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1. Introduction

In this paper we investigate the following Navier-Stokes problem with unbounded delay

?;Z —vAu+ (u-V)u+ Vp= f(t) + g(t,u) in (0,T) x Q,

(P)< divu=0in (0,T) x €,
w=0in (0,T) x 99,
u(f,x) = ¢(0,z), 0 € (—0,0], z €,

where Q C R? is an open and bounded set with boundary 92, v > 0 is the kinematic viscosity,
is the velocity field of the fluid, p denotes the pressure, ¢ is the initial datum, f is a non-delayed
external force, and g is the external force containing some hereditary characteristic.

Owing to the fact that Navier-Stokes equations provide a suitable model to describe the motion
of several important fluids, such as water, oil, air, etc, the long-time behavior of Navier-Stokes
models (and its variants) has been regarded as an interesting and important problem in the theory
of fluid dynamics, and has been receiving much attention for many years (see [16, 3, 4, 17, 38, 2]
and references therein). But most results are related to non-delay situations.
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On the other hand, due to their importance in fluid dynamics and in turbulence theory,
the Navier-Stokes equations with delay have also been extensively studied over the last years.
The analysis of the Navier-Stokes equations with hereditary terms was initiated by Caraballo
and Real in [14], and developed in [11, 12, 13, 7, 15, 8, 9, 10, 5, 6], where several issues have
been investigated: the existence and uniqueness of solution, stationary solution, the existence of
attractors (global, pullback and random ones) and the local exponential stability of state-steady
solution of Navier-Stokes models with several types of delay (constant, bounded variable delay as
well as bounded distributed delay). In the papers [22, 33, 29, 34, 30, 31, 35, 19, 32, 20, 18, 21] the
authors have discussed the asymptotic behavior and regularity of solutions of 2D Navier-Stokes
equations (and 3D-variations of Navier-Stokes models) with delay (finite and infinite). Wei and
Zhang [39] have obtained the exponential stability and almost sure exponential stability of the
weak solution for stochastic 2D Navier-Stokes equations with bounded variable delays by using
the approach proposed in [14, 6].

It is worth emphasizing that all the mentioned works deal with finite delay (constant delay,
bounded variable delay or bounded distributed delay) in the phase spaces C(|—h,0]; H) and
L?(—h,0; H) or infinite distributed delay in

Cy(H) ={p e C((—00,0]; H) : Ggr_noo e%p() exists in H} (v > 0).
In fact, a complete application of the theory of attractors is carried out in [35] for a 2D Navier-
Stokes model with infinite delay in C,(H) under some assumptions relating the force f and the
delay operator g among others. The positive character of v plays a key role in those arguments.
Without the help of this extra exponential weight related to the v parameter, we still aim to
study long-time behavior of solutions to problem (P), but the techniques from [35] do not seem
to fit. Therefore we wonder what can be obtained if the space C,(H) is replaced. To our best
knowledge, there is no work about Navier-Stokes models with unbounded variable delay in the

phase space
BCL_(H)={¢p € C((—0,0];H) : elim ©(0) exists in H},
——00

which seems the natural relaxation of the precedent C,(H) spaces. [The notation BC'L_,, means
continuous and uniformly bounded functions with limit at —oo. Actually, the term bounded is
redundant when the other two conditions are imposed, but we keep this notation since in delay
differential problems the space BC' often appears. The additional requirement of existing the
limit at —oo will be clear in the existence result (cf. Theorem 3.1, step 3 of the proof).]
Inspired by [12, 35], in this paper we are interested in the asymptotic behavior of solutions
to 2D Navier-Stokes equations with unbounded variable delay in the phase space BC'L_(H).
More precisely, we discuss the existence, uniqueness of weak solution, and stationary solution
as well as the stability of stationary solution by several different approaches. The existence
and uniqueness of solution is proved by the classic Galerkin approximation and energy method,
while the existence of stationary solution is established by the Schauder fixed point theorem and
the Lax-Milgram theorem. Then, three methods are considered to discuss the stability of the
stationary solutions. First, we study the local stability of stationary solution by using Lyapunov
functions, in which the differentiability of the delay term is required, and this may seem a strong
condition in some situations. Fortunately, we can use the Lyapunov-Razumikhin method to
weaken the differentiability condition on the delay term, and only the continuity of the operators
of the model and continuity on the delay term are necessary, which allows to include more general
types of delay. By this method, but dealing with strong solution, a better result can be obtained.
Besides, by constructing Lyapunov functionals, we also show the stability of stationary solution,



and improve the result obtained by the direct approach. As a by-product we also deduce sufficient
conditions for asymptotic stability. Finally, we verify, by exhibiting a special case of unbounded
variable delay in an ODE, that it may not be possible, in general, to ensure exponential stability
of the stationary solutions when dealing with unbounded variable delays. In fact, we are able
to ensure the polynomial stability of stationary solutions in the particular case of proportional
delays. Actually, for unbounded delayed ordinary differential equations the polynomial decay is
a sharp result, but we use it as an upper bound here. It is still an open problem to establish
some sufficient conditions ensuring asymptotic convergence to the stationary solutions with an
exponential rate in general PDE problems with unbounded variable delays.

The structure and content of this paper are as follows. In Section 2, we recall some abstract
spaces that will be used in this work and present some examples of forcing term with infinite delay.
Section 3 is devoted to proving existence and uniqueness of solutions. In Section 4, existence and
uniqueness of stationary solutions is established and several methods are used to analyze the
stability of stationary solutions.

2. Preliminaries
To start, we consider the following usual abstract spaces,
V={ue(C&Q))?: divu=0},

H = the closure of V in (L?(€2))? with norm |-|, and inner product (-, -), where for u,v € (L?(£2))?,

2
(u,v) = Ezj [ ws@psos

V = the closure of V in (H(Q2))? with norm || - ||, and inner product ((-,-)), where for u,v €
(Hp())?,

& Ou; Ov;
j 9Yj
= dz.
(o) =3 [ Gt
2,j=1
Identifying H with its dual by the Riesz theorem, it follows that V- C H = H' C V', where the
injections are dense and compact. We use || ||, for the norm in V" and (-, -) for the duality pairing
between V' and V'. Now we define A: V — V' by (Au,v) = ((u,v)), and the trilinear form b on
V xV xV by

2
8Uj
b(u, v, w) mz:l/ﬂm 8xiwjdx Yu,v,w € V.

Let us denote B : V x V — V' the operator given by (B(u,v),w) = b(u,v,w), for all u,v,w € V,
and B(u) = B(u,u).

We recall that b(u, v, w) = —b(u,w,v) for all u, v, w € V, and, consequently, b(u,v,v) = 0 for
all u, v, w € V. Note that after Ladyzhenskaya inequality [28], the trilinear form b satisfies the
following one, which will be used later in proofs,

[b(u, v, w)| < [l Epagaye o]
< 272 [ul[[ull|v]| Yu,v € V. (2.1)



There are several phase spaces which allow us to deal with infinite delays (e.g., cf. [36, 25, 24]).
As we commented in the introduction, we aim to establish well-posedness and stability results
for 2D Navier-Stokes equations with infinite delay operators in the phase space

BCL_(H) = {cp € C((—00,0;H) : elim ©(0) exists in H} ,
——00
which is a Banach space equipped with the norm

lellBer_my = sup  [p(0)].
0e(—o0,0]

Let us introduce some notation and assumptions on the delay operator. We will denote Ry =
[0,00). Let X be a Banach space and consider a fixed T > 0. Given u : (—o0,T) — X, for each
€ (0,T'), we denote by u; the function defined on (—oo, 0] by

u(0) = u(t +60), e (—o0,0].

We now enumerate the assumptions on the delay term g. Assume that ¢ : [0, 7] x BCL_(H) —
(L?(£2))?, then

(91) For any f € BCL_(H), the mapping [0,T] > t — g(t,£) € (L*(R2))? is measurable.
(92) 9(-,0) =

(93) There exists a constant L, > 0 such that, for any ¢ € [0,7T] and all {,n € BOL_.(H),

l9(t,&) — g(t,m)| < Lgll€ — nllBor_ o (m)-

Remark 2.1. (i) As it is pointed out in [35], condition (g2) is not really a restriction, other-
wise, if |g(+,0)| € L?(0,T), we could redefine f(t) = f(t)+9g(t,0) and g(t,-) = g(t,-)—g(t,0).

In this way, the problem is exactly the same, but f and g satisfy the required assumptions.
(ii) Conditions (g2) and (g3) imply that, for any £ € BCL_o(H),
lg(t, )| < Lylléllor_.. ) VE € (0,77,
and therefore |g(-,€)| € L*(0,T).

Now we provide some examples of (unbounded) delay forcing terms which can be set within
our general set-up (see [22, 19, 20, 18, 21]).

Example 2.2 (Forcing term with unbounded variable delay). Let G : [0,7] x R? — R? be a
measurable function satisfying G(t,0) = 0 for all t € [0,T), and assume that there exists M > 0
such that

|G(t,u) — G(t,v)|g2 < M|u— v|g2 Yu,v € R?.

Consider a function p : [0,T] — Ry, which plays the role of the delay. Assume that p(-) is
measurable and define g(t,€)(xz) = G(t,&(—p(t))(z)) for each £ € BCL_o(H), x € Q and t €
[0,T7.



Obviously, g satisfies (g1) — (g2). Now we check that g satisfies assumption (g3), for any
&,ne BCL_(H),

9(8.6) = ot = [ G 6(-p(0) ~ Gilt.n(~p(0) ada
<222 | [€(=p(0) — n(=p(0) ods
Q

< M2sup / €(6) — 1(0) Bader
0<0 JQ

= M2”§ - 77||QBCL,OO(H)-

Example 2.3. The above example is using the mapping G via the Nemytskii operator to deal
with an operator from [0,T) x H into (L?(2))%. Thus, it is a particular case of the following.
Take a Lipschitz mapping (uniformly w.r.t. [0,T]) G : [0,T] x H — (L*(Q))? and consider
g(t, &) := G(t,&(—p(t)) for any measurable function p : [0,T] — Ry. This operator g also fulfils
(91) — (g3).

Example 2.4 (Forcing term with distributed delay). Let G : [0,T] x (—o0,0] x R? — R? be a
measurable function satisfying G(t,s,0) = 0 for all (t,s) € [0,T] x (—o0,0], and suppose that
there exists a function o € L'(—o0,0) such that

|G(t, s,u) — G(t,5,v)|r2 < as)|u — v|gz Yu,v € R?, ¥t €[0,T], a.e. s € (—00,0).

Define g(t,&)(x f G(t,s,&(s)(x))ds for each & € BCL_(H), t € [0,T], and xz € Q. Then

the delayed term g in our problem becomes

0
o(t.€) = / G(t, 5,€(s))ds

It is easy to check that g satisfies (g1) — (g2). On the other hand, if £,n € BCL_(H), for each
t € (0,7, we deduce

0 2
9(t,€) — glt.m)P? < /Q ( / rG<t,s,s<s><x>>—G(t,s,n<s><x>>\R2ds) dz

—0o0

<[ ( / Ooo o(5)|€(5) () — n(S)(x)|R2d8>2d$
< [(/ Oooa<s>ds> (/. 0 a(s)\f(s)(x)—n<s><x>|§2ds) o
< izt (—oo0 / (s / €(5)(@) — n(s)(x) Pdwds

< ol 2t (—oo0) / )(sup / €(5) () — n(s) () d)ds

s<0
< ”OZH%I(foo,o)Hf - 77||BCL,OO(H)~

After introducing the above operators an equivalent abstract formulation to problem (P) is

CC%‘ + vAu+ B(u) = Pf + Pg(t,ur) Vt > 0, (2.2)
Up = Cb, (23)



where P is the Leray projector from (L?(2))? onto H.
Next we establish the definition of weak solution to problem (2.2)-(2.3).

Definition 2.5. Given an initial datum ¢ € BCL_(H), a weak solution u to (2.2)-(2.3) in the
interval (—oo,T] is a function u € C((—oo,T); H) N L*(0,T;V) with ug = ¢ such that, for all

veV,
%(U(t), v) + v((u(t),v)) + b(u(t), u(t),v) = (f(t),v) + (9(t, ur),v),

where the equation must be understood in the sense of D'(0,T).

3. Existence, uniqueness and regularity of solutions

In this section we establish the existence of weak solution to (2.2)-(2.3) by a compactness
method using the classic Faedo-Galerkin scheme. Denote

lv]®

Ay =
! veV\{0} |v|?

For the existence of weak solution we have the following result.

Theorem 3.1. Consider f € L*(0,T;V’), g : [0,T] x BCL_o(H) — (L?(2))? satisfying
(g1) — (g3) and ¢ € BCL_(H) given. Then there exists a unique weak solution to (2.2)-
(2.8). Furthermore, if f € L*(0,T; (L*(Q))?) and ¢ € BCL_o(H) with $(0) € V, then the weak
solution is a strong solution, i.e., u € L*(0,T; D(A)) N C([0,T]; V).

Proof. We split it into several steps.

Step 1. The Galerkin approximation. By the definition of A and the classical spectral
theory of elliptic operators, it follows that A possesses a sequence of eigenvalues {);};>1 and a
corresponding family of eigenfunctions {w;};>1 C V, which form a Hilbert basis of H, dense on
V. We consider the subspace V;,, = span{w;, wa, - - - ,wy, }, and the projector P, : H — V,,, given
by Prnu= 377" (u, wj)w;, and define u™(t) = > i1 Ym,j(t)w;, where the superscript m will be
used instead of (m), for short, since no confusion is possible with powers of u, and where the
coefficients vy, ;(t) are required to satisfy the Cauchy problem

d
dt
u™(8) = Ppé(0), 8 € (—oc0,0]. (3.1)

(um<t)7wj) =+ V((“’m(t)ij)) + b(um(t)aum(t)ij) = <f(t)7wj> + (g(t7u;n>7wj)7 1< .7 <m,

The above system of ordinary functional differential equations with infinite delay fulfills the
conditions for the existence and uniqueness of local solutions (e.g., cf. [23, 37, 25]). Hence, we
conclude that (3.1) has a unique local solution defined in [0, t,,) with 0 < ¢,, < T. Next, we will
obtain a priori estimates and ensure that the solutions u™ do exist in the whole interval [0, 7.

Step 2. A priori estimates. Multiplying each equation of (3.1) by v, ;(t), j = 1,...,m,
summing up, and using Cauchy-Schwartz and Young’s inequalities, we obtain

1 d m m m m m
Sl @F + v um O < 1O O + Lol ser o la™ ©)
vz g WO L,
< Zhm @2 + P Lol e



Hence,

wOF +v [ P < W OF + 5 [ 1R+ 2L, [ ey nds. (32

In particular

[|ui HQBCL,OO(H) < ||¢||ZBCL,OO(H) += | Nf(s)Fds +2Lg | ||ZBCL,OQ(H)d5'
Vo 0

Applying now the Gronwall lemma,

I Bses o < (Vler oo+, [ 15IEds ) 5,

whence there exists a constant C' > 0, depending on some constants of the problem (namely,
v,Lqy and f), and on T and R > 0, such that

|lui*ser_ oy < C(T,R) VE€ [0,T], |éllper_ary < R, ¥m > 1,

which also implies that {u™} is bounded in L*°(0,T; H).
Now it follows from (3.2) and the above uniform estimates that

o [ ias < o+ [ (L +er,ewm) as
We can conclude the existence of another constant (relabelled the same) C(7T', R) such that
™ 2020y < C(T, R) ¥m > 1.
From (2.1) and (3.1),
Nyl < wllam ]+ 22 |+ ]+ ATl u)],
which, together with Remark 2.1(ii) and the above estimates imply that {(«™)'} is bounded in
L2(0,T;V").
Step 3. Approximation of initial datum in BCL_o,(H). Let us prove that

Pnd — ¢ in BOL_oo(H). (3.3)
Indeed, if not, there exist € > 0 and a subsequence {6,,} C (—o0, 0], such that

| Prn@(0m) — ¢(0m)| > € Vm. (3-4)

We claim that 6,,, - —oo. Otherwise, if 6,,, — 0, then P,,,¢(0,,,) — ¢(0), since | P, ¢(0,) — 9 (6)] <
|Prd(0) — Prnd(0)| + | Pr(0) — ¢(0)| — 0 as m — oco. Now, since 6,, — —oo as m — oo, if we
denote z = , lim ¢(#), we obtain

——00

| P (0m) — ¢(0m)| < [Prndp(Om) — Prnz| + [Pz — 2| + |2 — ¢(0m)| — 0,

which contradicts (3.4), and thus (3.3) holds true.



Step 4. Compactness results. Following the same lines as those in [35, Theorem 5, p.2017]
with slight modifications, we can prove that

u™ —wu in C([0,T]; H).
Then steps 3 and 4 imply that
u® = uy in BOL_o(H) YVt <T.

Actually,

sup |[u™(t +6) — u(t + 6)| = max { sup |Pn¢(0 +1t) — (0 +1t)], sup |[u"(t+0) —u(t+ (9)|}
6<0 0<—t —t<0<0

< max{HPmd) — ¢HBCL_O<,(H)) 1?301)<0 ’um(t + 9) - U(t + (9)|} — 0.

Therefore, taking into account (g3), we can prove that

Thus, we can finally pass to the limit in (3.1), concluding that u solves (P).

Step 5. Uniqueness of solution. The uniqueness of solution can be obtained by using the
Gronwall Lemma. Namely, consider two solutions v and v to (2.2)-(2.3), and denote by w = u—w.
Using the properties of b we have that (see [35, 6] for more details)

[b(u(t), u(t), u(t) — v(t)) — b(v(t), v(t), u(t) — v(t))] = [b(w(t), u(t), w(t))]-

Using the energy equality in the equation satisfied by w, combined with (¢3) and (2.1),
w2ytw323:—twsuswss tsu—svwss
) +20 [ fots) s = =2 [ b(s).u). w)ds +2 [ (gl w) = g(s0). w(s)d

<22 [ () llu(s) s + 22, [ usllsoronluw(s)lds

By the Young inequality and the definition of the BC'L_,(H)-norm,

1 t t
W) < 5 [ TP s +2L, [ uslos ands v € 0.7)

Since w(f) = 0 for # < 0, taking the maximum in [0,¢] for any ¢ € [0, 7],

1 t
loliien o < (35+280) [ 0+ TOIDlwlberonds

whence the Gronwall Lemma gives w = 0.

Step 6. Strong solution. Once that f € L%(0,T; (L*())?) and ¢ € BCL_(H) with ¢(0) €
V, it is immediate to verify that for u the solution to (2.2)-(2.3), f(-)+g(-,u.) € L?(0,T; (L?(2))?).
Now, it is a standard matter to gain the claimed (strong) regularity for u, as a solution to a non-
delayed Navier-Stokes problem (e.g., cf. [38]) with regular right-hand side. O



4. Asymptotic behavior of solutions

In this section we analyze the long time behavior of solutions in a neighborhood of a stationary
solution to (2.2) in some particular settings for the delay operator. First of all, we provide
several results ensuring the existence and eventual uniqueness of stationary solutions. Then we
show various methods to study the stability properties: the Lyapunov function method, the
Razumikhin technique as well as the construction method of appropriate Lyapunov functionals.
All the cases will be related to model (2.2) with unbounded variable delays. We would also like
to mention that for particular unbounded variable delays, the exponential stability of stationary
solutions for delayed ODE cannot be obtained (cf. [1]). However, inspired in those results, we will
be able to obtain some polynomial stability for problem (P) in the case of proportional variable
delays.

4.1. Ezistence and uniqueness of stationary solution

In order to investigate the existence and properties of stationary solutions to (2.2), we need
to impose some extra assumptions. Namely, we assume that f is independent of time, i.e.,
f(t) = f €V’ and g, defined now for all positive times, also is autonomous somehow. Indeed, if
we assume directly g to be autonomous, then the delay should have a distributed or fixed form, but
an infinite variable delay would not be possible. Therefore the explicit presence of ¢ in the operator
should not be removed if we aim to keep the variable delay case within our set-up. Namely, we
introduce a new assumption for g. Denote by i the trivial immersion i : H — BCL_(H) given
by i(u) = @ with @(t) = u for all ¢ < 0. We require now that g fulfills

(94) 9(s,€) = g(t,) for amy s,¢ € Ry and € € i(H).

If (g2) — (g4) holds, we trivially have that g : H — (L%*(Q))? defined as g(u) = g(0,i(u)), i.e.,
g = glr, xi(m), is of course autonomous, Lipschitz (with the same Lipschitz constant L,) and
g9(0) = 0.

Example 4.1. Combining FExamples 2.2 and 2.3 it is obvious that given a measurable function
p:Ry =Ry and G : H — (L*(Q))? Lipschitz with G(0) = 0, then Ry x BOL_(H) > (t,&) —
g(t,€) = G(E(=p(t))) € (L*(Q))? fulfills (91) — (94).

A stationary solution to (2.2) is a function u* € V' such that
vAu* 4+ B(u*) = Pf + Pg(u"). (4.1)

Notice that (4.1) is not related to any delay form, and has already been analyzed in some previous
works (e.g., cf. [12, 14, 22, 35, 6]). Existence, eventual uniqueness and regularity of stationary
solutions can be obtained as stated in the next result.

Theorem 4.2. Suppose that g satisfies conditions (g2) — (g4) and v > \[*L,. Then,

(a) for all f € V', there exists at least one solution to (4.1);
(b) if f € (L*(Q))?, the solutions to (4.1) belong to D(A);
(c) if (v —=A['Ly)? > (201)"Y2| f||«, then the solution to (4.1) is unique.
As commented in the introduction of this section, our goal for the rest of the paper is to

analyze stability conditions for stationary solutions to (2.2). To be precise, the notions we will
use are the following (e.g., cf. [15]).



Definition 4.3. A stationary solution u* to (2.2) is stable if for any € > 0 there exists 6 > 0 such
that if ¢ € BCL_(H) satisfies ||¢ —i(u*)||por_.(r) < 0, then the solution u(-; ¢) to (2.2)-(2.3)
exists for all t > 0 and satisfies |u(t; ¢) — u*| < e for any t > 0.

A stationary solution u* to (2.2) is said to be attractive if there exists 5 > 0 such that if
¢ € BOL_o(H) satisfies ||¢ —i(v*)| or_om) < 8, then the solution u(-; @) to (2.2)-(2.3) exists
for allt > 0 and satisfies limy_yo0 |u(t; ¢) — u*| = 0.

A stationary solution u* to (2.2) is said to be asymptotically stable if it is stable and attractive.

4.2. Local stability: a direct approach

In this section we prove the local stability of stationary solution obtained in Theorem 4.2
when g is close to that in Example 4.1 (with a smoother driving term p) by a direct approach.
Theorem 4.4. Consider f € (L?(2))?, the delay forcing term given by g(t,u;) = G(u(t — p(t)))
with G : H — (L*(Q))? a Lipschitz operator with Lipschitz constant M, G(0) = 0, and p €
CHR4,Ry) with px = supysqp'(t) < 1. There exist constants 11, la, depending only on €, and
C = C(py, M), such that if

(2 — p*))\flM 1 Iy
1 —ps v—A M v2(v— AN M)
then, for any solution us, € D(A) to (4.1) (whose ezistence is guaranteed by Theorem 4.2), and
any ¢ € BCL_o(H), the solution u to (2.2)-(2.3) with f(t) = f satisfies
[0() = toef? < C (16(0) = oo ® + 16 = i |32(_ oy ) ¥t 2 0.

Proof. Consider u the solution to (2.2)-(2.3) for f(t) = f and let usx € D(A) be a solution to
(4.1) (this is guaranteed by Theorem 4.2 since (4.2) implies that v > A\ "M = A\['L,). We set
w(t) = u(t) — ueo, and observe that

2v >

i (4.2)

%w(t) + vAw(t) + B(u(t)) — B(us) = PG(u(t — p(t))) — PG(uo)-

By standard computations,

L) = 20w — 2AB((t)) ~ Bluso), w(t)) + 2AG(ult — plt))) — Clusc), w(t)
< —20]|w(t) |2 = 2b(w(t), use, w(t)) + 2M[ult — p(t)) — toc| (D)
< (=20 + A7 M) () 2 = 2b(w(t), o, w(t)) + Mlw(t — p(t)) > (4.3)

By (2.1), and using the Sobolev embeddings (introducing suitable constants co, ¢, ¢1), we have

2[b(w(t), ttoo, w(t))| < 2w(t)[Fpagqyye ool
< o2 /2N 2w (1) 2| At
Since uqo solves (4.1), we deduce
V| Auco| < |f] + |G (uso)| + [ B(uos)|
< [f] 4 Mluoo| + eplltss[|too|oo
<Nl + Moo + el ttoo [0 /] Auioo |2
<]+ Muoo| + e1Ay [tioo /2] Atiog /2

~1/2 AN
< U1+ AT M |+ D2 i |2 + 2 A,

10



from which we obtain that

9 2)\—1/2 2>\—1/2
Ause] < 211+ 2 M e 4

[uso .
On the other hand,

V|too > = (f, tioo) + (G(thoo), o)
—1/2 _
<2 ool + AT M [fusol|?,

which implies

A1
[uool| < 17_1
v—A M
Hence from the above inequalities,
2 2N M AEN?
Aus| < = + L + 1 3
sl < I+ B Sl e e
Now, thanks to the previous inequalities,
d _ I l2
O < (22X Mo P e+ M= pl) P, (44)
— M - M
where
I = 23222 1y = 21200202, (4.5)

Taking n = s — p(s) =

M t
M/ lw(s — p(s))|*ds < / lw(n)|*dn.
L=peJpo)

Therefore, integrating (4.4) over [0, ¢],

LOATTM 2
wt2<w02+/<1 — 2w+ A M + + S)ws %ds
O <O + [ (T =2 XM Sl e 1) o)

M
s)|%ds,
which, together with (4.2), yield
M 0
w(®)* < [w(0)* + w(s)[*ds,
L= peJp0)
whence the statement follows taking C' = max {1, M /(1 — ps)}. O

Remark 4.5. Observe that there exists at least one stationary solution under assumptions of The-
orem 4.4, but it might not be unique since the relation on the coefficients are different from Theo-

rem 4.2 (¢), which ensures the uniqueness of stationary solution. However, if2(2/\1)*1/4Hin/2 <

/\71Mp* l 1 3 . . . .
.t Vﬁ)\lllM | fl+ VQ(V7A2171M)3 |f|°, then Theorem 4.2 (c) implies that the stationary solution

1S unique.

11



Remark 4.6. Notice that, even assuming a relationship among the structural constants of the
problem to guarantee uniqueness (cf. Remark 4.5), if we wish to obtain exponential stability
by the Lyapunov method, we can multiply (4.3) by e*. Then by a similar process with slight
modification, we would obtain

h ly 3> A 2
+ ° d
V—Al—le u2(V—A1—1M)3|f| e lhwls)lds

t
Mol <o)+ [ (Ml 2w AT LM+
+M/ A lw(s — p(s))Pds.

Now we estimate the delay term. Setting n = s — p(s) = 7(s),

t—p(t)
/ 7o) 2.

—p(0)

¢
As 2
eMlw(s — p(s))]“ds <

|t = plan s < 1=

Assuming 77(t) <t + h (which necessarily implies p(t) € [0,h], h > 0) for all t > —p(0),

t N 5 eAh t N 5
/Oesrw<s—p<s>>r ds < - / () P,

~ Px J—p(0)
Therefore,
A1) <Ju(0) -+ /t(wl AN M S ) Ml s
v—AM v2(v— A M)3
+M/ Mlu(s — pls))2ds
<o)+ [ (MH—2v+A11M+ S s ) e Pas

M)\h t M)\h
4 Me / A uw(s) 2ds + L€ / () 2dn,
L—p«Jo L= ps S p(0)

neglecting the first integral on the right-hand side, which is negative for 0 < A < 1 thanks to

(4-2),

B M [0
(b < e <|w<o>\2+ . e*ﬂw(n)\?dn)
P J—p(0)

< Ce™ (Jw(0)* + (|6 — tooll z2((—p(0),0):11)) »

where C' = max{1, Me* /(1 — p,)}. However, as mentioned before, this argument requires that
p(t) € [0, h] is bounded. In other words, we could not prove, in general, the exponential stability
of stationary solution to (2.2) with unbounded variable delay by Theorem 4.4.

4.8. A Razumikhin technique

In the previous section we have showed the local stability of stationary solutions when the de-
lay operator g contains unbounded variable delay which is driven by a continuously differentiable
function p. However, it is possible to relax this restriction and prove a result for more general
delay forcing terms by using a different method, namely, the Razumikhin method, which is also

12



widely used in dealing with the stability properties of delay differential equations. But it is worth
mentioning that this approach requires some kind of continuity concerning both the operators in
the model and the delay term, and we also need to work with strong solutions instead of weak
ones.

Theorem 4.7. Consider f € (L*(Q))? and g : Ry x BCL_o(H) — (L*(Q))? satisfying condi-
tions (g1) — (g4) (uniformly for any T > 0) and such that for all £ € BCL_(H) the mapping
R, >t g(t, &) € (L*(Q))? is continuous.

Assume that use € D(A) is a stationary solution to (2.2) such that

— V{A(P(0) = teo), 1(0) — tso) — (B((0)) — Bluco), ¥(0) — o)

+ (g(t,¢) - g(t,uoo)ﬂﬂ(o) - uOO) < 07 t> 07 (46)
for any ¥ € BCL_o(H) with ¢(0) € V and ¥ # us such that
1 = uooll ot oo (i) = [1(0) = ucol- (4.7)

Then, for any ¢ € BCL_(H) with ¢(0) € V, the solution u(-;¢) to (2.2)-(2.3) satisfies

|u(t; @) = tioo| < |[¢ = toollBoL oo (r) ¥ 1 2 0. (4.8)

Proof. The case ¢ = uy is trivial. Thus assume that ¢ # us. We argue by contradiction.
Suppose there exists an initial datum ¢ € BCL_(H) with ¢(0) € V and ¢ # uo, such that
(4.8) is false. Then, there exists ¢ > 0 with |u(t; ¢) — uco| > || — uoollBor_. (m)- Denoting

o =inf{t > 0: |u(t, ¢) — teo| > |6 — ucollBoL_oo ()}
we obtain for all 0 < s < ¢ that
[u(s; ¢) = too| < [u(0;9) = too| = [|¢ — ool BoL_ oo (1) (4.9)
and there is a sequence {tx};r>1 C (0, 00) such that t; | o, as k — oo, and
|u(tr; @) = too| > [u(0; @) — to|- (4.10)

On the other hand, by virtue of (4.9) it is easy to deduce that

sup [u(o +0;¢) — uso| = |[us — ucsllBor_ oo () = |u(039) — el

which, on account of assumption (4.6)-(4.7) with ¢ = u,, immediately implies

— V{A(u(0;¢) = Uoo), u(0; 9) = Uso) — (B(u(0;¢)) — Bltoo), u(0; §) — o)
+ (9(07 UU('; ¢)) - g(tvuoo)a U(U; ¢) — uoo) < 0.

By the continuity of the operators in the problem, there exists e > 0 such that for all ¢ € [0, 0 + €]

— v(A(u(t; §) — too), ult; ) — uoo) — (B(ult; ¢)) — Bluoo), u(t; ) — too)

13



Denoting w(t) = u(t; ¢) — oo,

S (t)? =~ Aw(t), w(0)) — (B(u(t, ) — Bluwse) () + (9(t, 1) — glt, use), w(t)) < 0

for all t € [0, 0 + €]. Therefore, taking t) € (0,0 + €],
tk €
0 (tyey; )2 — |w(o; 6)[2 =2 / o Awt), w(t)) — (Blult, 8)) — Bluse), w(t))dt

tk(e)
w2 [ gl u) - gt un) w(®)dt < 0.
Thus [w(tye); ¢)| < |w(o;¢)|, which contradicts (4.10). Hence (4.8) is true. O

Remark 4.8. (i) The above result is valid even without uniqueness of stationary solution.

(ii) In the spirit of Ezample 4.1, this result can be applied when g(t,§) = G(&(—p(t))) for

A sufficient condition which implies (4.6) but easier to check in applications is proved in the
next result.

Corollary 4.9. Suppose that f and g satisfy assumptions of Theorem 4.4. If

l lo
L |f] +

v—A\'M V2(v— A\ TM)3
where ly,ly are defined in (4.5), then there exists at least one solution u~, € D(A) to (4.1).
Moreover, for all ¢ € BCL_(H) with ¢(0) € V and ¢ # ueo, the strong solution u(t; ¢) to

(2.2)-(2.3), satisfies (4.8).

Proof. Since v > )\l_lM , existence of stationary solution is guaranteed by Theorem 4.2 (a).

For the second statement we check that condition (4.11) implies the ones of Theorem 4.7.
Indeed, suppose that ¢ € BOL_o(H), with ¢(0) € V, is close to some stationary solution e
(but not equal, otherwise it is trivial) and satisfies

2v > 2\ M + S, (4.11)

¢ —ucollBor_ .y = 16(0) — uos|”.
Now we verify that (4.6) holds. Indeed
— {A(¢(0) =tioo), #(0) —tio) = (B(#(0)) — B(uco), ¢(0) — too)+(g(t, ¢) — g(t; tico), ¢(0) —tioo)
— V[$(0) = uoo || = B($(0) — tog, oo, $(0) — too) + M ¢ — uocl por_ oo (i) |$(0) — o]
= v][6(0) = uoo||* + AT M [[$(0) — oo | + [6(6(0) — oo, oo, $(0) — uco)].
By similar computations to those in the proof of Theorem 4.4

— {A(¢(0) =too ), #(0) —tioo) = (B(#(0)) — B(ucc), ¢(0) — uoo)+(g(t, ¢) — g(t; tico), ¢(0) —tioo)

B 1 l1 la 3 - 2
<(-venrars o+ VQ(V_Al_lM)?,If!)Heﬁ(O) ool

which is negative by (4.11). Thus, (4.6) holds and therefore (4.8) as well. O

<
<

Remark 4.10. Observe that the Razumikhin technique only requires continuity on the delay term
and the operators of the model. Here (4.11) allows more choices for v ensuring stability than the
values provided by condition (4.2). In other words, this latter result improves the former one.
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4.4. Stability and asymptotic stability via the construction of Lyapunov functionals

In this paragraph we analyze the stability of a very particular stationary solution to (2.2)
by constructing Lyapunov functionals. Namely we assume that the stationary solution is the
trivial one, of course modifying suitably the assumptions on f and g. We start by recalling a
result, borrowed from [15], which is the key to prove the result concerning the construction of
Lyapunov functionals. To this end, let us introduce an abstract problem. Consider operators

A(t,"): V = V' and f(t,-) : BCL_o(H) — H with A(¢,0) = 0 and f(¢,0) = 0. Assume that

du ~ ~
— = A(t,u) + f(t,us) Vt > 0,
= Altu) + ftw) o)

U(S) = ¢(8)7 s € (_0070]7

is a well-posed problem and the solution is continuous in time with values in H.

The stability of the trivial solution to (4.12) can be analyzed by constructing Lyapunov
functionals (cf. [15, Theorem 1.1]). Moreover, if we improve the decay of the functional, we gain
not only stability but asymptotic stability. Namely, we have the following result.

Proposition 4.11. Assume that there exist a functional U : Ry X BCL_(H) — Ry and positive
numbers y1, 2 such that, for any ¢ € BCL_(H), the solution u(-) = u(-; ¢) to (4.12) satisfies

Ul(t,ug) > yi|u(t)|? vt >0,
U(0,up) < ’Y2H¢HQBCL,OO(H)-
Then:
(a) If LU(t,ur) <0 fort >0, the trivial solution to (4.12) is stable.

b) If there exists a positive number v3 such that LUt ug) < —y3lu(t)]? fort > 0, the trivial
dt
solution to (4.12) is asymptotically stable.

Proof. For the first statement, observe that the non-increasing character of U (t,u;) and the first
two conditions give

ylu)? < Ut u) < U0, u0) < llolber_ -

This implies the desired stability,
72
’U(t)|2 < a”d’”?gCL,OO(H) vt > 0.

For the second statement, if %U(t, ug) < —v3lu(t)]?, we deduce that

o Y2
/0 u(s)ds < Zdlor_ .

The continuity in time of the solution, with values in H, combined with the stability inequality
proved previously, implies the asymptotic stability of the trivial solution, i.e. limy_oc u(t) = 0. O
We will apply the above result to the following equation, which is a particular case of (4.12).

du ~
5 = Al w) + Fult = p(1)), (4.13)

where fl(t, ): V= V' and F : H— H are appropriate operators. The following result is a slight
variation of [15, Theorem 2.1].
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Theorem 4.12. Assume that operators in (4.13) satisfy

(A(t,u),u) < =yllul?, 7 >0,
F:H—H, |Flu)|<alu,ueV,
peC R;RY), p'(t) < pu < 1.

Then the trivial solution to (4.13) is stable (resp. asymptotically stable) provided that

(6% (6%
> & . = ). 4.14
LSy (resp v %1_[)*) (4.14)

Proof. We construct U : Ry x BCOL_(H) — R4 for (4.13) in the form

0
c
Ut.0) = 6P+ 1 [ o),
— PxJ—p(t)
where ¢ > 0 is a constant to be determined later on, such that U is a Lyapunov functional.
Denoting by U(t) = U(t,ut(-; ¢)), where us(+; ¢) is the solution to (4.13) with initial value ¢, we
have U(t) = |u(t)]? + s j;t_p(t) |u(s)|?ds. Consequently,

U0 =20(0u(0) + Fute = p(0). ) + - futo)? = T2 e - pioy?
< 2y (O + 20fult = pO)u(t) + g o (O = chult — p(O)P

_ c o?
< (mveart (15 + %)) e

where the Poincaré and Young inequalities have been used. Minimizing the coefficient in brackets
in the right-hand side, which is attained for ¢ = a4/1 — ps, we conclude that

G0 <2 (=14 1) ol

Then, the coefficient in brackets in the right-hand side above is less or equal or strictly less than
zero depending on the conditions in (4.14). This, jointly with the Poincaré inequality, yields
the good control of %U (t) in order to apply Proposition 4.11. Therefore, both stability and
asymptotic stability statements follow respectively. O

Now going back to problem (2.2), if we assume that f =0 and g(¢,u:) = G(u(t — p(t))) wit

G : H — (L?(2))? a Lipschitz continuous function with Lipschitz constant M > 0 and G(0) O
we deduce from above the following result.
Corollary 4.13. Consider the Navier-Stokes system

du

— +vAu+ B(u) = PG(u(t — p(t))) Vt > 0, (4.15)

dt

where G : H — (L*())? fulfills the above conditions and v > A\[*M. Then, u = 0 is the
unique stationary solution. Moreover, it is stable (resp. asymptotically stable) provided that

v > M/(Oy/T=p2) (resp. v> M/(AyI=p2)).
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Proof. The fact that the origin is a solution is trivial by the assumption on G. That it is the
unique stationary solution follows from Theorem 4.2 (¢). Finally, both stability and asymptotic
stability properties of the origin are due to Theorem 4.12. Indeed (4.15) can be set in (4.13)
by denoting A(t,u) = —vAu — B(u) and F(u(t — p(t))) = PG(u(t — p(t))) taking v = v and
a=M. O

Remark 4.14. Taking f = 0 in Theorem 4.4, the trivial solution to (2.2) is stable if v >

—1 —1
%. Since (2;€Il>‘p1*)M > Al\/ﬂfip for p. € (0,1), Corollary 4.13 improves, for this case,

the condition established in Theorem 4.4.

4.5. Polynomial stability: o special unbounded variable delay case

As mentioned in the introduction, the main goal of this paper is to analyze the stability of
stationary solutions to (2.2) in the unbounded variable delay case. Three different methods have
been used to study the stability of stationary solution in previous sections. However, instead of
exponential stability, only local and asymptotic stability of the stationary solution to (2.2) are
obtained. In fact, even for simple ordinary differential equations with unbounded variable delay,
for instance, the pantograph equation, in which the delay term is given by p(t) = (1 — \)t with
0 < X < 1, the exponential stability of stationary solution cannot be reached. But, fortunately,
in this simple case the polynomial stability of stationary solution can be proved, see [27, 26, 1]
for details. Enlightened by [1], we show that it is still possible to prove the polynomial stability
of stationary solution to Navier-Stokes equations with proportional delay, which is a particular
case of unbounded variable delay. To this end, we first review the following pantograph equation
and some technical lemmas that are used in this framework.

An example of the pantograph equation reads

2'(t) = azx(t) + bx(At) Vt > 0, z(0) = zg, A € (0,1), (4.16)

which has been studied in [27, 26, 1] amongst many others.
The following lemmas will be useful.

Lemma 4.15. (Cf. [1, Lemma 3.4]) Let a € R, b > 0 and A € (0,1). Assume x is the solution
to (4.16) with x(0) > 0. Suppose p € C(R4,Ry) satisfies

D¥p(t) < ap(t) + bp(At), t>0,
with 0 < p(0) < z(0) and where DT denotes the Dini derivative. Then p(t) < z(t) for all t > 0.

Lemma 4.16. (Cf. [1, Lemma 3.5]) Let x be a solution to (4.16). If a < 0, b € R, then there
exists C' = C(a,b, \) > 0 such that

where p € R obeys
0 =a+ [b|A\.

Then, for some (possibly new) C = C(a,b,\) > 0, we have

()] < Clz(0)|(1 + B, > 0. (4.17)
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Observe that if ;1 < 0, then (4.17) implies that zero is the only stationary solution to (4.16)
and its polynomial stability. Moreover, the equality in the superior limit means that for the
delayed ODE (4.16) the polynomial stability is the optimal result one can obtain. Next we use
this idea to prove the polynomial stability of stationary solution to (2.2).

Theorem 4.17. Consider (2.2) with f =0, g(t,us) := Lgu(At) with 0 < A < 1, Ly € R and
v > )\IIILQ\. Then the origin is the unique stationary solution and any solution u converges to
zero polynomially, namely, there exist C = C(v, Ly, A) > 0 and p < 0 such that

lu(t)* < Clu(0) (1 + t)* vt > 0,
where p satisfies |Lg| — 2vA1 + |Lg|A* =0 .

Proof. The uniqueness of the origin as stationary solution follows from Theorem 4.2 (¢). Taking
the inner product of (2.2) with u in H, we obtain

L)+ 20 D)2 = 2Ly(u(M), u()).

By the Poincaré and Young inequalities we have that
%IU(MQ +20vfu(t)? < [Lgllu(t)]® + [ Lgllu(h) .
Denoting by w(t) = |u(t)?,
w'(t) < (=2Mv + [Lg|)w(t) + |Lg|lw(At).
By Lemmas 4.15 and 4.16, there exist C' = C(v, Ly, A) > 0 and p € R such that
w(t) < Cw(0)(1+6)",
Since —2A\ v + 2|L4| < 0, then p < 0, and the polynomial decay of solutions follows. O

Remark 4.18. (i) From Theorem 4.17 we find that, as long as v > /\1_1|Lg|, any solution
to (2.2) converges polynomially to zero. In this case, this result improves all the stability
results established previously.

(ii) In fact, our result can be extended to a more general case, namely, if the delay term is
defined as g(t, ») = G(d(—(1 — \)t)), which is also Lipschitz.

(i1i) As pointed out in [1], the convergence to equilibria needs not be at an exponential rate for
equations with unbounded delay. Namely, in the pantograph equation (4.16) (unbounded
variable delay), polynomial stability is optimal (cf. [26, Theorem 3] for more details). We
have used the comparison Lemma 4.15 to obtain our polynomial stability result, but the
question of obtaining sufficient conditions for the exponential stability of solutions for PDE
with unbounded variable delay is still an open problem. This will be investigated in future.
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