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A shared-parameter approach for jointly modeling longitudinal and survival
data is proposed. With respect to available approaches, it allows for time-varying
random effects that affect both the longitudinal and the survival processes. The
distribution of these random effects is modeled according to a continuous-time
hidden Markov chain so that transitions may occur at any time point. For max-
imum likelihood estimation, we propose an algorithm based on a discretization
of time until censoring in an arbitrary number of time windows. The observed
information matrix is used to obtain standard errors. We illustrate the approach
by simulation, even with respect to the effect of the number of time windows
on the precision of the estimates, and by an application to data about patients
suffering from mildly dilated cardiomyopathy.
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1 INTRODUCTION

Informative dropout in longitudinal studies is often modeled by linking a model for time to drop out and one for the
longitudinal outcome. In shared parameter models,1-4 this link is provided by the effect of a (possibly scaled) shared latent
variable. This is often Gaussian, but more flexible discrete random-effects distributions are also possible,5,6 together with
semiparametric approaches.7

Many models devised for informative dropout assume that subject-specific parameters are time constant. This is a lim-
itation as unobserved factors affecting the outcomes and the relationship between longitudinal and survival outcomes
might evolve over time in an unpredictable way, especially when the follow-up is relatively long. We focus here on excep-
tions based on latent Markov processes.6,8-11 While these approaches rely on different strategies to take into account
informative dropout with time-varying subject-specific parameters, they have two common limitations: (i) dropout is
summarized as occurring within a time interval, therefore ignoring precise follow-up time information (alternatively it is
simply used as a covariate for modeling the latent process10); (ii) latent transitions are based on a discrete-time stochastic
process and hence may only occur at visit times. In terms of interpretation, assuming that transitions may occur only at
certain time occasions is rather unrealistic and the explicit use of a hazard function is preferable to that of a conditional
logit model.

In order to overcome the above limitations, we propose a shared-parameter model characterized by the following
features. First of all, the time-varying unobserved heterogeneity is accounted for by a continuous-time discrete-state hid-
den Markov (HM) model12 parameterized by an initial probability vector and an infinitesimal transition matrix. In this
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respect, our approach can be seen as a complete generalization of a previous work,13 which is limited to k = 2 and to
missing-at-random data. Second, for the survival time, we assume a Weibull model with hazard function depending on
the (entire) trajectory of the continuous-time latent variable. A latent class model (with time-constant subject-specific
parameters) is obtained whenever the infinitesimal transition matrix is constrained to be the zero matrix.

Latent continuous-time Markov chains have already been considered,14,15 for example, for modeling multistate pro-
cesses with random informative observation times16 (but without the survival component of the model), and inference is
similar to the case of discrete-time chains with inhomogeneous transition matrices.17-20 In our case, the likelihood depends
on the entire trajectory of the latent process and not only on its state at certain time points, making inference much more
challenging. In this regard, the proposed approach is related to the mixed functional approach21,22 that has a high degree
of flexibility for longitudinal continuous responses, but it does not jointly consider longitudinal and survival processes.
Additional related approaches23,24 may be used with functional covariates.

For model fitting, we introduce a novel method based on a discretization of the time scale in a certain number of win-
dows of arbitrary length and on an extension of the Baum-Welch recursions.25,26 Our algorithm converges in an accurate
and stable way and represents an advance also within the literature about estimation of continuous HM models, in general,
in terms of computational demand, ease of implementation, and stability.27,28

The proposed approach is motivated by an original application about monitoring quality of life (QoL) of patients with
mildly dilated cardiomyopathy (MDCM). Our data regard n = 642 (anonymized) patients who were followed for up to
25 years. At regular visits during the first 10 years of follow-up, the New York Hearth Association (NYHA) class, indicat-
ing occurrence of heart insufficiency signs limiting daily physical activity, was assessed. We use NYHA class as a proxy for
QoL.29,30 Obviously, we must take into account survival since patients with worse QoL are also expected to have a worse
prognosis. Given the long follow-up, it is unlikely that unmeasured factors have remained constant over time. Further-
more, disease progression (ie, transition among latent states) could obviously occur at any time and not only at visit times,
which often are several months apart.

The remainder of this paper is organized as follows: in the next section, we introduce our novel shared-parameter
longitudinal and survival model, where latent variables follow a continuous-time HM process. In Section 3, we out-
line the novel inferential procedure. In Section 4, we describe a brief simulation study and, in Section 5, we apply our
approach to the MDCM data set. Concluding remarks are given in Section 6. We implemented the proposed estima-
tion method in R, with recursions and likelihood computation embedded within Fortran code. Our code is available at
https://github.com/afarcome/lmjm.

2 SHARED-PARAMETER CONTINUOUS-TIME LATENT MARKOV AND
SURVIVAL MODELS

Consider a sample of n individuals and for individual i, with i = 1, … ,n, let Ti = min(T∗
i ,Ci) be the survival time taken

as the minimum between the true event time T∗
i and the censoring time Ci. Furthermore, let Δi be the corresponding

event indicator defined as Δi = I(T∗
i ≤ Ci), where I(·) is the indicator function equal to 1 if its argument is true and to 0

otherwise. The outcome Yi(t), which has a natural exponential family distribution, is repeatedly observed at arbitrary
time points tij, j = 1, … , ji, where ji is the number of observations and we also let Yij = Yi(tij). We assume that the
longitudinal process is associated with T∗

i , namely, with the true event time, but, as customary in survival analysis, is
independent of the censoring time Ci. In general, realizations of random variables are denoted by small letters, so that,
for instance, ti is the observed value of Ti and 𝛿i is the observed value of Δi.

We denote by wi a row vector of (time fixed) baseline covariates to be used in modeling the survival process. For the
longitudinal process, we denote by xi(t) a vector of predictors at time t and we also let xij = xi(tij), j = 1, … , ji. This is
related to time-varying frailty models.31

The assumptions of the proposed model are illustrated in the following. Then, in order to clarify how the model assump-
tions affect possible latent trajectories and outcome distributions, we show how it is possible to jointly sample from the lon-
gitudinal and the survival process. This sampling scheme will be also used in the simulation study described in Section 4.

2.1 Model assumptions
The model is based on two equations. Specifically, the model for the longitudinal outcomes is formulated along the usual
lines as for mixed-effects models,32 and the model for the time-to-event outcome is based on a subject-specific hazard



BARTOLUCCI AND FARCOMENI 3

function as in Cox-type models.33,34 More formally, we assume that⎧⎪⎨⎪⎩
g(𝜇i𝑗) = 𝛼i(ti𝑗) + x′

i𝑗𝜷, 𝑗 = 1, … , 𝑗i,

hi
(

t∗i
)
= h0

(
t∗i
)

exp
[
𝛼i
(

t∗i
)
𝜙 + w′

i𝝍
]
,

(1)

where g(·) is a link function35 applied to the conditional expectation of Yij denoted by 𝜇ij and h(·) is the hazard function,
with h0(·) being a baseline hazard. In this paper, we will assume a Weibull parametric form for h0(·), that is, h0(t) =
𝜈t𝜈 − 1, resulting in an accelerated failure time model (AFT) for the survival part. Also, other parametric choices, or even a
nonparametric specification, are possible. For the longitudinal part, nonparametric specifications could be accommodated
through the rank transformation.36-39 We assume that 𝛼i(t) follows a time-continuous Markov process, whereas 𝜷 and
𝝍 are fixed parameter vectors for the covariates and 𝜙 is a parameter for the effect of the latent process on the survival
process. Note that several generalizations, including the case of more than one parameter being time-dependent according
to the latent process, are straightforward.

Regarding the distribution of Yij, our model has the same degree of flexibility as generalized linear models. We consider,
in particular, two cases: the normal distribution for continuous response variables and the Bernoulli distribution for binary
variables. In the first case, we assume that the conditional distribution of Yij is N(𝜇ij, 𝜎

2), where the variance parameter
𝜎2 must be estimated together with the other parameters, and g(𝜇ij) = 𝜇ij. In the binary case, we assume that Yij has
conditional Bern(𝜇ij) distribution and g(𝜇i𝑗) = log[𝜇i𝑗∕(1 − 𝜇i𝑗)].

The second equation in (1) implies that the survival function for the time to event is

Si
(

t∗i
)
= exp

[
−Hi

(
t∗i
)]

,

where

Hi
(

t∗i
)
= ∫

t∗i

0
h0(t) exp

[
𝛼i(t)𝜙 + w′

i𝝍
]

dt

is the cumulative hazard function. Moreover, we consider the density function 𝑓 (ti) = h(ti)𝛿i S(ti). All quantities above are
conditional on the random effects. It is worth stressing that the hazard function depends on the entire trajectory of the
random effect 𝛼i(t) and not only on the 𝛼i(tij).

Unlike usual formulations, random intercepts are assumed to be time varying. This greatly enhances model flexibility.
In particular, as already mentioned, we assume that the random effects follow a continuous-time (discrete-state) Markov
chain,12 with state-space {𝜉1, … , 𝜉k} having k elements collected in the column vector 𝝃. We assume that the transition
function of the latent chain satisfies the Chapman-Kolmogorov equations and specify its Q-matrix based on positive
off-diagonal elements quv for u, v = 1, … , k, with v ≠ u. By definition, the diagonal elements are given by −qu, with

qu =
k∑

v=1
v≠u

quv, u = 1, … , k.

For instance, one could fix k = 3,

Q =
⎡⎢⎢⎣
−1 0.5 0.5
0.5 −1 0.5
0.5 0.5 −1

⎤⎥⎥⎦ , (2)

and assuming that the initial state is the third, obtain a trajectory as in the uppermost panel of Figure 1.
The transition probabilities from time t to time t + s are collected in the k × k matrix

𝚷 = esQ

based on the matrix exponential operator, that is,

esQ =
∞∑
𝑗=0

s𝑗Q𝑗

𝑗!
.

This formula can be tackled numerically in most cases. Note that irregularly spaced time occasions are directly accommo-
dated, also in the presence of noninformative dropout, simply by restricting to the first equation. We also define the jump
matrix R as a matrix with off-diagonal elements ruv = quv∕qu, and collect initial probabilities 𝜋u in the column vector 𝝅.
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Continuous-time HM process

t

u
t

0 1 2 3 4 5 6 7 8 9 10 11 12

1
2

3

Cumulative hazard function

t

H
t

0 1 2 3 4 5 6 7 8 9 10 11 12

0.
0

0.
1

0.
2

0.
3

0.
4

Longitudinal process

t

y
t

0 1 2 3 4 5 6 7 8 9 10 11 12

-2
-1

0
1

2

FIGURE 1 Illustration of the simulation process: continuous-time hidden Markov (HM) chain (indicized by latent states 1, 2, 3),
cumulative hazard function, and longitudinal process; the simulated survival time is ti = 4.98

For instance, with Q as in (2), ruv = 0.5∕1 = 0.5 for all u ≠ v, that is, once there is a jump from state u, the probability
is equally likely to move to any of the other states.

The latent process captures the time-varying unobserved heterogeneity linking the longitudinal and survival outcomes.
The shared-parameter formulation is in the spirit of copula models.40 In an equivalent formulation, the above model may
be expressed as ⎧⎪⎨⎪⎩

g(𝜇i𝑗) = 𝜉ui𝑗 + x′
i𝑗𝜷, 𝑗 = 1, … , 𝑗i,

hi
(

t∗i
)
= h0

(
t∗i
)

exp
[
𝜉ui(t∗i )𝜙 + w′

i𝝍
]
,

(3)

where ui j = ui(ti j), with Ui(t) following a continuous-time Markov chain with k states and the same initial probability
vector 𝝅 and infinitesimal transition matrix Q. We stress that the possible values of Ui(t) are 1, … , k and indicate the
latent state of individual i at time t. We also recall that, according to this process, the sojourn time in each state u has
an exponential distribution with parameter qu, denoted as Exp(qu), whereas the probability of moving at the end of the
sojourn time to state v is equal to the suitable element of the jump matrix R.

2.2 Simulation from the model
For each individual i, we suppose that the censoring time ci is known. Then, we sequentially generate: (i) the continuous
Markov chain ui(t); (ii) the survival time ti; and (iii) the longitudinal outcomes yi j.

Regarding the generation of the Markov chain, we first draw the state at time t̃i1 = 0, ũi1 = ui(0), from the initial
distribution with mass probabilities 𝜋1, … , 𝜋k. Then, the j-th jump is at time t̃i,𝑗+1 = t̃i𝑗 + 𝜏i𝑗 , where 𝜏i𝑗 is sampled from
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Exp(qũi𝑗
) and the new state ũi,𝑗+1 = ui(̃ti,𝑗+1) is randomly selected on the basis of the probabilities in the ũi𝑗-th row of R.

This process is iterated starting from j = 1 and the first time t̃i,𝑗+1 > ci the process is stopped considering 𝑗i = 𝑗 jumps.
In order to generate the survival time ti, it is necessary to consider the cumulative hazard function Hi(t) for individual

i under the Weibull baseline hazard function h0(t) = 𝜈t𝜈 − 1. Let di = di(t) be the largest integer such that t̃idi ≤ t. Then,
the cumulative hazard function at time t has expression

Hi(t) = H̃idi + Hidi

(
t̃idi , ti,uidi

)
,

where in general

Hi(t1, t2,u) = ∫
t2

t1

hi(t)dt = exp
(
𝜉u𝜙 + w′

i𝝍
) (

t𝜈2 − t𝜈1
)

(4)

and H̃i1 = 0 for di = 1, while for di > 1, we have

H̃idi =
di∑
𝑗=2

Hi
(

t̃i,𝑗−1, t̃i𝑗 ,ui,𝑗−1
)
. (5)

Note that Hi (̃ti𝑗) = H̃i𝑗 for 𝑗 = 1, … , 𝑗i. We can easily realize that

t =
⎡⎢⎢⎢⎣t̃𝜈idi

+
Hi(t) − H̃idi

exp
(
𝜉uidi

𝜙 + w′
i𝝍
)⎤⎥⎥⎥⎦

1∕𝜈

. (6)

Therefore, to generate ti, we first generate b = − log(b̃), with b̃ drawn from a uniform distribution between 0 and 1. Then,
we find di as the largest integer such that H̃idi ≤ b and ti is taken as the minimum between the results of the application
of formula (6) with Hi(t) = b and the censoring time ci.

Finally, regarding the longitudinal process, we recall that we need a set of observation times ti1, … , ti𝑗i , with ti𝑗i < ti, and
corresponding covariates xij. Then, for each of these observations, we obtain uij as ui𝑗 , where 𝑗 is the largest integer such
that t̃i𝑗 ≤ ti𝑗 . The response variables are generated according to the first equation in (3) depending on the type of variable.

The process is illustrated for a certain individual i in Figure 1 assuming that the censoring time is ci = 10, the
continuous-time Markov chain has k = 3 states, with initial probabilities 𝝅 = (0.25, 0.50, 0.25)′, and matrix Q having all
off-diagonal elements equal to 0.5 as in (2). The parameters are fixed at arbitrary values, such as 𝜈 = 2, and the covariates
are randomly generated from a standard normal distribution. In this example, the generated survival time is ti = 4.98
and ji = 5 continuous responses are observed at the equally spaced time occasions tij = j − 1, j = 1, … , 5.

3 ESTIMATION

It is straightforward to check that the complete likelihood of the proposed model depends on the entire trajectory of the
continuous-time latent process, through the integrals involved in the time-to-event part. This makes it hard to efficiently
compute the observed likelihood (ie, classical Baum-Welch recursions are not directly available, even after their exten-
sion to continuous-time processes, due to lack of certain conditional independence statements). We have tried different
routes, including a Monte Carlo expectation-maximization approach, which involves simulation from the latent process.
The novel approach we propose has proved, in our experience, to be the most efficient and stable from a computational
perspective.

We now outline our general inferential approach. We initially discuss the case of complete data and then the case of
incomplete data. In the first case, latent transition times and the corresponding states are supposed to be known. Obviously
this is not realistic, but it is useful to consider this case in order to illustrate the implementation of the estimation for the
incomplete data case, where these data are missing.

3.1 Complete data
The complete data for individual i consist of the following:

1. the time t̃i𝑗 of any jump of the continuous HM and the corresponding state ũi𝑗 , with 𝑗 = 1, … , 𝑗i;
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2. the time tij of every longitudinal observation yij and the corresponding covariates xij, with j = 1, … , ji;
3. the survival time ti with indication if this is censored (𝛿i = 0) or not (𝛿i = 1).

The corresponding log-likelihood function has then three components corresponding to the sets of data described above
and depending on sets of parameters that are disjoint, with the only exception of those in 𝝃 that affect both the longitudinal
and the survival process. In particular, this log-likelihood function may be expressed as

𝓁(𝜽) = 𝓁1(𝝅,Q) + 𝓁2(𝜷, 𝝃, 𝜎2) + 𝓁3(𝜈, 𝝃, 𝜙,𝝍),

where 𝜽 is a shorthand notation for all parameters involved in the previous expression, and

𝓁1(𝝅,Q) =
n∑

i=1
𝓁i1(𝝅,Q),

𝓁2(𝜷, 𝝃, 𝜎2) =
n∑

i=1
𝓁i2(𝜷, 𝝃, 𝜎2),

𝓁3(𝜈, 𝝃, 𝜙,𝝍) =
n∑

i=1
𝓁i3(𝜈, 𝝃, 𝜙,𝝍)

because individuals are assumed to be independent of each other and where parameter 𝜎2 disappears for the binary case.
The first log-likelihood function concerns the continuous-time HM process and is based on the individual components

𝓁i1(𝝅,Q) = log𝜋ũi1
+

k∑
u=1

k∑
v=1
v≠u

ñiuv log quv −
k∑

u=1
s̃iuqu,

where for individual i, ñiuv is the number of transitions from state u to state v and s̃u is the time spent in state u. Therefore,
we have

𝓁1(𝝅,Q) =
k∑

u=1
ñu log𝜋u +

k∑
u=1

k∑
v=1
v≠u

ñuv log quv −
k∑

u=1
s̃uqu,

where ñu is the number of units in state u at initial time, ñuv is the number of transitions from state u to state v, and s̃u is
the time spent in state u overall. Maximization of 𝓁1(𝝅,Q) with respect to the parameters in 𝝅 and Q simply amounts to
compute

𝜋u = ñu

n
, u = 1, … , k,

quv =
ñuv

s̃u
, u, v = 1, … , k, u ≠ v.

Regarding the second component for the longitudinal process, we have

𝓁i2(𝜷, 𝝃, 𝜎2) =
𝑗i∑
𝑗=1

log 𝑓
(
𝑦i𝑗 ;𝜇i𝑗 , 𝜎

2)
that, for the normal case and up to a constant term, specifies as

𝓁i2(𝜷, 𝝃, 𝜎2) = −1
2

𝑗i∑
𝑗=1

[
log 𝜎2 +

(𝑦i𝑗 − 𝜇i𝑗)2

𝜎2

]
; (7)

in the binary case, it becomes

𝓁i2(𝜷, 𝝃) =
𝑗i∑
𝑗=1

[
𝑦i𝑗 log𝜇i𝑗 + (1 − 𝑦i𝑗) log(1 − 𝜇i𝑗)

]
. (8)

In the previous expressions, we have
𝜇i𝑗 = 𝜉ui𝑗 + x′

i𝑗𝜷,

where ui𝑗 = ũi𝑗 , with 𝑗 being the largest integer such that t̃i𝑗 ≤ ti𝑗 .
Regarding the third component, we have

𝓁i3(𝜈, 𝝃, 𝜙,𝝍) = 𝛿i

[
log 𝜈 + (𝜈 − 1) log ti + 𝜉ũidi

𝜙 + w′
i𝝍
]
− H̃idi − Hi

(
t̃idi , ti, ũidi

)
, (9)
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where di is the largest integer such that t̃idi ≤ ti and H̃idi is defined in (5).
In practice, to estimate the parameters 𝜷, 𝝃, 𝜈, 𝜙, and𝝍 , we use a numerical maximization of 𝓁2(𝜷, 𝝃, 𝜎2)+𝓁3(𝜈, 𝝃, 𝜙,𝝍)

with respect to these parameters, after reparameterizing 𝜈 to 𝜂 = log 𝜈 so as to include the constraint 𝜈 > 0, with 𝜎2

fixed to an arbitrary value for the linear model based on the normal distribution. This maximization is based on the first
derivatives of these two functions, which are reported in Appendix. For the linear model, we then estimate 𝜎2 by the
explicit expression

𝜎2 = 1∑n
i=1 𝑗i

n∑
i=1

𝑗i∑
𝑗=1

(𝑦i𝑗 − 𝜇i𝑗)2.

3.2 Incomplete data
We now consider the realistic case in which we do not observe the time t̃i𝑗 of any jump of the continuous HM and the
corresponding state ũi𝑗 , which are conceived as missing data. In this case, the likelihood is defined as the integral, with
respect to the missing data, of the complete data likelihood introduced in the previous section.

In order to deal with the incomplete data case, we build a sequence of equally spaced time windows corresponding to
the fixed time points t1, … , tM , with t1 = 0 and tM equal to the largest time it is sensible to be considered. These time
points are chosen so that each observation time ti j corresponds to one of them and there is at most one observation in each
time window. However, the extension to the case of ties, namely, more observations per individual that may be referred to
the same time point tm, is straightforward. It may also happen that some observation times tij do not exactly correspond to
any time tm. In this case, these observations are associated to specific time points tm by an approximating rule. Moreover,
for individual i, let mi be defined so that tmi is the time of the last longitudinal observation; note that it is also the largest
value of m such that tm ≤ ti. Finally, we let �̄�im denote the observation at time tm for individual i, which may be missing for
certain time occasions, let xim be the corresponding vector of covariates, and let yi,≤m be vector of observations available
until time tm.

In the framework described above, for estimation purposes, we approximate the proposed model by a discrete-time
HM model that is similar to another joint discrete HM model6 available in the literature, with the main difference that
the survival process is here formulated in a different and more common way on the basis of a hazard function with
time-varying latent variables. In this regard, we define latent variable Uim corresponding to time occasion tm, with the
initial distribution characterized by the same probability vector 𝝅 defined in Section 2.1 and the k × k transition matrix 𝚷,
having elements denoted by 𝜋v|u, which is obtained as eaQ with a = tm+1−tm. Under these assumptions, the complete-data
log-likelihood of the approximation model, which would be computable if we knew the latent variables Uim, has again
three components as that for the original model illustrated in the previous section. The first component is equal to

𝓁1(𝝅,𝚷) =
k∑

u=1
nu log𝜋u +

k∑
u=1

k∑
v=1
v≠u

nuv log𝜋v|u,

with nu being the number of individuals in state u at the beginning of the period of observation and nuv being the number
of individuals in state u at a certain occasion and in state v at the following occasion. For the normal case and up to a
constant term, the second component is

𝓁2(𝜷, 𝝃, 𝜎2) = −1
2

n∑
i=1

mi∑
m=1

k∑
u=1

zimu

⎧⎪⎨⎪⎩log 𝜎2 +

[
𝑦im −

(
𝜉u + x ′

im𝜷
)]2

𝜎2

⎫⎪⎬⎪⎭ ,

which derives from (7), and in the binary case, it becomes

𝓁2(𝜷, 𝝃) =
n∑

i=1

mi∑
m=1

k∑
u=1

zimu

{
𝑦im

(
𝜉u + x ′

im𝜷
)
− log

[
1 + exp

(
𝜉u + x ′

im𝜷
)]}

,
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which derives from (8), where zimu is an indicator variable equal to 1 if individual i is in latent state u at occasion tm.
Finally, we have

𝓁3(𝜈, 𝝃, 𝜙,𝝍) =
n∑

i=1

{ k∑
u=1

zimiu𝛿i
[
log 𝜈 + (𝜈 − 1) log ti + 𝜉u𝜙 + w′

i𝝍
]

−
mi∑

m=2

k∑
u=1

zi,m−1,uHi(tm−1, tm,u) −
k∑

u=1
zimiuHi(tmi , ti,u)

}
,

which directly derives from (9) and is based on (4).
In order to make likelihood inference, we introduce the following forward recursion that is related to the well-known

Baum-Welch recursion.25,26 In general, the proposed recursions are related to those used for estimating the model-based
time-discrete HM model.6 Consider the joint density

𝑓im(u) = 𝑓i( yi,≤m|Ti ≥ tm,Uim = u)pi(Ti ≥ tm,Uim = u)

referred the observations available until time tm for individual i, latent state at the same time occasion, and for the event
that the individual survives time tm. We have that

𝑓i1(u) = 𝜋u𝑓i(𝑦i1|Ui1 = u), u = 1, … , k,

and

𝑓im(v) = 𝑓 (𝑦im|Ui1 = v)
k∑

u=1
𝜋v|u𝑓i,m−1(u)Si(tm−1, tm,u), m = 1, … ,mi, v = 1, … , k,

where, in general, Si(t1, t2,u) = exp{−Hi(t1, t2,u)} and 𝑓i(𝑦im|Ui1 = v) is set equal to 1 if the observation is not available
at time tm. For individual i, the contribution to the likelihood is given by

𝑓i(yi, ti, 𝛿i) =
k∑

u=1
𝑓imi (u)h(ti)𝛿i Si(tmi , ti,u).

Regarding the transition probabilities 𝜋v|u, note that these are the elements of k × k matrix 𝚷 introduced above and
depending on Q.

The log-likelihood function of the approximating model to be maximized is

𝓁(𝜽) =
n∑

i=1
log 𝑓i(yi, ti, 𝛿i).

In order to maximize this function, we rely on an EM scheme41 that some has a structure similar to that used for the
corresponding discrete HM model6 and requires a backward recursion to be used at the E-step. In particular, let

gim(u) = 𝑓 (yi,>m, ti, 𝛿i|Ti > tm,Uim = u).

For m = mi have that
gimi(u) = hi(ti)𝛿i Si(tmi , ti,u),

and then for m < mi, we have

gim(u) = Si(tm, tm+1,u)
k∑

v=1
𝜋v|ugi,m+1(v)𝑓 (𝑦i,m+1,Ui,m+1 = v), m = 1, … ,mi − 1.

From this recursion, we can obtain two posterior distributions used to update the parameters 𝝅 and 𝚷. In particular, we
have that

p(Uim = u|yi, ti, 𝛿i) =
𝑓im(u)gim(u)
𝑓i(yi, ti, di)

, m = 1, … ,mi, u = 1, … , k,

and

p(Uim = u,Ui,m+1 = v|yi, ti, 𝛿i) =
𝑓im(u)S(u, tm+1)𝜋v∣u𝑓 (𝑦i,m+1 ∣ Ui,m+1 = v)gi,m+1(v)

𝑓i(yi, ti, di)
,

m = 1, … ,mi − 1, u, v = 1, … , k.
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At the M-step, we update parameters 𝜋u and 𝜋v|u as follows:

𝜋u = 1
n

n∑
i=1

p(Ui1 = u|yi, ti, 𝛿i), u = 1, … , k,

and

𝜋v∣u =
∑n

i=1
∑mi−1

m=1 p(Uim = u,Ui,m+1 = v|yi, ti, 𝛿i)∑n
i=1
∑mi−1

m=1
∑k

v=1 p(Uim = u,Ui,m+1 = v|yi, ti, 𝛿i)
, u, v = 1, … , k.

Then, the infinitesimal transition matrix Q is obtained from 𝚷 by inverting eaQ. To update the other parameters, we
explicit the expected value of the complete log-likelihood of the other two components once again after reparameterizing
𝜂 = log 𝜈. The sum of these two expected values is maximized numerically on the basis of the derivatives that are reported
in Appendix.

A crucial point concerns the initialization of the EM algorithm. In particular, we estimate the model starting from a
deterministic initial solution and then adopt a multistart strategy to increase the chance of finding the global maximum of
the log-likelihood function. Deterministic initial parameters are obtained as follows: a (biased) generalized linear regres-
sion model is estimated to obtain initial values for 𝜷. When the outcome is Gaussian, 𝜎2 is initialized as the variance of the
residuals of the latter model. Initial values for the latent intercepts are fixed as the centroids after k-means clustering of
the residuals, whereas initial values for 𝝅 are given by the appropriate cluster proportions. Off-diagonal elements of 𝚷 are
initialized as 1∕(k − 1). Similarly, an AFT model is estimated to get initial values for𝝍 and 𝜈. Coherently, the initial value
for 𝜙 is set to zero. Usually, we repeat model fitting by initializing through additional 50 random starting values, which
are obtained by either perturbing the deterministic initial solutions or the current best parameter values at convergence.

Regarding the score vector s(𝜽), namely, the derivative of𝓁(𝜽)with respect to the model parameters, it is well known that
this corresponds to the first derivative of the expected complete log-likelihood.42 This involves taking the first derivative of
the complete data log-likelihood after replacing nu with

∑n
i=1 p(Ui1 = u|yi, ti, 𝛿i) and nuv with

∑n
i=1 p(Uim = u,Ui,m+1 =

v|yi, ti, 𝛿i); additionally, zimu shall be replaced with p(Uim = u|yi, ti, 𝛿i). A closed-form expression is available for this
derivative, which is reported in Appendix.

Note that the score vector s(𝜽), obtained as above, may be used for different purposes. First of all it, allows us to check
convergence of the EM algorithm in a precise way and implement a quasi-Newton algorithm to maximize 𝓁(𝜽) in a faster
way, once the reliable starting values for the parameters have been found through some iterations of the EM algorithm.
In this regard, the EM and the quasi-Newton algorithms can be combined to obtain, overall, an algorithm that is stable
and fast at the same time. Secondly, by its numerical derivative, we can obtain the observed information matrix J(𝜽) as in
a related work43; this matrix may be used to obtain standard errors for the parameter estimates and check identifiability.
Standard errors are obtained as the diagonal elements of the inverse of J(�̂�), whereas a Delta method can be used to obtain
the standard error for 𝜈 and other transformed parameters. Standard errors are then used for Wald tests and confidence
intervals involving the parameters of the manifest distribution. A cautionary note is necessary for binomial outcomes,
where, in certain cases of low information, the distribution of the estimator might be skewed. In this case, resampling
(eg, bootstrap for confidence intervals and permutation for testing) might be more appropriate. For the parameters of the
hidden distribution, a likelihood ratio test shall be used, where the null distribution in certain limiting cases is a chi-bar
squared.44 Regarding identifiability, we are referring to its local version44-46 that is typically used for latent variable models
and that is necessary for typical asymptotic properties of the maximum likelihood estimator. In particular, the model is
locally identifiable if the observed information matrix is of full rank, which is also necessary to obtain the standard errors.

A final point concerns model selection in terms of the number of latent states (k); in this regard, we rely on the usual
Bayesian information criterion (BIC)47 based on minimization of the index

BIC = −2𝓁(�̂�) + g log(n),

where 𝓁(�̂�) is the maximum log-likelihood of the model of interest and g is the number of free parameters.
Once parameter estimates have been obtained, the latent trajectory of each subject can be predicted by maximizing

p(Uim = u|yi, ti, 𝛿i) in u for each m = 1, … ,mi. This is the so-called local decoding, which minimizes the misclassifica-
tion error at each tm. In order to perform global decoding, that is, optimization of the subject-specific sequence of latent
states, one could set up a Viterbi-type algorithm. We have found that a numerical approach which exploits the simulation
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algorithm proposed in Section 2.2 is much simpler and more flexible. The latent process can be simulated and extrapo-
lated for forecasting both the latent and manifest distribution, and the operation can be repeated several times therefore
providing a distribution for the desired quantities. A simulation from the latent process, together with the covariates, is
all that is needed in order to obtain a plug-in prediction/forecast of the longitudinal response at observed or future time
occasions. On the other hand, the prediction of the survival probabilities is slightly more cumbersome and grounds for
further work (see also the discussion in the last section).

4 SIMULATION STUDY

We describe a brief simulation study of our approach that is based on 1000 samples simulated from the proposed model
under different scenarios. Each scenario is characterized by a certain sample size (n), number of latent states (k), level of
separation between these states, and type of distribution for the response variables. We always consider a censoring equal
to 10 and we allow for 11 follow-up occasions at most.

The simulation design is based on two baseline covariates (collected in wi), which are generated from two indepen-
dent standard normal distributions. The two covariates in xit are generated from two independent AR(1) processes with
autocorrelation coefficient 0.9 and variance of the Gaussian innovations equal to 0.19, so that the each covariate has the
same standard normal distribution marginally. Regarding the model parameters, the latent support points are chosen as
𝜉u = 𝜔[u − (k + 1)∕2], u = 1, … , k, for different values of the separation parameter𝜔 = 1.5, 3.0. We also have𝜋u = 1∕k,
Q with off-diagonal elements equal to 1∕(k − 1), 𝜷 = (− 1, 1)′, 𝜙 = 0.5, 𝜈 = 2, and 𝝍 = (− 1, 1)′. Data are generated
according to the model described in Section 2.1, where, for the longitudinal component, we either use a Bernoulli
distribution for binary outcomes or a normal distribution for continuous outcomes. The overall number of scenarios
considered in the simulation study is 16 as we use every possible combination of n = 250, 500, k = 2, 3, 𝜔 = 1.5, 3,
binary or continuous longitudinal outcomes.

For each simulated data set, we estimated our joint continuous latent Markov (JCLM) model and, for comparison, two
restricted models: a latent class (LC) model that rules out latent transitions (all elements of Q are constrained to 0) and a
continuous-time latent Markov (CLM) model ignoring dependence between the longitudinal component and the survival

TABLE 1 Simulation study results averaged over 1000 replicates: root-mean-square error (RMSE), bias, and
standard deviation of the estimates for estimation of 𝜷 with the proposed model (JCLM), a joint latent class model
(LC), and a model assuming ignorable dropout (CLM), for different values of n, k, separation among latent
intercepts 𝜔, and outcome distribution (either Bernoulli or normal). The last column reports the coverage of 95%
confidence intervals using the JCLM model and estimated standard errors

RMSE Bias Std. Dev. Coverage
n k 𝝎 Y JCLM LC CLM JCLM LC CLM JCLM LC CLM JCLM

500 2 1.5 binary 0.152 0.106 0.163 −0.077 0.000 −0.087 0.131 0.106 0.137 0.947
500 2 1.5 norm 0.060 0.061 0.062 −0.002 0.000 −0.002 0.060 0.061 0.062 0.957
500 2 3.0 binary 0.154 0.309 0.179 0.006 0.000 −0.040 0.154 0.309 0.174 0.969
500 2 3.0 norm 0.073 0.079 0.084 −0.005 −0.003 −0.004 0.073 0.079 0.084 0.943
500 3 1.5 binary 0.203 0.210 0.291 −0.044 0.001 −0.117 0.199 0.210 0.267 0.941
500 3 1.5 norm 0.066 0.069 0.072 −0.001 −0.001 −0.001 0.066 0.069 0.072 0.936
500 3 3.0 binary 0.298 0.468 0.463 0.141 0.000 −0.034 0.262 0.468 0.462 0.960
500 3 3.0 norm 0.081 0.083 0.100 0.001 −0.002 0.002 0.081 0.083 0.100 0.947
1000 2 1.5 binary 0.099 0.101 0.106 −0.057 0.000 −0.062 0.081 0.101 0.086 0.936
1000 2 1.5 norm 0.043 0.043 0.045 −0.001 0.000 0.000 0.043 0.043 0.045 0.944
1000 2 3.0 binary 0.106 0.308 0.115 0.030 0.000 −0.005 0.102 0.308 0.115 0.953
1000 2 3.0 norm 0.051 0.054 0.058 −0.001 0.000 0.001 0.051 0.054 0.058 0.966
1000 3 1.5 binary 0.112 0.210 0.168 0.001 0.000 −0.046 0.112 0.210 0.161 0.943
1000 3 1.5 norm 0.048 0.048 0.053 0.002 0.000 −0.001 0.048 0.048 0.053 0.937
1000 3 3.0 binary 0.230 0.467 0.284 0.202 −0.001 0.138 0.110 0.467 0.249 0.942
1000 3 3.0 norm 0.055 0.057 0.065 −0.002 −0.002 −0.002 0.055 0.057 0.065 0.943
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component (ie, assuming dropout to be ignorable). In our experiments, we have set M = 45 in order to show that, even
with small values of M, we obtain a very good performance in terms of root-mean-square error (RMSE). More details
about this point are given at the end of the section based on an additional simulation study.

In Table 1, we report average RMSE, bias, and standard deviation of the estimates for the 𝜷 parameters. We do not report
results for other parameters as not all models estimate those, and furthermore, our primary target is the accurate estima-
tion of the effect of covariates for the longitudinal model. Moreover, in order to show the validity of the proposed method
for estimation of the standard errors, in the last column of Table 1 we report the coverage of the 95% Wald confidence
intervals based on our standard errors obtained by the procedure described in the previous section.

On the basis of the results, we conclude that the proposed estimation method performs adequately and that the proposed
JCLM model is advantageous in terms of RMSE and standard error of the parameter estimates most of the times. Ignoring
informative dropout might lead to clearly worse results while using a latent class model might have, in some cases, a better
performance. This is related to (i) small sample sizes/lack of information, which might advantage more parsimonious
models, and (ii) convergence to local optima for the JCLM in certain iterations. The second problem is easily faced through
a multistart strategy, while, for computational reasons in our simulation study, we have used only one initial solution.
Finally, the coverage of the 95% confidence intervals is always close to the nominal level.

We now report an additional simple simulation study which is aimed at illustrating the convergence properties of our
algorithm as the tuning parameter M is changed. We generated two data sets, one with a binary and the other with a
Gaussian outcome, according to the scheme above. We set n = 1000, k = 2, 𝜔 = 3, and repeatedly estimated the model
with M = 16, 21, 26, … , 106. In Figure 2, we report, for each value of M, the log-likelihood at convergence and parameter
estimates. Left panels refer to the Gaussian longitudinal outcome and right panels to the binary longitudinal outcome.

It can be seen that, even for small values of M, certain parameters are clearly well estimated, and their value at conver-
gence slightly depends on M. In contrast, other parameters, especially with binary outcomes, are more dependent on the
choice of the grid density. Even for these parameters, if M is above a certain threshold, stability (and, substantially, con-
sistency) is obtained. An a priori assessment of what values of M are “large enough” is not possible in our experience. We
recommend to perform a study similar to the one above in real applications to fix M.

5 APPLICATION TO MDCM DATA

We now illustrate the proposed approach using an original study on a cohort of patients affected by MDCM,48,49 a primary
myocardial disease characterized by left ventricular systolic dysfunction and dilation.

Prognostic measurements were taken at basal time for n = 642 patients, who were followed-up until urgent heart
transplant or death occurred. There were 212 events during the follow-up, which lasted up to 25 years. If censoring
(administrative or due to the event) did not occur, measurement of longitudinal biomarkers was taken at visits scheduled
at months 6, 12, 24, 48, 72, 96, and 120. Hence, each patient has a maximum of eight longitudinal measurements, with 79
patients having complete records.

The longitudinal outcome derives from the NYHA classification, a direct measure of discomfort caused by the disease.
Specifically, for each subject at each follow-up occasion, an indicator of being in NYHA class III or IV was measured,
indicating the presence of strong limitations to physical activity and/or the occurrence of dyspnea and discomfort during
ordinary activities or even at rest.

For the longitudinal model, we parameterize probability of high NYHA class as a function of time (indicating medical
treatment according to international guidelines), an indicator of history of heart disease in the family, and the left ven-
tricular ejection fraction (EF). The latter is a measure of the proportion of blood that is pumped out of the left ventricle at
each heart beat. Primary interests are in (i) relating predictors to QoL (as measured by NYHA class) and to risk of event,
(ii) identifying subgroups of patients at higher risk, and (iii) summarizing for each group the overall risk of NYHA III or
IV after beginning of medical treatment for the condition.

A continuous-time model should be more appropriate for the data at hand than any model assuming latent transitions
occurring at visit times. In fact, latent states shall be interpreted as patients' frailty beyond that summarized by the pre-
dictors, and changes in disease status (and hence propensity to event and/or change of NYHA class) obviously can occur
at any time point and not necessarily on the day of scheduled for the follow-up visit. Furthermore, a strong dependence
between NYHA class and the event is expected, with patients in NYHA classes III or IV being at higher risk of death. For
interpretability reasons, EF has been centered at 30 (which is believed to be a significant threshold for heart failure).
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FIGURE 2 Simulated Gaussian and binomial data: log-likelihood at convergence and parameter estimates as a function of M

TABLE 2 Log-likelihood at convergence (𝓁(�̂�)),
number of free parameters (g), Bayesian information
criterion (BIC), computational time (in seconds) for the
proposed model fit to MDCM data and obtain standard
errors, for different values of k

k 𝓵(�̂�) g BIC time

1 −2739.60 8 5537.38 0.88
2 −2509.49 12 5096.56 68.90
3 −2480.28 18 5076.93 110.72
4 −2468.07 26 5104.22 233.49

For our model fitting procedure, we evaluate several values for M. After a study similar to the one reported in the
previous section, we end up fixing M = 200, which is well above values guaranteeing stability of estimates. In Table 2, we
report the log-likelihood at convergence, number of parameters, BIC, and computational time (in seconds) for fitting the
proposed model to the MDCM data with different values of k. We report, for each k, the largest log-likelihood obtained
after fitting the model with 25 different initial solutions and running time in seconds for the reported solution (including
computation of standard errors).

From the results in Table 2, we select k = 3. In order to estimate standard errors, we use the observed information as
discussed above. We can confirm that the model is locally identifiable as J(�̂�) is full rank. In Table 3, we report parameter
estimates under this model for the manifest distribution, along with standard errors in parentheses. Furthermore, in
Table 4, we report the other estimated parameters for the case k = 3. For Q, we chose not to report standard errors but
to provide a likelihood ratio test statistic for case qcd = 0, c = 1, … , k, d = 1, … , k, which, in this case, is 122.60 for
a difference of six free parameters. This provides clear evidence that latent transitions do occur during the observation
period.

The estimate of Q is better understood after computation of the time-specific (inhomogeneous) transition matrices, the
elements of which are represented in Figure 3.

The results indicate an important role of all predictors, with the exception of history of hearth disease for survival.
Comparing k = 1 with k > 1, it is clear that taking into account unobserved heterogeneity leads to a clearer identification
of the roles of EF and family history for NYHA classification. The effect of family history doubles when passing from k = 1
to k = 3, and the effect of each percentage point of EF is almost three times larger. Hence, based on our results, doctors
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TABLE 3 Mildly dilated cardiomyopathy data: parameter estimates for
the manifest distribution, different values of k. An asterisk indicates
statistical significance at the 5% level

k
Effect 1 2 3 4

Logit NYHA 𝜉1
−1.635
(0.169)

−4.745
(0.366)

−4.556
(0.764)

−6.473
(1.175)

𝜉2 - −0.164
(0.167)

−1.429
(0.323)

−2.300
(0.700)

𝜉3 - - 2.796
(1.447)

−1.475
(0.340)

𝜉4 - - - 2.966
(0.614)

t > 0 1.591
(0.160)

2.289
(0.216)

0.905
(0.356)

0.850
(0.343)

history 0.926
(0.273)

0.724
(0.267)

1.171
(0.317)

1.129
(0.311)

EF 0.109
0.0123

0.094
(0.011)

0.132
(0.024)

0.139
(0.016)

Survival 𝜙 0.000 −0.475
(0.089)

−0.320
(0.089)

−0.303
(0.064)

history −0.125
(0.218)

0.031
(0.191)

−0.022
(0.189)

−0.002
(0.201)

EF −0.058
(0.009)

−0.048
(0.008)

−0.049
(0.008)

−0.058
(0.009)

𝜈
0.799
(0.050)

0.781
(0.068)

0.761
(0.067)

0.777
(0.072)

Abbreviations: EF, ejection fraction; NYHA, New York Hearth Association.

TABLE 4 Mildly dilated cardiomyopathy
data: parameter estimates for the latent
distribution when k = 3

𝝅 Q

0.282
(0.045)

−0.001 0.001 0.000

0.584
(0.054)

0.001 −0.050 0.049

0.133
(0.051)

0.005 0.002 −0.007

should probably pay more attention to EF and family history than expected when assessing prognosis to high NYHA
classes. The estimate of 𝜙 is negative and significant in all cases indicating, as expected, that subjects with, for instance,
dyspnea during ordinary activities are at higher risk of death than patients without clear signs of heart insufficiency. The
fact that this holds also after adjusting for EF indicates that NYHA class trajectory might provide prognostic information
beyond that linked to proximal heart failure.50

When k = 3, three clearly separate groups of patients are identified. Even when they have the same history, EF, and
timing configuration, patients might be different due to unobserved factors. A group of patients (about 30% at baseline
time) is at very low risk. From Figure 3, it can be seen that this group of patients is slightly stable, with low probability
of transition to different states during the follow-up. The second group (about 60%) has a slightly larger propensity to
high MDCM at baseline. These patients are very likely to change state across time, with many switches to a higher risk
(especially in the period 15-40 months from the baseline) and the rest of switches to the low risk (first) latent state (possibly
due to successful medical treatment). Finally, the third group of patients is at very high risk of high NYHA class at baseline
time. Most of them remain at high risk during the follow-up, but a slight proportion switches to better propensity states,
surprisingly more often to state 1 than to state 2. This might be due to the increased medical attention given to high risk
patients.
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FIGURE 3 Mildly dilated cardiomyopathy data: representation of the estimated elements of the transition matrix across time when k = 3

6 CONCLUSIONS

We have introduced a general latent Markov model based on a continuous-time latent distribution, allowing for informa-
tive dropout through a longitudinal-survival shared-parameter model. A particularly appealing feature of our approach
is that it allows for latent transitions, which correspond to time-dependent changes in unobserved heterogeneity (eg, dis-
ease progression or improvement not explained by available covariates), to occur at any time during the follow-up and
not only at follow-up times. Note that the advantage of a continuous-time latent process is mostly linked to the joint
modeling with a time-to-event manifest process; otherwise, latent transitions can be still efficiently tackled through a
discrete-time process (and inhomogeneous transition matrices). Nevertheless, continuous-time processes might more
flexibly and parsimoniously accommodate nonequally spaced time intervals than inhomogeneous transition matrices in
discrete time.13

A novel inferential procedure has been proposed to fit the model, which we believe might be of independent interest in
the more general context of fitting continuous-time hidden Markov models. It shall be noted that with moderately small
sample sizes (or high censoring proportion), the log-likelihood surface might be slightly flat for some parameters, leading
to some risk of incurring in a local optimum. In our experience, the problem can be simply solved through repeated model
fitting from different initial parameter values, but the obvious price is an increased computing time.

Estimation of the most likely hidden trajectory (jump times and states) for each subject is straightforward and might be
of independent interest for solving problems in precision medicine. Relatedly, an open issue for further work is the devel-
opment of methods for producing dynamic predictions of quantities of interest (eg, probability of death within a given
time frame). The specification of joint models allows the researcher to update predictions by taking into account all mea-
surements up to the most recent one.51 There are also two specific assumptions that could be relaxed in further work: the
first is that observation times within the longitudinal process are noninformative; the second is that censoring is indepen-
dent of the other data generating mechanisms, including unobserved outcomes. The first assumption is clearly tenable
as soon as observation times are scheduled in advance, and this happens in our application. The second assumption is
a rather common one and is tenable in our example as censoring is administrative, that is, follow-up was ended for all
patients still in the study on the date in which the study was closed. Finally, note that extension to more than one longi-
tudinal outcomes is rather straightforward while more work would be needed to include additional or different kinds of
time-to-event outcome (eg, repeated events, multistate processes, and competing risks).
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APPENDIX

A general result that we will use concerns the derivative of the function defined in (4); we have that

𝜕Hi(t1, t2,u)
𝜕𝜉u

= Hi(t1, t2,u)𝜙,

𝜕Hi(t1, t2,u)
𝜕𝜙

= Hi(t1, t2,u)𝜉u,

𝜕Hi(t1, t2,u)
𝜕𝝍

= Hi(t1, t2,u)wi,

𝜕Hi(t1, t2,u)
𝜕𝜂

= 𝜈 exp
(
𝜉u𝜙 + w′

i𝝍
) (

t𝜈2 log t2 − t𝜈1 log t1
)
,

where we recall that 𝜂 = log 𝜈.

https://doi.org/10.1002/sim.7994
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Derivatives used for estimation in the complete case
We report the derivatives of the complete log-likelihood, with respect to certain model parameters, which are used for
the numerical maximization described in Section 3.1. For the first derivative of the second component, we have, in the
normal case, that

𝜕𝓁2(𝜷, 𝝃, 𝜎2)
𝜕𝜷

=
n∑

i=1

𝑗i∑
𝑗=1

𝑦i𝑗 − 𝜇i𝑗

𝜎2 xi𝑗 ,

𝜕𝓁2(𝜷, 𝝃, 𝜎2)
𝜕𝜉u

=
n∑

i=1

𝑗i∑
𝑗=1

𝑦i𝑗 − 𝜇i𝑗

𝜎2 I(ũi𝑗 = u), u = 1, … , k.

For the binary case, we have

𝜕𝓁2(𝜷, 𝝃)
𝜕𝜷

=
n∑

i=1

𝑗i∑
𝑗=1

(𝑦i𝑗 − 𝜇i𝑗)xi𝑗 ,

𝜕𝓁2(𝜷, 𝝃)
𝜕𝜉u

=
n∑

i=1

𝑗i∑
𝑗=1

(𝑦i𝑗 − 𝜇i𝑗)I(ũi𝑗 = u), u = 1, … , k.

Regarding the first derivative of the third component, we have

𝜕𝓁3(𝜈, 𝝃, 𝜙,𝝍)
𝜕𝜂

=
n∑

i=1

[
𝛿i(1 + 𝜈 log ti) −

di∑
𝑗=2

𝜕Hi (̃ti,𝑗−1, t̃i𝑗 , ũi,𝑗−1)
𝜕𝜂

−
𝜕Hi (̃tidi , ti, ũidi )

𝜕𝜂

]
and

𝜕𝓁3(𝜈, 𝝃, 𝜙,𝝍)
𝜕𝜉u

= 𝜙

n∑
i=1

[
𝛿iI(ũidi = u) −

di∑
𝑗=2

Hi (̃ti,𝑗−1, t̃i𝑗 , ũi,𝑗−1)I(ũi,𝑗−1 = u) − Hi (̃tidi , ti, ũidi )I(ũidi = u)

]
, u = 1, … , k.

Finally, we have

𝜕𝓁3(𝜈, 𝝃, 𝜙,𝝍)
𝜕𝜙

=
n∑

i=1

[
𝛿i𝜉ũidi

−
di∑
𝑗=2

Hi (̃ti,𝑗−1, t̃i𝑗 , ũi,𝑗−1)𝜉ũi,𝑗−1
− Hi (̃tidi , ti, ũidi )𝜉ũidi

]
,

and
𝜕𝓁3(𝜈, 𝝃, 𝜙,𝝍)

𝜕𝝍
=

n∑
i=1

[
𝛿i −

di∑
𝑗=2

Hi (̃ti,𝑗−1, t̃i𝑗 , ũi,𝑗−1) − Hi (̃tidi , ti, ũidi )

]
wi.

Derivatives used for estimation in the incomplete case
We report the derivatives of the complete log-likelihood with respect to the model parameters. Regarding the first
component, we reparametrize vector 𝝅 by the multinomial logits 𝜆u collected in the column vector 𝝀 e defined as

𝜆u = log 𝜋u+1

𝜋1
, u = 1, … , k − 1;

we also reparametrize the off-diagonal elements of 𝚷 by the logits in each row defined as

𝛾uv = log
𝜋v|u
𝜋u|u , u, v = 1, … , k, u ≠ v.

The logits referred to the same row u are collected in the vector 𝜸u. With respect to these parameters, we have

𝜕𝓁1(𝝅,Q)
𝝀

= G′
1(n − n𝝅),

where n is the column vector with elements nu, u = 1, … , k, and, in general, Gu is obtained by removing the uth column
from an identity matrix of size k. We also have

𝜕𝓁1(𝝅,𝚷)
𝜕𝜸u

= G′
u(nu − nu+𝝅u), u = 1, … , k,
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where nu contains the elements nuv for v = 1, … , k, nu+ is the sum of these elements, and 𝝅u contains the probabilities
in the uth row of 𝚷.

For the first derivative of the second component in the normal case, we have

𝜕𝓁2(𝜷, 𝝃, 𝜎2)
𝜕𝜷

=
n∑

i=1

mi∑
m=1

k∑
u=1

zimu

𝑦im −
(
𝜉u + x ′

im𝜷
)

𝜎2 xi𝑗 ,

𝜕𝓁2(𝜷, 𝝃, 𝜎2)
𝜕𝜉u

=
n∑

i=1

mi∑
m=1

zimu

𝑦im −
(
𝜉u + x ′

im𝜷
)

𝜎2 , u = 1, … , k,

𝜕𝓁2(𝜷, 𝝃, 𝜎2)
𝜕𝜁

= −1
2

n∑
i=1

mi∑
m=1

k∑
u=1

zimu

⎧⎪⎨⎪⎩1 −

[
𝑦im −

(
𝜉u + x ′

im𝜷
)]2

𝜎2

⎫⎪⎬⎪⎭ ,

where we use the reparametrization 𝜁 = log 𝜎2. For the binary case, we have

𝜕𝓁2(𝜷, 𝝃)
𝜕𝜷

=
n∑

i=1

mi∑
m=1

k∑
u=1

zimu(𝑦i𝑗 − 𝜇iu)xi𝑗 ,

𝜕𝓁2(𝜷, 𝝃)
𝜕𝜉u

=
n∑

i=1

mi∑
m=1

(𝑦i𝑗 − 𝜇iu), u = 1, … , k,

where 𝜇iu = exp(𝜉u + x ′
im𝜷)∕[1 + exp(𝜉u + x ′

im𝜷)].
Regarding the first derivative of the third component, we have

𝜕𝓁3(𝜈, 𝝃, 𝜙,𝝍)
𝜕𝜂

=
n∑

i=1

[ k∑
u=1

zimu𝛿i(1 + 𝜈 log ti) −
mi∑

m=2

k∑
u=1

zi,m−1,u
𝜕Hi(tm−1, tm,u)

𝜕𝜂
−

k∑
u=1

zimiu
𝜕Hi(tmi , ti,u)

𝜕𝜂

]
and

𝜕𝓁3(𝜈, 𝝃, 𝜙,𝝍)
𝜕𝜉u

= 𝜙

n∑
i=1

[
𝛿i𝜙 −

mi∑
m=2

k∑
u=1

zi,m−1,uHi(tm−1, tm,u) −
k∑

u=1
zimiuHimi (tmi , ti,u)

]
, u = 1, … , k.

Finally, we have

𝜕𝓁3(𝜈, 𝝃, 𝜙,𝝍)
𝜕𝜙

=
n∑

i=1

[
𝛿i

k∑
u=1

zi,mi,u𝜉u −
mi∑

m=2

k∑
u=1

zi,m−1,uHi(tm−1, tm,u)𝜉u −
k∑

u=1
zimiuHimi (tmi , ti,u)𝜉u

]
and

𝜕𝓁3(𝜈, 𝝃, 𝜙,𝝍)
𝜕𝝍

=
n∑

i=1

[
𝛿i −

mi∑
m=2

k∑
u=1

zi,m−1,uHi(tm−1, tm,u) −
k∑

u=1
zimiuHi(tmi , ti,u)

]
wi.
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