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A ABSTRAC

The aim of this diasertation is to investigate improved
contrel of the Bottom Heating Zone of a steel slab
reheating furnace through the use of digital adaptive
control technigues. An existing algorithm ism applied and
ita performance is evaluated. A mathematical model of
the Bottom Heating %ohe is devsloped for simulation
purposes. The model is based on an energy balance and is
of anch & nature that its parametere are directly
related to zone characteristics, Experimental work to
validate and fine tune the model is discussed. A robust
PI adaptive controller. design is thoroughly tested by
means of simulation wusing the model. The results show
that the controller performs well under all the test
conditions and it is concluded that this design could be
‘used with a £air amount of confidence on the real
furnace.
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CHAPTER 1 Introduction

1.1 Background

The reheating furnace at the Iacor Vanderbijlpark Steel
Works is part of the Hot Mills North. It is called
Furnace Two. Figure 1.1 shows a block diagram of the
|- ' Hotmill. There are three reheating furnaceg in the Hot
Millz  North that supply the Roughing Mill ~ith heated
slabs. Here the slabs are reduced in thickness and
width. From the roughing nill the partially rolled steel
enters the 6-8Stand which reduces the thickness of the
steel to a predefined setting in =six stagea. The
thickness wusually being le=s than one centimeter., Once
_ the gteel haa  gone through the 6~Stand it is coiled by
, ' one of the two coilers. '

o

i (I 1 i
lFurnace| ]Furnace[ lFurnaceI
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L I L i

| : |
| | |
1 u I nesnms T 1 | |
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Fig 1.1 Block Diagram of the Hotmill

 The furnace consists of five tenperature zones which are
controlled separately. Each temperature zone has between
two and four controllers. Two controllers always control
tha air and gas flow of each zone, The top zones have
another two controllers which have a - protective
function. They influence the aystem once the roof or
#lab temperatures bevome too high. There are three more
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contyrollers that are regponsible for controlling the
main gas line preseure, the main air line pressure and
the inside furnace pressure. The socak zone is asplit into
two zones from a control point of view. The furnace
therefore has approximately twenty three controllers.

Cnce all the contiollers are tunéd properly the furnace
operates well. However, the Yurnace's parameters change
with +time and the temperature of the various zones in
the furnace étart ogoillating. This ocours within a week
and typically the techniciana have to retune various
contrel loops twice a week. Because of this
unsatisfactory state of affairs, an investigation into
the role that adaptive control technigues might play in
alleviating the problem with the existing control system
ig of interast. '

This project therefore attempts to improve the control O
of the furnace. Although many different approaches could |
be tried, it was decided to investigate digital adaptive
control because: '

~ (i) a seminar on adaptive control wam o
) presented at Iscor whiih claimed promising :
resultsa. ;

(ii) the control problems displayed by the

furnace are most probably dus to changes
in its characteristics which would make
adaptive control inherently suitable.

{iii) I wanted "to get a deeper insight into
adaptive control.

The furnade operates for monthe before a shutdown is
necessary. During this time Bome characteristics of the
furnace change e.g. piston, valve, transmitter or burner
characteristics. After monitoring the furhace for a few
waeks it was found that tha Bcttam'ﬂeating Zone was the
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one vhose controller had to be retuned more often than
any other zone. It wag therefore decided that the Bottom
Heating Zone wa® the oritical one. This research
therefore concentrates on the Bottom Heat Zone.

The aim of thig investigation is not to develop
low-level adaptive controller theory but rather to apply
a #guitable  existing algorithm and evaluate its
performance. In order to evaluzi: the controller design
a good model of the Bottom Heating Zone is required. A
large part of thiy tlesis therefore concentrates on the
development of such a model.

1.2 Overview of the Dissertation

Chapter Two provides a statement of the problem and
describes the control system in detail.

The development of a model of the furnace is covered in
Chapter Three. In order to model the furnace, real data
had to be logged. An IBM PC compatible machine with a
gixteen channel Analogue to Digital (A/D) converter card
wag used two achieve thia. The relevant software for the
logging and graphical representation of the data was
alae developed. Various input tests were performed so
that the furnace ocould be c¢haracterized. Finally an
energy balance in conjunction with test results was used
to derive the model.

Chapter Four covers the adaptive controller. It

describes the derivation of the algorithm in the review

section., The actual implementation of this algorithm on
an IBM AT compatible computer using a Turbo Pascal
progran is presented in the last part of this chapter.

Pinally the designed adaptive contrullef was tested on
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the model via a computer aimulation. Chaptexr Five covers
this aspect of the project. '

Chaptey 'Six younds
agonclusion. Here all
briefly discussed.

TR

.the dissertation with a
of the thesis are

the results
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- CHAPTER 2 8Statement of the Problem

This chapter describes the reheating furnace and its
control syatem in detail. The problems experienced
during operation are discuszed and zcope and purpose of

the research prbject are defined.

2.1 pegceription of the Furnace

The reheating furnuce is smituated in the North Works at

the Iscor Vanderbijlpark Steel Works., It ig part of the

Hotmilln North. There are three reheating furnaces in
tota ., but this inveatigation ie confined to Furnace

Two. »
Tt is not normally possible to achieve one hundred
percent direct hot rolling of steel alabs. In order to
detect and remove surface defects the slab has to be

.cooled down. The temperature of the slab on leaving the

continuous c¢asting process is also too low for immediate
hot rolling. A reheating furnace is therefore necessary

in a Hot sStrip Mill.

Top Top
ﬂjr-—4_*ﬂ\#“-#n Heating Preheating
' fone - fone
Soak Zone ' :
al ~Bottom Bottom |
 Heating zsggflhm—_ preheating

Zone V4
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Furnace Two (see figure 2.1) is of the pvsher type. The
slabs. are put side by side-on a skid and then pushed *
through wvia a nechanical pusher. The furnace is
therefore charved by 1 gshing in one slab after the
other. - . ' ' b

by el

It consists of five zones namely: Bottom Preheat (BP), P
Top Preheat {7™, -Bottom Heating (BH), Top Heating (TH) } !
: ~ and the Soak . sone (8%). For control purposes the Soak i ;
v;ﬁs; Zone i divided into two; Soak Zone West and Soak Zone ff?‘?
East.

*C
1250

1000

750

500

s
250 | .~
e

106 90 80 70 60 50 40 30 20 10 0 -
% of Movement

(1) Combustion Gas'Temparature “(4) Middle of Black
{(2) Wall and Roof Temperature (5) Temperature Transfer
(3) 8lab Surface Temperature o

e P

Fig. 2.2 Temperature Distributione within the Furnace:

Heat transfer within the furnace chamber oocurs as
radiation and ~convection to the slabh gurface and
condustion within the =slab., Most &nergy iz conaumed by
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tre preheating zsones where the alabs are heated up from
ambient  temperature to  2900°C. The next largest

" gornumers of energy are the heating zones which heat up

the =alab to :1150°C. The smoak 2zones ensure an even
temperature of %1200°C throughout the slab, Fahien

1 {1983) describes tlie +warious temperatures within the

furnace and the temperature distribution within  the
slaba throughout the furnace. Figure 2.2 and 2.3 show
these teuperature distributions.

' g &
1340 1300
— E > |
1200 T —r 1200 (1) Preheating Zone
\"'*—---_.....2..---"? (2) Heating Zone

1100 . A 1100 (3) Heating to Soak
\\\l/ | %one
900 _ 900 {(4) Soak Zone

' {5) Bxit Soal Zone
80y 800

' . ﬁ’/#/’ 700

Gnn__ \‘\\\h__l_ﬂ,,, : 600

500 500

Surface Midale Suriace
of Block of Bloe of Block

Fig, 2.3 Temﬁg;atgggmgggtgibution wighin:the 8lab

Within the Zfurnace the . primary source of heat are the
bverners. They are reapchaibla for the combuation of the
air and the coke oven gag. The eghaust gases are sent
through a heat recuperator to preheat combustion air
before thay leave the furnesce wia the stack,

2:2 The sxistipg Control Bvstenm

A detsiled diagram of the control system of the furnace
im given in Appendix A. The original deaign of the
furnace alsmo .allowed the burning of oil and etean.
However, this Qétinn hag bacome redundast, |
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The 8%, TH and TP zones neasure three temperatures each,
nomely  zone temperature, reof temperature and slab
temperature. Thermocouples are usmed to measure the zone
and roof temperatures. For backup purposes itwo
thermocouples are installed for each measurement. The
operator can switch f£rom one thermocouple to the othaer
if he suapsecta a fault and theveky compare them against
each other.

The roof femperature is monitored for protection of the
furnace. The 2zcne temperature is the measured variabhle
for the temperature controller whose output iz fed into
a low gpignal saelector., This selector also raceives the

gignales -of the roof and slab temperature controllers. -

Should either the roof or the slab temperature sensor
detect a dangerously high temperature, this selector
will switch over to the correct controller which is set
in such a way that it will react immediately by cutting
the air and gas flows to prevent any damage.

The slak temperature is measured by a pyrometer. This
temperature measurement ig not accarate because of
reflections within the furnace and can thus only be used
for protection purposes, The BH and BP zonea only
measuye the zone temperatures.

It wa® previously mentioned that the exhaust gases are
pagged through a recyperator before leaving the mystem
via the stack. The recuperator has to be monitored so
that . it does not bacome too hot. Tt temperature is
monitored using several thermocouples. Whenever the
temperature becomes too high, cold air ig blown into the
exhaust gas in order to cool it down. The exhaust gae
temperature is meamsurad inside the stack so that the
efficienay of tha_ reoupsrator cosin be estimated. The
recuperator heats up the air for the burners located in
the TP, BP, TH and BH zones o about 400*C, This is done

A e
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to conserve energy. The air pressure ingide the pipes
feeding the above mentioned burrers is also controlled.

The s8oak zones are fed with air at ambient temperature.
The pressure in this aystem ias controlled separately.
The gas pressure in the main gas line iz also controlled
by vat anothey control loop. 1In order to pr.vent the
cold outside air from entering the Ffurnace the internal
pressure is controlled at =slightly above atmoapheric
pressure.

The Bottom Heating zone was chogen as critical for this
project because it presented the most difficulties.
According to: the plant technicians the BH zone
tenperature cycled more often than any of the other
zones and that its controllers were the most difficult
to tune. It was thus decided to work on this zone first.
Pesearch findings and experience gained could then be
applied to the othar zones.

Appendix B shows a detailed control diagram of the BH
zone, As previously mnentioned, steam and oil are no
longer wused and can be ignored., Figure 2.4 shows a
gimplified diagram of the control smetup. The temperature
controller can receive its setpoint from either the
mainframe coordinating computer or f£rom the operator via
the front panel of the controller. The measured variable

ia  aent to the controller via one of the two

thermocouples. The reason for having two thermocouples
ia that the one backs up the other. The operator can
switoh between the two. The output of the controller i=
then sent to a ourrent to pressure converter. The
pressure signal then operates on the butterfly wvalve in
the ga® line. The piston together with the valve
dieplays a linear responsa.

The =escond control loop ragulatex the air flow. This

A
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controller receives its setpoint from the ratio station
which is set to a fixed ratio. The ratio station in turn
racaeives the gaa flow signal vis the flow sensor. Thia
‘sansor consiste of a venturi tuba togethar with a
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Fig 2.4 Control Diagram of Bottom Heating Zone

cortroller receives its setpoint from the ratio station
which is met to a fixed ratio. The ratlio station in turn
receives the dgas fFflow signal via the flow sensor. This
gensgor consists of & venturi +tube together with a
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Differential Pressure (DP) cell. Root extraction is
performed on the signal before it is fed to the ratio
station. The measured variable in this loop is the air
flow, The controller receives this measurement from the

masg £low computer which compensates for the het air _

temperature. The air flow sensor in this case is an
orifice plate in conjunction with a DP cell. The cutput
pf the controller ism then again ment to the butterfly
valve "in the air pipe via a ocurrent to pressure
converter. This time the characteristic of the valve
together with its piston is logarithmic. The original

~linear response wae <changed to logarithmic becausge the
regponze of the air flow was very slow and resulted in-

inefficient burning.
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CHAPTER 3 Modelling the Furnace

This chapter discusses the ateps followed in developing
a dynamic model for the furnace. The resulting model im=
then executed and evaluated using & digital computer
gimulation package.

3.1 Lo ng Data

The first step in the nodelling of the furnace was to
log real data. As no suitable software was available
that would function ag desired with the A/D converter
plug-~in card for the IBM PC computer, it was necessary
to develop the necessary routinea. A routine was
required that allowed the logging of all sixteen
channala for saveral days. The data had to be stored on
hard disk in a format that could be read by the later
developed graphics routineg. The logging routine also had
to allow the setting of the logging interval to a
precige value. Once this software had been completed the
logyging of real data was started.

3.1.1 Development of the lLoggqing Software

A sixteen ochannel A/D converter plug-in card with four
D/A channels was purchased. This card was plugged into a
portable IBM XT conpatible computer. The software that
wag delivered with this card was unfortunately not
suitable. It was therefore necessary to develop the
required routines, ' v -

~After looking at recorded data of the furnace it was
seen that the rime time of the system was about two
ninotes, A sampling period of a tenth of the rise time
iz usually sufficient. This would result in a twelve

e P el R Tt S
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second sampling period. It was decided to log at five
second intervals which easily satisfied this condition.
The Nyquist oriteria states that the sampling frequency
must be at least twice that of the highest frequency
gignal in the hystam. The furnace is much slower than
ten seconds and the five second sampling rate therefore
confortahly satigfies the Nycquist criteria.

A program thus had to be written that ﬁbuld log sigxteen
chamnels at a gampling rate of five =econda. This
program allows the wuser to start the logging procees
after any key is depressed. It then diaplays the time
every five seconds =0 that the operators can see that

logging -is in progress and therefore do .ot interfere. .

Every hour all the data is automatically saved in one
£file on the hard disk and logging 18 continued. Data can
thus be logged over twenty four hour periods and more.
Whian any key is depressad on the keyboard the data
logged until that instant is =aved and the programn
halts. The portable keyboard can be locked so that
nobody without the key can satop the logging. This
program was written in Turbo Pascal and is given in
Appendix C.

The logged data was then saved on disk. It was, howevar,
necessary to develop another routine that would display
and print the data. This program was much more involved
than the first. Figure 3.1 showsg the main menu available
and gives an indication of all its features.

The usar first has to enter the number of hours over
which he haz logged data and the number of samples taken
per hour before he reaches the main menu. Here he has
the option of dizplaying all channels one at a time for
al)l the logged hours. Altarnatively he can chooss the
channels ha wants to display and whether he wants them
all on one graph or s=eparately. The time period that
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<1> Display All Hours Maximum Range _ f !
<2> Display All Hours Autoscaled :

<3» Display All Hours at Given Range ? - §

’ |

 <4> Dismplay Selected Hours Maximum Range ' : }

_ | |

<53 Display Selected Hours Autoscaled : f

¢<6> Display Selected Hours at Given Range :

{C>hannel Selection

{O>verlapping Or {8>eparate Graphs é

{Adctivate Or {DYeactivate Printing Option? O

{X> Exit Program i
Fig 3.1 Main Menu of Graphica Routing P i

needs to be displayed can also be chosen.

Another feature of the program im that the user can
manipulate the Y-axis range., He has three options. The ' i

firat c¢alled maximum range selects the range 0 to 5000 ;
(i.e, OmV to 5000nV}. The Autoscale option first f
searches through the gelected channels and finds the i
minimum and maximom value. If the difference between
these two is larger than 1000 these two limita bacome
the ¥-axis minima and maxima reapectively. If thie
difference is smaller than 1000 the program inoreases it
to 1000 by adding to the maximum a salculated amount and
gubtracting the same amount ¥rom the minimum. The last
option allows the user to enter the Y¥-axis minima and

42 R St 2
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maxima. Here the program will auntomatically ignore any
value axceeding these limits-

This program automatically senses the type of screen and
allows the umer to print the graphs in either draft or
high resolution ¢guality. A separate procedure that would
read the screen pixel by pixel and then fire the printer
needles directly had to be developed because the DOS

graphice program only allews the graphics acreen:

printing on a CGA screen. However, a Hercules graphics
card with a monochrome screen was used for this project.

When all channels are selested to be diasplayed
separately the program gencrates the correct headings.
However, in &ll other cases the user can chooase the
heading. The pfogram generates its own file names unless

the user specifies that one hundred hours were logged in

-which case it will prompt for the data filename.

The furnace characteristics such ag rige time,
disturbances etce., had to ba determined from the graphs
genarated from the logged data and it was thug necessary
to program a routine with all the above features. A
printout of this program is given in Appendix D.

The Dat imenta

It was necessary to check the accﬁraqy of the
inatrumentation of the whole furnace to ensure that the
logged veadings ware relizble. The furnace had heen on
& shutdown for majntenance recent.ly and everythxng wWaH
therefore oalibrated. In order to use the available

gixteen channalas most effactively it was daaided to log

the following mignals:
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-~ Soak Zone West Sstpoint
~ Soak Zone West Temperature
= Soak Zone East Setpoint
~ Soak Zone Bast Temperature
-~ Top Heating Zone Setpoint
Top Heating Zone Temperature
- Bottom Heating Zone Setpoint
- Bettom Heating Zone Temperature
= Top Preheating Zone Setpoint
- Top Preheating Zone Temperature
Bottom Preheating Zone Setpoint
Bottom Prehsaating Zone Temperature
- Furnace Pressure

Main Line Coke Oven Gag Pressure
Bottom Heating Zone Air Flow
Bottom Heating Zone Gas Flow
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A problem occurred when connecting the A/D card to the
ingtrumentation equipment. Althougl, the DC voltage
levels between the instrumentation equipment grounds and
computer ground were checked to he zero the A/D card was
damaged. The fault was later found to be a 110V AC
differance between the two grounds. The'computer's_earth
had been disgconnected. Re~conneating the earth solved
the problem. After the card was repairsf the logging
could be continued. '

Long leogging sessions were run first to #ee if any
useful data counld be logged in such a way. This method
lagat affected plant production, It was, however, found
that not much could be done with this data. Only smail
steps took place during this time which were too small
in relation to the disturbances. A mingle step in only
one zone did not occur in any of the long run sessions
and the effects of the zones on each other could
theratere not be dstermined. '
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Spacific tests had to be run. There, however, affect

- production and it was therefore necepsary to wait. for a
time when <these testas had the least adverse effect on
production. For this purpose the furnace had to be on
manual setpoint. Sometimes months went by before any
teste could ke performed.

The duraticn of a typical test was in the reglon of one

- hour. 'During this period the conditions had to be ideal
i.e., no interferences. This was however seldom the case
and the tests therefore had to be repeated numerouy
times before satisfactory results were obtained. The
kigger the step into the system the bestter the resulting
data would be. This is due to the fact that usually the
amplitude of the noise and disturbances stays constant
and a bigger step therefore reduces the modelling error.
However, when stepping temperature setpoints great care
had to be taken to ensure that the temperature would not ' Ei)
bavone too high thus damaging the furnace.

It was observed that the Bottom Heating Zone was not
affected by temperature variations in the other zones.
The push rate of the slabs through the furnace affects
all zonea. A dip in temperature could usually be noticed
in all zonea whenever a new cold slab was pushed into
the furnace. Enough useful data was eventually logged to
model the Bottom Heating Zone ¢f the furnace.

3.2 Dipcugsion >f the Results

The f£irat set of tests are used to establish whether a
step in one of the other furnace zones has an effect on
the Boktom Hesting Zone. Subsequent tests are then
performed to characterize the Bottom Heating Zone. '
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3.2.1 Stepping the Soak Zones

The PBottom Heating Zone is switched to manual control by
pushing the manual button on the temperature controller.
This effectively puts it dinto an open loop
configuration. Next both Socaking Zones are stepped by
40*C by increasing the temperature controller's getpoint
by that amount, The resulting graph is given in figure
3.2,

It is believed that the peak in the temperature of the
Top Heating Zone was caused by the stepping of the Svak
Zones since they are adjacent to each other. The doors

of the furnace were opened for a short period shortly:

after the =tep but could not have caused such a large
effect on the Top Beating Zone. However the zome we are
actually interested in, the Bottom Heating Zone, was not
at all affected by this step. A slab was t:s'ien out
fifteen minutes after the start of the test. A small dip
in the Bottom Heating Zone Temperature could be seen.
The two preheating zones showed an even larger dip.

Fourteen minutes Jlater another =alab was taken out and

large dips in temperatures were noted in all zZones
accept the Bottom Heating Zone which is not affected. It
can therefore be concluded that the Sovak Zones have a
negligible affect on the Bottom Heating Zone.

3:2.2 stepping the Top Preheating Zone

It was poasible to step thia\%one by a 100°C because the
ateady state temperatﬁre at  hat point was gquite low.
The resulting graph is wshown in Figure ! ,3. All other
zones show a slight dip in temperature which might be
due to the pressmure drop in the main gas line caused by

thia wvery large step. The drop in temperature in the
Bottom Heating Zone, however, is #ov small that it can be

-
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neglected., Twenty +two minutes after the start of the
test there is another drop in temperature, larger than
the first. This drop is caused by a cold slab that is
pushed into the furnace at that time. From this test it
can again be concluded that the Top Preheating Zone has
a negligible effect on the Bottom Heating Zone.

3.2.3 Stepping the Bottom Preheating Zone

The Bottom Preheating Zone im adjacent to the Bottom
Heating Zcne, Again it was possible to use a large 100°C
step. Thiz time no temperature drop is noted in the
other 2zones altnough the same pressure drop i® noted in
the main gas line. This suggests that the drops in
tenperatureg after the Top Preheating Zone was stepped
weére not causged by the main gas line presaure drop. The
Top Heating 2Zone again dierplays a peak after the step
input to the Bottom Preheating Zonez. At the end of this
teat, at 329 minutes, a s&ladb is takea out and this
results in small dips in zone “emperatures. However,
this test again shows that the Bottom Preheating Zone is
unaffected by the Bottom Heating Zone, Figure 3.4 shows
the results of this test.

3.2.4 Stepping the Top Haating Zone

If any of the Zones would affect the Bottom Heating Zone
one would expect it to be the Top Heating Zone, because
it is directly above. From the previoua testa it can be
seen that this zone is the one that iu affected most by
sl) other =zoneg. Should the Top Heating Zone affect the
Bottom Heating one would expect all thege interferences
to fLiltar through to the Bottom Heating Zone., It im
therefore important to detsrmine the interaction between
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Figure 3.5 shows the result of a 60°C step into the Top
Heating Zone. No slabs were taken in or out during this
rest and it can be seen that the Bottom Heating Zone
atays at a constant temperature.

After all these teate it can therefore be concluded that
the Bottom Heating Zone is not noticeably effected by
any other zone.

3.4.5 Performing a Cloged Loop Test on the Bott.m
Heating Zone

The results of this test can be suer o Tigure 3.6,
puring the test the gettings for the tempeurature
controller were as follows:

P : 80%
I ¢ 120@ec

D : disabled
while the combustion air controller was got ag follows:
P 250%

i : 32smec
D : disabled

-

A 100°¢c step wasn used as the test signal. Tha results
ahow that the gas flow increases much faster than the
air flow although they are met at a fixaed ratio., The
acoess gag causek 4 black flame which is not demirable
gince it indicatea inefficient burning.

The alabs inaside the furnace are at their desired
temparature throughout the taest. No cold slaba are
jnserted during thse test and therefore no heat can be
abgorbed by a cold slab as is the case under normal
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running conditions. This explains why the zone looses
tenmperature very slowly after it is stepped down again.
The pilot flames are sget too high and the gas and air
therefore stay at around 15% instead of the required 4%
which furthermore decreases the rate at which the Bottom
Heating 2one c¢an loose itas heat. This test iz not good
but displays the c¢haracteristica of the Bottom Heating
Zone, The opén loop test that £ollows will be nore
ugeful.

' 3.2,6'Parforming an Open Loop Test on the Bottom Heating
Zone

In order to perform an open loop test the temperature
controller is switched into manual by pushing the manual
button on the controller. The = butterfly wvalve
controlling the c¢oke oven gas flow can now be operated
directly from the controller faceplate. The combustion
air controller kept the same PID settings as it had in
the closed loop test.

The gas was then stepped £rom about 15% to 30% of
maximam £low. There were difficulties in obtaining a
gteady 30% because the temperature controller is of the
old type requiring & dial to be turned in order to
~change the manipulated variable. After the dial is
turped the result is checked on the chart recorder. This
i¢ more accurate than the analog display on the
controller. This is a time consuming procedure which
resulted in a few readjuatmapta because the gas Fflow was
too high after the very £irst setting and would have
caused the furnace to overheat. A small peak followed by

a dip in the gas Elow graph is thevefore seen,

The reaulting graph ia given in figure 3.7. Tt ia
interesting to =ee that the combumtion air flow is much
slowsr than the gas. During the step-up stage the air to
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gas ratio becomes so small that there is no enough air
to burn all the available gas. The air flow therefore
determines the amount of heat generated by the burners
during this phase. When the gas iz stepped down the air
to gae ratio exceeds one. This results in more heat
leaving the furnace via the exhaust gases than is
nécessary via the unuzed combustion air. :

This graph was usmed extensively in the modelling stage.
The step response displays the mame characteristics as a
first order asystem and we therefore generate a first
order model for the Bottom Heating Zone. All the steady
gtate values and the rise time were determined from this
graph and will be discussed in the following section,

3,3 Derivation of the Mathematical Model

In order to model the furnace the energy balance had to
be determined. PFigure 3.8 shows +the different energy

‘gainz and loases of the Bottom Heat Zone.

Burner I | Hot Exhauet Gas
>| i >
Hot aAir | Bottom |
2| Heating | Convection &
Warm Gas | Zone l Conduction
)I i ?
1

Fig. 3.8 Energies in the Bottom Heating Zone

Due to .he opén loop test characteristics we assume a
firat order system and get the followinyg asguation:

c*dT/dt = £la,g) ~ kL * T - k2 * @ * Te + k3 * g * Tg

+ k4 * a8 * Ta tui;lco--o%ulanitt.otintltila(l’




where: : '

c = total heat capacity
T = zone temperature
£la,g) = energy generated by the burners
- a = combustion air flow h
g = goke oven gas flow
e - = exhaunt gas flow
kl = heat capacity of furnace walls and =labs
. k2 = ppecific heat of the exhaust gas |
o k3 = gpecific heat of the coke oven gas
S k4 = gnecific heat of the combustion air
N Te = exhaust gas temperature
Tg = goke oven gas temperaturs
Ta = gombustion air temperature ‘

' the objective now is to determine all the constants so
that anr equation involving three variables namely, a, g
and T can be obtained.

The three temperatures Te, Tg and Ta are assumed to be
constant becaunse they only change slightly and therefore
affect the furnace negligibly. They are as follows:

Ta = 300°C
Ty = 35°C
Ta = 400*C

Tn order to determine the conatants k%, k3 and K4 we
have to Jlook at the chemical reactions that takes place
whan the combustion air combines with the coke oven gas
to generate heat.

Compoeition of Coke Oven Gas:

Ha H 55.6*
CHe t 24.1%




9.4%
2.8%
COa : 2.7%

Na

Ll

CaHe 3.0%
CaHe ¢ 0.8%
Cals 0.3%
Qa2 : 0.1%

-

"

Composition of Combustion Air:

Na H 79%
Oz s 21%

Therefore the main heat generating reactions are:
Ha #* 305 ~—~= H;O(g)
CHe + 205 —> COa + 2H20(g)
S . cO + 0z —> COa

From the above we determine that

0.56 * 1 + 0.24 * 1 + 0,09 * 1 = 0.850 moles of coke
oven gas

conhine with

0.56 * & + 0.24 * 2 + 0,09 * § = 0.805 moles of oxygen

to forwm

0.56 * 1 + 0,24 * (1 + 2) + 0.09 * (1) = 1,37 moles of
product

Now for each mole of oxygen we have 79/21 = 3.762 moles
of nitrogen. In tha above reaction we use 0.805 moles of
oxygen and we must therefore add 0.805 * 3,762 = 3,03
moles of nitrogen. This nitrogen does not react and we
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| _ therefore f£find it on both gides of the reaction. This
results in: '

1.37 product + 3.03 nitrngeh = 4.40 nolas of exhaust.

The composition of the exhaust gas is therefore aa
follows: '

(0.56 + 2 * 0.24) / 4.40 * 100 = 24% Ha0
(0.24 + 0.09) / 4.40 *100 = 8% COa
3.03 / 4,40 * 100 | = 60% Na

We can now determine k?. k3 and k4. The specific heats
for the varioum compounds and elements are given in
Appendix E.

0.24 * 0.403 + 0,08 * 0.525 + 0.69 * 0,331 = 0,367
v k2 = 0,367 koal/m?tC

0.56 * 0,306 + 0,24 * 0,372 + 0.09 * 0.311 + 0.43

% 0,311 + 0.03 * 0,387 + 0,03 + 0.444 + 0.01 * 0,532
= 0,328 )
wommd k3 = 0,328 koal/m3%C

And ki = 0,318 kcal/m*'C

The next step iz to express the exhaust gas flow e in
terms of a and g. From previous calculations we know:
0.890 moles gas + 0,805 moles oxygen ——> 1.37 mcles
product

maem> 1,695 moles in result in 1.37 molas out
m—m$ Ratic = 1.37 / 1695 = 0,808

— @ = 0,808 * (g + N 205 / 0,890 * g)
+ '(a- - 0.805 . 0!890 * g)
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s

B

—) @ = 0.634 * g *+ a

We pow have to find a funccion that describes the heat
generation of the burners as a function of a and g. The
calorific value of the coke overn gas is 4395 kcal/m2.
Assuning a surplus of oxygen we get:

fla,g) = 4393 * g
If there is not enough oxyger the combuzstion air flow )
will determine how much of the gas is burned. In this N
cagse we get:

£(a,a) = 4395 * (0.21 * a * 0.890 / 0.B05) = 1020 * a

The critical air to gas ratio at which there iz juet
enough air to burn all the available gas iu as follows:

Rocye = 0.805 / 0.890 / 0.21 = 4.307 '

o> for (a / g) » 4.307 f£(a,q) = 4395 * g | .
& for (a / g) & 4.307 f(a,g) = 1020 * a '

substituting the above constants we car now rewrite
equation {1} as follows:

c* ar/at = fla,g) - ki * T - 0,367 * (0.634 * g + a )
x 900 + 0.328 * g *x 35 + 0.318 * a * 400 -

I'Q.i...atill’(zj

The above equation would hold if the furnace displayed
linear charactaristics from 0°C to 1400°C. This i=,

however, not the case. The Ffurnace displays linear
characteristics in its normal operating range from about
1100°C to about 1250°C. We therefore add an offset of
Kese Lto the temperature. Therefore  agtual 2zone
temperature is8 Kuesxs + T. We can determine two ateady

|

e
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state conditions £rom the open loop test graph. The
first is at the 24 minutes ipterval. At that instant we
cbtain the fol?i- ving values:

Tinm ='1179fc
0.521 m*/s
2.719 m?/8

L]

4 T

[

. B2 mw

The other steady state that we will use is at the €
minute mazrk on the same graph. The values are as

follows:
Towae = 1129'C
Jawe * 0.264 m3/8

Admm - 1.228 ma/B

When the system is in sueady suate condition the 4T/dt
term is equal to zero,

X Gum * Aun) * 900 + 0.328 * gue
* 35 + 0,318 * a.. * 400

Now solving for the firat steady state condition:

Aimm/Jrma * ¥ 219 which is gireater than 4.307
s £.. = 4398 % 0,721 = 2289.80 kcal/"Cs

3 k1 = 1634.44 / Ta kcal/s

Now because of Tea=s we have:

Toww = Ta + Toga == Ty = Tiee = Toas

o= k1 = 163444 / (1179 = Togs) keal/s vevesesssl3)

S8imilarly for the second steady stais we get:
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Kl = B58.62 / (1120 ~ Tora) Koul/® scesercassld)
Equating (3) and {4) and solving for Teas:

— Toee = (1634.34%1129 - §58.62%1179) / (1634.44
- 858.62) :

—y T.,gg = 1073066'0

Wwa therefore choose Tous = 1075°C which l& a “"nice™
number. ' '

Using eguation (3) we gel:
ki = 15,716 kcal/s.

The last constani chat still has to be determinad is C.
We can simplify our equation as follows:

C/kl 4T/dt + T = cons#ant

romese: 0/kl = t where ¢ im the time constant i
I:{ _ x can be read off the open loop teat graph as 92 ;5

meconda. %

—— (& ® gé * 15.716 .;

——— = 1445.87 kcal

The remplting model of the bottom heating zona iz thua
ar follows: ‘

Taﬂnﬂ x T + 1075 'C

" where T is solwr? by

(
;
o
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dr/dt = (fla,g) - 15.716 * T - 197,93 * g - 203.1 * a}

144%.87
whare - -
: | 4395 * g for fa / g) ¢ 4.307 |
fla,g) = < |
1.1020 LA for {(a 7/ g) < 4.307 |
(. —

3.4 Evaipating the Derived Model

In order to evaluate the model a program is reguired
that will run the model. generate graphe and print the
results. The University of the Witwatersrand supplied me
with asome short pascal routines that supplied the bamic
building blocks for the simulation. A slightly changed
version of the graphics routine developed for the
logging part of the <thesis was incorporated into the
aimulation routine. A printout of the simzlation
routines can be found in Appendix F.

Figure 3.9 showe <the real plant response to a step
against the model generated cutput to the zame magnitude
step. The graphe showing perfectly straight lines are

the model graphs and the ones with fuzzy lineas are the

plant graphs. The bottom two graphs are the air and gas
flow and the top graph is the zone temperatuyre.

The plant graph displays a slight overshoot before it
settles to the same value as the calculated model
output. Since cur aggumption was that the furnace can be
modellied asdegquately by a first order syatem, we do not
see any overshoot .- the model's response. However, the
model displays the mame rime time of 92 geconds,

During the atep down phase the model is fasber at.the
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end of the step. In the section on the open loop test it
was explained that the pilot flames were incorrectly set
and therefore +the furnace only cools very slowly at the
end of the step. In addition it was found that the
furnace does not display the same rise times when
gtepped wp and down., We can therefore conglude that the

furnace hag aome non linear characteristica. Taking

everything into account until this point we can regolve
" that the ahnve model is a good one,

Figure 3.9 shows that the air flow curve of the model
does not fit the one from the plant at all. The reason
for this iz that one could only step the gas flow on the
plant while the air flow had to stay in automatic mode.
when deriving the mathematical model it was assumed that
both ¢gazx and air were stepped. The graphs in figure 3.9
prove that in such a case the model would be excellent.
However, we are working here on a real furnace whose
input air £flow curve resembles a ramp rather than a
step, Figure 3.10 shows the result when the derived
‘model is subjected to air and gas flow curves similar to
thoge of the furnace during the logging stage.

Jomparing the two graphs we see three important
differences. The rise time of the new response is 166
geconds which is considerably larger than 92 zeconds.
The reamon for the larger rise time im that in the
beginning of the step the air to gas ratio is below the
required value of 4.307., There is excess gas that cannot
combust due to an oxygen deficiency. The heat generation
is therefore governed by the air flow input curve until
this ratio is abova 4.307 again. The air flow curve
resembles -a ramp rather than a step and thus resalts in
a longer rise time.

The =econd important feature is that the satep down part
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of the response looks-even worse than before. This again
ia due to. . the air £flow. Again a large section of the
step down curve of the air flow is a ramp. Here the air
to gam ratic becomes extremely large which results in a
large amount of air being heated up to 900*C and then
leaving the Bbttom Beating Zone. The air is therefore
cooling the furnace and results in a faster coaling
curve for the model.

; ;i%f The third feature is that the model tempesrature curve
‘ ; digplays a =light overshoot. Thias suggests that we are
introducing aecond order characteristics by treating the
air and gas f£lows separately. However, when inspecting
the model more closely, this overshoot can be explained.
The air to gas ratio at a point after the step when all
curves have sgtabilized is 5.22. Since the gas has long
stabilized and the air is still busy ramping the burners
actually exceed the ideal air teo gas ratio of 4,307, At
that point +the Bottom Heat Zone will reach its highest
temperature. The Zone is, however, controlled at a
"gafer” ratio to ensure that the least amount of gas is
wagted., The temperature must tharefor decrease again as
the air to gas ratio reaches the value of 5.2z,

If we want to improve the model's step up response we
will have to reduce the rise time to something closer to
tha initial 92 seconds. The heat capavity € of the
Bottom Heating Zone is directly related to the rise
time. In figure 3.11 we can «ee the resmponze to our
input courves where the ¢ constant of the model has been
changed to 800 Xcal. The vresultant risge time im 110
seconds whick is much closer to the furnaces 92 seconds.

Howsver, thig improvement of the »rise time is at the
cost of an even greater overshoot and an even faster
f dropping tempsrature in the step down phasas of the teat.
The =slope of the redel's step down curve is now
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step.

A compromisé between the above tw; models had to be
found. PFigure 3.12 shows the responze of & model with €
agual to 1100 Kcal to the same input gas and zir curves
as praviously. The rise time of the calculated
tamperature curve is now 129 seconds. The overshoot i=
smaller again and the step down characteristics are
ulpser to tk= actual furnace's than the ones in figure
3.11, ‘ -

We there: @ conclude this chapter by noting that our
model only models the Bottom Heating Zone approximately.
However, the model is =still wuseful since it displays
very wsimilay characterigtics to the real furnace. What
makes this model special is that all wvariables and
conatants in egquation {2} have a physical meaning. This
im  import. for the later part of thisg disaertation
when dist aces and changes to the furnace will have
to be wmimulated in order to test the adaptive
controller. -

‘conmiderably larger even in the beginning of the down
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CHAPTER 4 The Adaptive Controller

This chapter describes the adaptive controller that is
uged in.-this dissertation. It explains the theory behind
its design and implementation on an IBM PC compatible
uging Turbo Pamcal.

4.1 Review of Theory .

The adaptive controller described in this chapter has
been developed by Macleod and Bergesen (1988). Further
modifications by MacLeod resulted in the f£inal version
for this disgertation.’

A new operator called the Delta or p operator iz used.
The reason for this is that the g operator and its 2
transform do not handle fast sampling very well. Under
fast sampling unstable =zeros are generated using that
methad. However, introducing the p operator solves this
problen. It is defined as follows:

p = E_%ul

where gq is the usual shift operator and T iz the

sanpling interval.

Another advantage of the delta operator is that at high
sampling rates it givem a close correlation between
exact continuons and exact dQiscrete transfer function

. plant medels.

The transform corresponding to the delta operator is
called the TI'-transform. Figure 4.1 shows the stability
region in the [-transform. We should note that as 7
approaches zero i.s. very fast sampling, the left hand

.
;g
=
X
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Fig. 4.1 Stability Region in the P-Transform 2
plane becomes the smtability zone which is then the same %
as in the Laplace transform. ' E

The first step in designing the adaptive controller iam
the developnent of an estimator. A robust estimator
structure is used. We start of with the general equation

%
E
Alp)y(kt) = Bi{piulkt) + Vvikt) §
8

For convenience we drop the &rguments

w—cy Ay = Bu + V

In ordar to include measurable deterministic
disturbances and measurable random digturbances we get

AY = Bu + Fz + 4 + V¢ llli.lll!'.itb.l..!'ll..‘ilOtS)

where
A= ag + arp + &RPS* sevrasnnanss + PV
B = hn"+_bLP + ban+ s rrdenvesasny PP
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£o + f;p + fzp%+ vereveeasnansa + P¥
measurable random disturbance signal

meagurable deterministic disturbance signal
modelling error and noise

F
2
d =
v

N

The neasurad disturbance signal 2z isg used to develop an
adaptive feed forward block and the measurable
daterministic disturbance azignal is used to model known
waveforms.

The deterministic disturbance d iz described by
Dd =

where D iz called the deterministic disturbance nulling
polynomial and is representad by

D = A, + d:_p #* dgpa"‘ resssssessrnes F P"

In order to eliminate the deterministic disturbance & we
nultiply equation (5) by D.

14

m——) ADy = BDu + FDz + DV

but D has roots on the mtability boundary and woule thus
raegult in amplifying the noise V at high frequencies and
we therefore use

D' = p + €
Row dividing through by D' results in

¥ = RD a + m z + QV io:taaulnﬁttt!li‘!lnvltlts)
D ' D

, 5 which ig effectively a High Paas Filter

oo
. 3
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We also band limit .the estimated model by introduecing
the Low Pass Filter '

-
-

E = @ag + eLp + eap’-l' sessrsavsvuee + _p“

This filter is used to filter the w, y, z and ° signals
to eliminate the high frequency components. Equation (6)
thus becomnes -

" ADy <= BDu+ FDz+ DV
' D'E D'E D'E L'E

We now define the output of the high pase filter am y'.
wons) y' = D/LT ¥

And reuefi ing th~» low pass filtered signals as follows

D/(D'E) ¥
D/{D'E) u
D/{D'E) =z
B/(D'E) v

Y=
Us
L
Ve

K

we get the filtered model
Ays = Bug + FZeg +* V2 sesscarsvescscssnnsssl?)
Adding Bye to both aides gives
Eys = Eys ~ AYs t+ Bug * Fza + .
Siné;.r{ - Eya
v m— yf = fE -~ Alyx + Bug + FZe + Vva

Ignoring the noise term vs we can generate a standard
regramssion for y'{(k) as followa:

s et s
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y' (k) = #(k-1)7 . vik)
whera

$(k-1)T = IYg(k);cotph-ly;g(k):ui‘k);-on}?’“ﬂg(k);Zg‘k);onlb”Zg(k,l
T{k} = [eo—ag,e;—a“...,e,,-:,—a.,..;_,ha ut.obmpfa saesf (] '

The above equation can be realized using a recursi re
least asquares algorithm. '

Gocd recursive estimation relies heavily on sufficient
excitation of u. As this is not always posaibid a
relative deadzone function is used that ensures tiat
parameters are only updated if u has aufﬁicienﬁly
changed. The function is as followa: '

- o
' ] e~g if e > g
fig,e) = < 0 if el £ g9
- | e*g if e < -g
L

The relative deadzone is= now—deveioﬁed to vary the #iza
of g. The function m{k) is defined as follows: b

nik) = pomi(k-1} + Qo + Qolutik-1)1 + Qaiv'(k=1)i + 8 2" (k-1)i
whare o |
pe'€ (0,1)
fo 2 O _ s ' L
8, 2 0; i
Qa 2 07
Qs 2 0;
: O3

Ra

and choome fo € (po',1) and m(0) = mp
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go that
ing(k)! < m(k) for all k

m{k) therefore low pass filters the process input and
output signalas. It must be larger than ihe noise term

' nsi{kl}.

For a unity gain deadzone filter m{k) becomes

mik} = pom(k-1l) + {l-pa}ifna + Raiiu'(k-1)} + Qzly"'{k-1}]

+ Qaiz'(k-1}}1 o
The deadzone can then be inplemented as follows:
8 = yQas + 1/(1-p)

where 8, > 0 and p € (0,1}

We therefore defive the magnitude function alk} as
follown:

—
| @ if lel{k) < Bm(k)

fhy alk) = ¢
¢ | P - £letk)iBnlk)}/e(k) otherwise
— ' '

Wa can now write down the RLS algorithm in two stages in
recurasive form as follows:

#(lc) = #{k-1) + alk) . Flk-2)8(k-1) . alk)

T (k=1)*P(k-2)8(k-17 + L
_ ' : (8)
P(k-1) = P{k~2) - a(k) . 2{k=-2)}#(k-1)8#{k-1)TP(k~2)
F(-1"P(k~2) (k-1 + 1
{9)

We have now defined the robust estimator by equations
(8) and (9). The above RLY algorithm iz numerically
implementad by using the UDU™ factorization proposed

o — : LT T R e TR
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L)

by Biermann which is more robust. - .

The robust controller design must now be performed. An
explicit closed loop pole assignment algorilhm is used.
The design iz made robust by:

(1)

(idi)

not cancelling the open loop zeros. .
providing for the nulling of deterministic
digturbances a# well as deterministic setpoint
tracking. _ _
checking whether any of the estipated plant
parameters are zero which would not ailow a
golution of the pole placement equations under
noxrmal conditions.

We etart of by assuming that setpoint y* gatisfies a
model of the form

Sy* = 0

where 8 is a monic polynomial of degree p, and has
roots on the stability borndary.

By the Internal Model Principle the zontrol law is

LB.U » Py* ~ Gy

where
L
D

g
<}

o

Io + lap + 4o + P® .

daterministic nulling g-lynomial as defined
érevioualy |

é.u +pmp " ‘..__'_, Pﬂ

Ho ¥ gap t sy * PT

Now, sat L' = I1D8 and P = G

ey T,'0 = Pa cosavrnavesatrsansvarrancsrsesnueransas 10}

AP L A

N D

¥y
o

S P

o




where e = (y* - v) '
Furthermore

Y/Y* = Gee(p)
where

an = PB/L'A = PE .
1 + PB/L'A L'A + PB

from the above equation we can see that the closed loop

poles are given by

L'A + PB = A* ﬁo--onnnn.--o-oa..o.dqncouun-utttvtll)
where 2a* iz the desired closed loop characteristic
polynomial, The appropriate contrcller is therafore

caleoulated by solving equation (1l1) for a given A¥*.

The next step in the design is to incinde a feed forward
component in the control signal.

) Y| = u' - gz q-nloonos-o.o-i--a-oooou-nnclcuuttu‘lz)

where
H iz some desired feed forward transfer funetion
2 is the measured plant disturbance '
u' is the control input gignal derived from feedback

_'Now using
ADy = BDu + FDz + ADV
_'and multiplying through by L8

=) ADLSy = BDLSu + FDLSz + ADLSV

-~@ RSO T I S g L A T L i

B -
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Now, gince ADLS = A* ~ BP {using equation {10}}
and DLSu = P{y*-y) {(using equation (11))

M

’ 2 ve get the following by substituting into equatioa (12}
A*y = BPy* + DLS(F - BH)z + ADLSV

From the above eguation we can see that in order to null
_ the disturbance aignal through feed forward we have to
. choose :

: S H= F

£

7l
i
- dm

] }1 where Dy, is mome stable polynomial to make H proper,

3

R,

EE The above statement would constrain the pelynomial B{p)
i . - to be stable. We therefore factorize B as follows

B = B*B~

where B* represents all the zeros inside the stability
zone and B™ represents all zeros outside the stability
zone or  zeros corresponding to poorly damped or
ogeillatory modes. We ¢an therefore design the feed
forward transfer function by

H‘ E li!ﬂ...i.ll‘I..ll..Cll"til‘l.it.i(la,
B*Day _ .
which will ensure s stable control signal response. It
should be noted that this design will not display
parfect disturbance rejection when B-<>0.




52

4.2 Presentation of Algorithm

The above mentioned algorithm iz implemented on an IBM
AT compatible computer using a procedure writiten in

Turbo Pascal. A listing of this procedurc is given in

Appendix G. The main procedure is called “adaptive
controllexr”, In its parameter list it expects the
manipulated wvariable. The adaptive controller routine is
called hy the gimulation program that was described in
the previoua'chapter.

The adaptive controller procedure ig divided into three
main sub-procedures, They are called apconl, apcon2 and
PiDalg. At +this point it should be noted +that the
procedure apcond is also part of the adaptive
controller. It is only called once to initialize all the
controller variables and therefore is called by the
simulation program and not by procedure "adaptive
controller”,

Apconl implements the time critical part of the adaptive
contraller design. It uses the results from tho previous
apeeon2 . calceulation., Once apconl has finished its
calculations, it returns the three PID c¢onstants to
procedure adaptive__ _controllar. Internally it  uses
procedure dead to calculate the dead zone non-linearity.
Thae results are then uxed by RLS1 which uses the
previcusly calcalated Kalman gains +to compute the new
parameter egtimates. In the last part of the procedure
the actual PID parameter calculations are done.

Apcon2 exacutes the non-time-critical part of the
sontrolier diapason algorithm, The bulk of the paranmeter
estination work is handled by this procedure. It first

high paas filterz the control input and the feed forward

- measurenent before c¢alculating the dead-zone width. In
the last step of apcon? procedure RLS2 is called, RLS2

.. "y
E
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18 regponsible for the caloulation of the Kalman gains
and the updating of the Recursive Least Squares

parameter estimation. A four atep method is used to

compute the Kalman gaina.

In order to use the results of apconl a PID controller
ig required. The procedure PIDalg implements such a
controller digitally. It will calculate the controller
output from’ the given inputa i.e. metpoint, measured
variable and PID parameters and forward it to the
simulation program. The above routines will be used
extensively in chapter 5 where we test the design u31ng
the developed furnace model.

Ny
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CHAPTER 5 -Simulation and Testing

This Chapter describes how the alaptive controller
algorithm is integrated with the furnace model and with
gimulation software to allow the execution of various
teats. All the tests are then described in detail.

5.1 Integration of Adaptive Controller inte the Svstem

As explained in the modelling section we know that both
the gas and air flows determine the amount of heat
genérated by the burners, Beth flows are controlled by a
controller, It was decided to wuse the adaptive
gontreller in plage of the existing PID gas controller,

'+ air flow controller receivem its setpoint via a

‘vatio station from the gas flow measurement. Because of

the sinmple nature of the air flow controller and the
cbservation that it works well in practice, thim
controller can be adequately approximated by <the
function

air = K * gas where K is the set ratio

This aimplifies the whole system. However, it takes time
bafors the air £flow controller receives its getpoint
gignal from the gas flow controller via the ratio
station and we therefore delay the air flow response by
one sample interval. |

1t was decid;d to disable the feed forward function of

the adaptive controller. After all the initial

parameters had been set up, a test run was performed.

The result was that the controller did not atabilize.
Tha caiculatad'P;_I and D valves kept on oscillating and
resulted in an uncontrolled zone temperature. After
looking at this problem carefully it waa found that the
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second order adaptive contreller was trying to'identify
and control a plant that ~ behaves essentially like a
first order system. There are therefore toc many degrees
of freedom for sasuch a system. A decision was then made
to usze a PI adaptive controller inatead. The source code
was modified accordingly.

The adaptive controller parameters were chosen toc give a
closed . loop response with half the rise time of the open
loop response, The resultant PI adaptive controller
proved to be succeszful as is shown by the tests that
follow. '

5.2 Fixed Controller Zero versus Calculated Contreller

Zaro

Normally when setting up the adaptive controller one

would first decide on the type of response required from
-the cloged loop system. One suggestion i3 to chooge the

closed loop response so that the resultant rise time is
half that of the open loop system. The closed loop poles
are then calculated 80 as to give this specified
performance. However, a first order system hag one pole
and the zero contriputed by the PI controller can
therefore be placed so as to cancel it. This is easy to
do if the tiwe congtant of the plant is known. The
cloged loop response is then dominated by the remaining
poles which can be specified at will. For our system the
open loop time conatant is approximately 100 seconds.
Figure 5.1 shows the results of such a test run. In all
the following 'temperature graphs the top two curves are
the zone temparature and its setpoint and the bottom two
are the gae and air flows. On the PI graphs the curve
initially at the top is the I constant in seconds while
the bottom curve is the proportional bard P.
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It can be seen in figure 5.2 that the first P and 1
constants calculations ocour at the 15 minute mark when
the adaptive controller design is activated. At the
gtart of the tesat the P and I values are chosen to give
a poor response as can be seen in figure 5.1, The
adaptive controller improves the response immediately
once it is activated. It keeps on improving the response
until it reaches a rise time of 55 seconds for the last
step which is wvery close to the specified 50 seconds.
The resultant P and I valve: aret

P = 65% and I = 97 seconds

These are conmparable with the controller settings used
on the actual plant, i.e.

¥ = 80% and I = 120 seconds

Another way of setting up this controller is to use the
gystem identification estimates to place the controller
zernv. As the system is better identified the controller
design would improve. The advantage of this would be
that the user cocould sapecify the rise time that he
regquires. The controller would take care of the rest and
achieve thir goal) if the aystem is capable of attaining
the specified rise time.

Figures 5.3 and 5.4 show the resulting graphs. The
setpoint curve is the same as for the previous test. A
rize time of 50 seconds is specified. The first step
after the adaptive controller is activated shows a very
bad response, The Tenperature does not reach th

required aseipoint throughout the step. Furthermore the

PI gfaph shows a negative initial I value which is cut

off at -1000 smeconds due to an IF statement in the
controller algorithm. Three minutes later a I value of
+1000 seconds i caleulated which effectively disables
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the integral action,. It is thus understandable that
under these conditions the setpoiat cannot be reached.

The proportional band, however, is quite stable during

this poriod. At the end of the test we can see that the

controller has »r covered conpletely. The final P and I

valres are:
P = 63% and”i = 95 meconds

The . abd.e two values are very mimilar to those obtained

‘in  the previous test. The user apecified rise time of 50

seconds iz  achieved. It can thergfore be concluded that
thig controller setup "performs as expected after the
initial transient.

' The reasons for the initial unsatisfaé&ory response were

found to be the poor AC estimates of the identification
algorithm. The c¢alculated controller zero iz a fur.stion
of the user specified rise time and the A0 estimate
which relates to the plant zero. The positibn uf the
controller zero therefore changes with the A0 egtimate
resulting in a varying controller specification.’

" In order ¢to improv the initial response it was decided

to give the system identification part of the adaptive

~wontroller good initial parameter estimates. Bowever,

this had no effect on the response. It was then decided
to change the cortroller algorithm =so ‘that it would
check the calculated P and I values. Any negative values
would be replaced by more reasonables ones. Should there
be a negative integral value the algorithm would
effectively disable this function by choosing the very
large value of 1000 seconds. Similarly a negative gain
wonld result in & very small gain of 0,1 which slows
down the system tremendouzly.

#igﬁrﬁa %% and 5.6 ghow the results of this test run.

N

v

3
§
|
i
4

I A L TN R Xy R

16“""‘&-‘% g
-




T R RERT R SRANES

s Graph for Adaptive Ccmi:rdlle;

114

blera

Va




L 2
b
-

By & se O£ b2 81 21 9

sojgerJen I PUE § PEXOBY) YIIn O0UBZ JB]10J3u0] pRjRInoTEd

Erd

I_Congtants Graph for Adaptive Controller

Checked B and I Variakles

- Fidg. 5.6 P_an

Wi




-64—

It can be seen that the initial regsponse has been
improved., However the metpoint is still not yeached in
the first astep after the activation of the controller
degign algorithﬁ, Ag..in the ocontroller stabilizes and
its final P and I values are identical to the previous
ones.

Howevar, _the besat results were obtia’ned from the fixed
controller  zero design and we therefore use this
configuration for all future tests.

5.3 gimulation of a Cold Slab Entering the Furnace

AL A SR B N e S R

The entry of a cold slab can be mimulated by increasing

the constant k1l i.e. +the heat capacity of the furnace

: wall and slabs of equation (2) in seztion 3.3. In

, f. figures 5.7 and 5.8 the system is subjected to a 27%
| step increase in k1 at the 30 minute mark.

C

The result is a slight dip in the furnace temperature.

The gaz and air flow rates inorease immediately. When

comparing figure 5.8 to 5.2 we see how the P and I

estimates are affected by thim step. The proportiocnal

band experiences a dip at the 36 minute mark. It
eventually =mettles at 64% which is very cloge to the 65%

of the f£first test. The integral time displays a very

ginilar curve when compared toc the one in figure 5.2 but iy
eventually eettles at & lower value of 89 seconds.

i TRy R e i A P

The overall response of this test is good since the
gystem astabilizes and again achieves a rime time of 5%
seconds. This test therefore  suggests that thisas
controller wonld handle a large change in the heat
capacity of the furnace walls and slabs.




Py ....“..”.w.....v...”..........n”“. Lgiirhhe Tt EE A o L R S CRR R

B

SBNUIY

aseuany By} BUIJSIUZ GEIS PIO) PaIRINULS

Fig. 8.7 ¥one Temperature Graph for Simulated Cold Slab




-

sDEwLIng By} BUTJRIUT AES

pIop pajermuLg

0z

3

et
OF1
o1

os1

for Simulated Cold

Furnace

G

+ 3.8 P and I Const

t




-y -

5.4 Simulation of a Change in the Exhaust Gas
Temperature

Orne of the assumptions made in modelling the furnace wag
that the exhaust gas temperature iz a constant 900°¢C. In
this test we first step this temperature down to 500°C
at the 21 minute mark and then up again to 1100°C at 38
minutes., These steps are much larger than one would
expect inm the real system. The controller is therefore
taested under mevere conditions.

Figures 5.9 and 5.10 display the results. We notice a
temperature rise at 21 minutes due to the lower exhaust
gas temperature which results in a smaller heat loss.
The gas and air flows react by cutting both flows. At
that ingtant the P and I curves do not display
characteristice similar to thomse of figure 5.2. The
adaptive controller recovers quickly ag can be seen by
the =step starting at 34 mnminutes. However, halfway
through this step the system experiences an even larger
step to 1100°C in the exhaust gas temperature. A
relatively large decline in the zone temperatuie can be
geen due to the larger heat loss. This time a rise in
the integral time and drop in the proportional band can
be seen in figure 5.10. Again the controller recovers as
¢an be meen by the laat step. The final values for P and
I are:

P = 47% and I = 105 seconds

The controller” therefore choase a larger gain with lezs
integral action. From these results we can conclude that
the controller can handle large changes in exhaust gas
tempefatura
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5.5 Simulation of a Chgnée«in the Combustion Air.
Temperature

Another modelling assumption that was made was that the
combustion air temperature is a constant 400°C. At 21
minutes the air temperature is stepped down to 200°C and
then at 38 mninutes stepped up again to 600°C. Again
these steps a4are considerably larger than one would
expect from the real plant. The result isg expected to be
very simjlar to the test that was performed in section
5;4. Howéver, since the heated combustion air brings
energy into the system unlike the exhaust gases which
take energy out, we first expect a zone temperature
drop, The magnitude of the resultant digturbance in zone
temperature and PI values is expected to be smaller,
because the air flow is much less than the exhaust gas
fiow.

Figares 5,11 and 5.12 confirm our expectatiohs. The
controller stabilizes at the following values for P and
I:

P = 60% and I = 100 seconds

These values are again fairly close to the ones in the
first test of section 5.2 which suggests that the
combustion air does not  inf.uence the  furnace
characterigstics as much as the exhaust gag. Thig was
expected. Again the controller performs well under these
conditions.

5.6 Simulation of a Change ip the Burner Characteristics

The characteristics of the burner would be most afifected
by a changae in the calorific value of the coke oven gas,
We ' thersfore =step the calorific wvalue £rom 4395
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Kcal/m® to 5000 Keal/m® at the 21 minute mark. At 38
minutes we step it down to 4000 Kcal/m®*. The resulting
respongse is shown by figures 5.13 and 5.14.

Theme figures display a very similar response to the one
in figurem 5.9 and 5.10. By increasing the calorific
value of the coke oven gaz we increr . the energy output
per cubiz meter which resuits in. the small zone
temperature rise while the lower calorific value resmults
in a larger zone temperature drop. After the controller
has stabilized the P and I values are as follows

P = 50% and I = 103 seconds
These values are very similar to the ones in the exhaust

gas temperature tests. We can once again conclude that
the controller performs well in this test.

5.7 The Addition of Random Noise to_the Zone Temperature

The final test for the adaptive controller is the
addition of a random noise gignal to the zone
temperature. The amplitude of the noise signal is chosen
to be #5% of the input step amplitude.

Figures 5.15 and 5.16 show that the contrcller performs
reliably under these conditions. When compared to the
initial test in section 5.2 ybhich has no noise or
disturb:nce added to the saystem we find that the PI
graphs are very similar. Thi® confirms that the
controller design ia not affected by the noise and
suggests that the signal filtering used in the adaptive

montroller algorithm is effective. The final P and I

Ivariahlea are:

P = 66% and I = 96 seconds
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5.8 Evaluation of Adaptive Controller Performance

In the first part of this chaptar an interesting idea is
investigated. The position of the controller zero i=
made dependent on the identification parameters and
therefore allowsa the user to specify a rise time, It was
found that the controller attaings this rise time once it
has atabilized. This is only true for the case where the
syutem-'charaﬁteristina allow it. However, the controller
recuires asome time before it stabilizes during which the
zone  temperature ig not  kept at setpoint. It was
therefore dJecided to ume the fixed zero approach. Futurs
research would probably improve the atability of the
calculated controller zero algorithm.

Various - physical changes in the. furnace's
characteristices were simulated and the effects on the
controller were investigated. The gontroller performed
reliahkle under these conditions. The addition of noise
to the wmeasured variable i.e, the zone temperature had
no negative effect on the controller's abiliuy to
control the zone  temperature. These results are
enconraging and one ocould try this adaptive controller
desgign with a fair amount of oconfidence on the real
system.
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CHAPTER € Conclusions

In the first part of this dissertation we examine the
control system of a reheating furnace situated at the
Iscor Vanderbijlpark steel works. It is shown that the
Bottom Beating Zone is the most difficult to control and
this project therefore examineg a solution to these
difficulties.

In order to test potential controller designs it was
necespary to develop a mathematical model of the Bottom
Heating Zone. Simulation technigues can then be used to
evaluate closed loop performance.

The first step in modelling was to obtain furnace input
output data. Thi® was achieved with the use of a
portable IBM XT compatible computer and a sixteen
channel A/D converter plug-in card. The neceasary
logging and graphics routines were developed using Turbo
Pagscsal. Once the furnace was understood and its
instrumentation equipment calibrated the necesgary data
was logged using a sampling period of five saconds.

Various testd wers performed to determine what effect
the other zona® have on the Bottom Heating Zone. These
effacts were found to be negligible. An open loop test
was performed which was used extensmively in the
"modelling phase, It waas found that the Bottom Heating
Zone displayed a rise time of 92 seconds.

The goul of the modelling process was to develop a model

whose parameters would have a phyaical meaning related -

te the furhace, The model was thus developed using an
energy balance as its base. Three chemical reactions
were jidentified as the main energy producers.

 This mo&gl was then evajuated against the real plant
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data. An important assumption that was made was that
both the gas and the air £flow were astepped

gimiltaneously during the open loop test. This was,

however, not physically possible. The air flow curve
displayed more ramp-like characteristics. The model
therefore had to be "fine tuned" by using different
values for C the total heat capacity of the furnace. In
the end an acceptable nmodel was developed that displayed
very similar characteristice to the real furnace.

An adaptive controller developed by MacLeod and Bergesen
18 chosen. Tha reasons for this choice are that it is a
robust design developed for digital applications. It
allows ifa«t sanpling if necessary and employs a relative
dead zone %o ensure that ao parameter updating occurs if
the input 2rignal excitation is insufficient. The chosen
algorithm uses a robust controller design and provides
for the nulling of deterministic disturbances as well as
deterministic setpoint tracking.

The above algorithm was simplified to an adaptive PI
controller because the original adaptive PID controller
performed unsatisfactorily. The reasons for the poor
performance were that the second order PID adaptive
controller was +Lrying to identify our plant mode) which
is essentially firat order. This resulted in too many
degreas of freedom. |

The PI adaptive controller was then tested thoroughly
against the model. Tthe firast test used a fixed
controller zero design and the results were found to be
good. Both the P and the I wvalues calculated by the
adaptive controller were similar to those used on the
plant. This  furthermore suggested that our Bottr.k
Heating Zone model was a good one.

An interesting Jldea that wam investigated waz to employ

o
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‘& controller design algorithm that would recalculate the
contivoller zeroc position based on the system
identification parameters. This would allow the user to
specify the c¢losed loop rise time. The results proved
that this algorithm worked well once the controller had
stabilized. However, it displays poor contrel during the
initial wbages of the test. The fixed controller zero
design was therefore chosen for the other tests. Future
researcl’ into this field could be very interesting and
might resolve thim problem. :

“During the simulated wsevere furnace characteristic
changea the adaptive PI controller performed very well.
It handled ali gitvations without becoming unstable. The
noigse test  furthermore proved that the adaptive
controllsr algorithm is robust to measurement noise.

We can therefore conclude that this controller could bé"
usad on the real plant with a fair amount of confidence.
We should, however, remember that the controiler was
only tested via simulation against a simplified model.
The real plant could display characteristica not
displayed by the model.

This ﬁroject coverad a wide range of topics and was of
great educational value to the author. At the same time
it was thoroughly enjoyed.
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' f§4‘
 APPENDIX €

Listing of LOG.PAS, page 1 at 11:5% «n 03/09/90

'PROGRAM LOG (input,output);

(4430 AR R4 4RI

MSES
ort,
dos;

CONST
max = 1500
TYPE _
datarecord = RECORD
- . .samp0,
ganpl , Y
sanp,
ganp3 .,
sanpd ,
"7sam95p
sanpb ,
sanp? ;
ganpd .,
ranpd,
sawupl0,
zampll,
sampl, :
Bampl&; ) )
sampl’ - : integer;
END; -
samplearray = arrayll..max,0 ..15] of integer;
VAR
tfile : taxt:
st : : string;
gample : samplearray;
samples,
hour_no : integer;

{**********************t*ﬂ***********************i***************** Showtlme *]

FUNCTION time : string;
{#'R*********}

VAR
h,
m,
&y
a. + stringl2l;
hour,
. minute,
. sacond,
digits word;

BEGIN
gettiwne (hour,minute,second,digite};
atr(hour,h);

10G.PA8 page 1
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Listing of LOG.PAS, page % at 11:55am 03/09/50

‘ str(ninute,m);
gtrisecond,s);
str{digits,d); -
time t= h + 'H' + p -

n:t.._a-.'_r.u_i.&'_',t
END; C

{**ﬁ**************#*****ﬂ*tﬁ**ﬁ************************************ filedata k*

PROCEDURE filedata (filename :
[RARIRIHHRRRRXR RN | ?

string);

VAR _

no : intejer:

datrec : datarecord;

xydat : file OF datarecord;
BEGIN |

. filename 3= filename + ',DAT':
asgign{xydat,filename);
rewrite{xydat);

FOR no := 1 TO mamples DO
" BEGIN ,
o WITH datrec DO
o BEGIN
= gampl := samplelno,0];
sampl = samplelno,11;
gamp? := samplelno,2);
samp3 := sanplelino,31;
sampd = sanplelno,al;
gampd := samplelino,51;
gamp6é = sanplelno,b1;
gamp? := sanplelno,7l;
»samps sanpleino .81}
"samp? > sampleine,9);
gampl0 := sampleine,10);
gampll := gampleino,lll;
gampl? := gsomplelno,12];
sanpl3 := mample{no,131};
gampid := gamplel.o,14]);
ganplh s« samplelino,15};.
END;
write(xydat,datrec);
END;
_ close(xydat);
ERD;
'{*********ﬁ*****************ﬁﬁ*ﬁ*#*********k******************ﬁ Bampleaystem *
Proce” ire Bamplesystem (hour_ne,
I****ﬂ***************} samylns 1 intagar):
VAR :
channel,
i,3.4 : lntager;
s t string;

LOG.PA8S page 2




~B§-

Listing of LOG.PAS, page 3 at 11:55am 03/09/90

stop : boolean;
ch ' chary
{—-u—n-n P Pl i i Gl Y il yey g el i A oy . e e iy o s el e St st et Jl A S A ol sk gy e e, b . g ir it -

?ROCEDURE init (VAR sample : mamplearray):

CONST
value = 2500;

VAR
o no,nno : integer;

BEGIN
FOR no 3= 1 TO max DO
FOR nnec := 0 PO 15 D0
' ganplelino,nnoel ¢= value;
END;

{************k*********ﬂ******t*****k***********************t** aamples:zatem hd

BEGIN
stop 1= false;
i 1= 1;
WHILE (i <= hour_no) AND NOT stop DO
BEGIN
J o= 1;
init(sample);
WHILE {(j {= gampa.es) AND NOT keypressad DO
BEGIN
FOR channel := 0 TO 15 DO
BEGIN

: fclock bit clear
port{$7021 := (channel SHL 4) + 03; {channel select and software
{elock bit set
FOR d t= 0 TO 4 DO
gggln {loop until end of conversic
nanplalj,channel] := ({(port{g701] AND $0F) * 256) + port[§7C0};
EN;ample[j,channell := round{ (samplel3,channell / 409%5) * 10000);
H
FCR d := 1 T0 3 DO
dalay(1000);
gotoxy(1,10);
write{'Curreni Time ix 1 ftine);
inotlij);
EXD;
IF (3 <> (2amplex + 1)) THEN BEGIM
S stop 1= true;
[ . _¢ch 1= readkey;
L BND;
‘tr(ir’)’ C
filedata ('DATFIL' + &);

LOG.PA8 page 3

port($7021 3= f{channel SHL 4) + 02; {channel select and softwarel 3
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Listing of LOG.PAS, page & at 11:55am 03/08/90

ine(i);
END
END;

{#################i########*################################### npain program #)

BEGIN
portl§7021 1= $92; {initialize PPI!
alracy;
gotoxy(1i0,12);
wr. ={'Enter Number of Hours : ')
re Inlhour_nol;
gotoxy (10,14} °
write('Entey Number of Sanples pur Hour : ');
readlin{samplies); :
cirasor;
gotoxy(1,8);
write('8tarted Logging at @ Vobimed
gotoxy{1,10);
ausign(tfile, 'TIME.DAT' )}
rewrite{tfile};
writeln(tfile time);
closal{tfile);
aamplanyatem(hour_no}namplea);

4
i ;
i l?*
|
VT

append{ttila); _

writeln{tfile, time)} :

clore(tfile); B {9
£ND., ’

" LOG.PAS page 4
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Listing of GRAPHICS.PAS, page 1 at 12:08pm 03/09/90

PROGRAM Graphics.(input,nutput);
IRESHEREEEFETRAPHEERRINEERUERRHD

- {$N~}
" {$M 65500,0,150600}

UBES
ort.,
dos,
graph,
printer;

CONST
arraymax = 1200;

TYPE .
grapharrays = arrayl0..arrvaymax! OF integer;

dataarrays = arrayl0.,.15]1 OF grapharrays:
channelarrays = arrayl0.,161 OF byte;

VAR
regs t registers;
all,
draft,
ovearlap,
N an..ogcale,
’ ‘ printeron : boolean;
cch,¢h : char;
a2l ,
header,
hournumber 1 string;
pois,
naxX,
* i m&xY ’
minxg
minY,
Xaize,
Yaize,
{irat.
ast,
£ minXlimit,
: maxX¥limit,
: nin¥limit,
o max¥limit,
maxsanple,
maxhour,
channelpon t integer;
valuen + grapharray#}
dataaxray : dataarrays;
channelarray : channelarrays;

[HEFR R R AT E R R RE R R E R R R R AR R R R R R R L R R 444 dinivial

PROCEDURE initial (VAR firat, last,min¥linit,
{#RBEFRERIRF4223] maxXlinit, min¥linit,max¥limit ¢ integex:
’ VAR printaron,autoscale,ail t boolean;

GRAPHICS.PAS page 1
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Listing of GRAPHICS,.PAS, page 2 at 12:08pm 03/09/90

VAR channelarray ¢t channelarrays);
VAQ. : _ ’ . _f-;
no : integer; g
3
BEGIN 4
printeron := false; S
draft 1= true; <l
overlap := Falss;
first = 1;
last s 13
minXlimit = 0;
maxXlimit := 60;
nin¥linit := 0}
maxYlimit := 5000;
autoscale := false;
all 1= falme;
FOR no := 0 TO 15 DO
channelarrayinol := no;
channelarrayl16] := 255;
ERD; .
{HEREF R4 43R RN R R H SRR MH SRR B HH R R E R S ER R R4 444434 enterspeca #]
PROCEDURE enterspecs (VAR maxhour,maxSample : integer); o ;
{404 s44R44 4888000 _ E ;
' 1
BEGIN : . O !
alrscr; . ) i

gotoXY{(5,10);

write('Enter the Number of Hours Data was Logged : '); -

readln{maxhour}; _

gotoX¥(5,12); .

write('Enter Number of Samples per Hour s ') B ;

readln{maxSample) ; : ‘
END; ' . g

e e

(SF$AFFFHEFHRRNRFRRERHFE R NAR R UR RS F R R R R E R AR I H4 H 4440 H4 444 Dhours

PROCEDURE houra (VAR first,last : integer;
[#F$%E4333R434] VAR stop : boclean);

BEGIN
clraoy}
gotoX¥(53,10);
write('Enter First Hour to be Dimplayed : ');
readin{fivst);
gotoX¥(5,12);
write('Enter Last Hour to be Digplayed : ');
readln{last); ,
IF {(first > last) THEN stop := false; |
END; : %

{####?#*########%###*%#*######i################################# SelectRange #

GRAPHICS.PAS paye 2
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Lieting of GRAPHICS.PAS, page 3 at 12:08pm 03/09/90

PROCEDURE SeiectRange (VAR min¥limit,max¥limit : integer;
{HEH L4434 44448284 VAR gtop baolean);

BEGIN

gotoXy¥{5,14);

write('Enter Minimum Y Value 1 'Y;
readln{min¥limit); )
gotoX¥{5,16};

write('Enter Maximun ¥ Value t ')

readlni{max¥limit);
IF {(min¥limit > maxYlimit) THEN stop := false;
END;

(RAEEFREERS R RS R R HF SR B F RS AR BN BB PR R R RS R E R HH A 14244344 cursor_on #]

PROCEDURE cursor _on {(turnon : boolean);
{HEREFFAEIFRATHEARE)

{Switches the curaor on and off.}

VAR
regs tregisters;

BEGIN
IFP turnon THEN
IF memi0:3449) = 7 THEN regs.CX := $0C0D
ELSE regs.CX := $0607
. BLSE regs.CX := $2000;
regs.AX 1= $0100;
intr(810,Dus.Registers{rega}};
ERD;

(SR HEEEEF PP R E PRV SRR U LIRS R BE R IR R RF A BHH L BH PR R SRS HERE4HH 244084 menu )

PROCEDURE menu (VAR ch : char);
{HES424R4HR48T

BEGIN
clracr;
cursor _on{falsze);

‘gotoX¥Y(17,3);
write{'<1> Display All Hours Maximum Range'):
gotoX¥(17,5);
write('¢(2> Diaplay All Hours Autoscaled');

. gotoX¥Y{17,7};
write('<3> Display All Hours at Given Range');
gotoX¥{(17,9);
write('<4> Display Selected Hours Maximum Range');
gotoX¥(17,11)
write{'<5> Display Selected Hours Autoscaled');
gotoX¥{(17,13);
write('<6> Dimplay Selected Houraz at leen Range');
gotoXY(17,17);
writa{'<C>hannel Salection‘),
gotoXyY{(17,1%);

GRAPHICS.PAS page 3
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Liating of GRAPHICS.PAS, page 4 at 12:08pm 03/09/90

write('{D>verlapping Qr {8>eparate Graphs');
gotoX¥(17,21);
write('{A>ctivate Or .. <{Dyeactivate Printing Option? %);
gotoX¥(17,25);
write(*<{X> Exit Program');
ch ¢= readkey;
cursor on(true);
END;

{########################################################## chann- 'selection #i

PROCEDURE channelselection (VAR channelarray : channelarrays);
[HREERFRFHE SRR RRAFRNEERR]

. VAR
ne,
PO,
number ,
code : integer;
answer : string;
stop : hoolean;

BEGIN

FOR no := 0 TO 16 DO _
channelarrayinol := 235;

pos = 0;

REPEAT
alrecr;
gotoX¥(7,10);
write{'Enter <A> for all Channels OR the Channel Number: *);
readln{anawer);
IF (answer = 'A') OR (answer = 'a')

THEN FOR ne := 0 TO 15 DO
channelarraylinol := no

ELSE IF (answer <> "'} THEN BEUIN _
: val (answer, nanber, code) ;

channelarraylpozsl := nunber;
EBD;

inc{pos)}; '
UNTIL {(answar = 'A') OR (answar = 'a') OR (answer = '') OR (pos > 15});
clracr; -
gotoX¥{27,2);
writa('channelz Se:scted');
gotoX¥{27,3); '
write( Phdkkdhh ke hhhkn? };
no t= 0
WHILE channalarrayinol (> 255 DO

BEGIN

" gotory(27,8 + no);
write('Channel : *,channelarraylnol);
inc{no); '

END;
cursor_on{false);
angwear = readkay;
cursor_on{true};
END; -

GRAPHICS.PAS page 4
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Listing of GRAPHICS.PAS, page 5 at 12:08pm 03/09/90

DRSS EREREREERRERRR D RS RES U B H SRR H ISR REHE IS S LS 143444 metprint #)

PROCEDURE setprint (VAR printeron,draft : boolean);
{HERFFEFEFFEFEIIND

VAR
angwer : char;
stop : boolean;

BEGIN
printeron := true:
REBEAT
gtop 1= true;
clracr;

gotoX¥(7,10);
write('<D>raft or <H>igh Reaolution? ');
answer := readkey? _
CAfR upcasel{anzwer) OF
DY s draft := true;
'H' : draft :x false;
BLSE stop = false;
END;
DNTIL stop;
, : gtop := falze;
END;

(HEEREER MR EERER DR R R RN AR R R SRR R A H R R R R userspecs #

PROCEDURE userspecs (VAR autoscale,all,printeron,draft,overlap : boolean;
(344455 ¥ 442453 VAR first,last,ninYlimit,max¥linmit : integer:;

. VAR ch + char ) ;
VAR

angwer char;
gtop ¢ boolean;

BEGIN
™  REPRAT
i firgt 1= 1;
- gtop @ false;
9 menrtl(ch) ;
o CASE upcase{ch) OF
'1' : BEGIK
nin¥limle := 0O;
max¥limit ;= 5000;
gtop 3= true;
autoscale 1= falge;
all 1= true;
END; o
'2' : BEGINM
gtop 1= true;
autoscale = true;
all t= true;
END;

GRAEHTCY,PAS page 5
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Listing of GRAPHICS.PAS, page 6 at 12:08pm 03/09%/90

'3' : BEGIN
gtop 1= true;
all s= trne;
autoscale := false;
clrecr;
SelectRange (min¥limit,max¥1limit,atop);
END; .
BEGIN
min¥limit :
max¥limit @
gtop s= Lrue;
all - 3= false;
autoscale 1= falme;
hcura(flrst last,stop);
END; .
't : BEGIN
stop 1= Lrue}
all = I 3
autogcale = i
hours (First, last, stop),
END; '
BEGIN
gtop t= truej
f all” t= false;
Foo autogcale := false;
hours{first,last,atop};
* : IF atop THEN Selactnange(minYilmlt maxYllmit,stop),
: END;
channelgselection nelarray);
getprint (printerc... raft);
printeron := false;
'O overlap := true;
'y overlap := falage;
» X' : stop:= true,
ELSE gtep := false;
ERD; . :
UNTIL stop; .
END; : ; )

T P L VLI Wwe o )

o

0;
5000;

n s mn

‘6' .

Yot ) .
130 '
IDI

am Em s B e

_f"? {HHHEA0R AR RRRFREAA SRR R R ES BT RF I RER AR R B RE R R H H 44444030 readvalues #

; E PROCEDURE readvalues (VAR dataarray : dataarrays;
109  I#$E5354334244 88444 maxSample : integer;
: I gtno 1 string )i

.1 - TYPE
{ /3 = datarecords = RECORD
1 % - channel®,
§ A - channell,
i a4 channel2,
g channal3,
channeld,
_c:haw "153!.
“"‘d. X : ’3 p.
ehannel?.
channels,

s i
GRAPHICS,PAS page 6 |
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Listing of GRAPHICS.PAS, page 7 at 12:08pm 03/09/90

channel?,
channelll,
channelll,
channell2,
channell3l,
channelld,
channell$ : 1nteqer,
END; _
VAR |
name : string; ' 3
ne,nno t integer; ¥
datafile i PILE OF datarenords;
datarecord : datarecords;
BEGIN
FOR no := 0 %0 15 DO
FOR nno := ( TO arraymax DO
dataarraylne,nnol := 0; 3
IF (st = *'100") 5
THEN BEGIN ;
clracr; I . _ .
gotoxy(10,12}; E 4

write('Enter the Name of the Datafile 1 ');
readlni{nams);
agaign{datafile, name + ',dat’);

END

—

ELSE assign{datafile,’'datfil' + stna + '.dat'); 3
reget{datafile); g
FOR no := 0 TO (maxSample - 1) DO . : P

BEGIN

read{datafile,dataracord);
_ WITH datarecord DO
.  BEGIN
o dataarray[0,nol = channeld;
dataarrayli,no] &= channell;
dataarrayi2,no0] := channel2;
dataarray(3,no] := channal3;
dataarrayl4,no]l = channeléd;
dataarrayi®,nol = channel’:;
dataarrayi6,ne]l := channel6;
dataarrayi{7,noel] := channel7;
dataarray{8,.,nol := channel8;
dataarray(9,no}l := channel9;
dataarray{l0,no)] := channelll;
dataarrayill,no} := channelll;
dataarray{l2,no} := channelll;
dataarray[l3,ne) :~ channelll;
dataarrayll4;no] := charnells;
~ dataarraylli,nol := cha nelllh;
END;
BND;
closs(datafile);
END;

{####%############*#######################################}###ﬁ#####-getname &
ROV GRAPHICS.PAS page 7 ‘
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Listing of GRAPHICS.PAS, pagde 8 at 12:08pm 03/09/90

PROCEDURE getname (channel t integer;
{43344 444848444]) VAR header ¢ string);

BEGIN
CASE channel OF
0 : header := 'Soak Zone West Setpoint':
1 : header := 'Soak Zone West Temperature';
2 : headar := 'Soak Zone East Setpoint';
3 ¢ header :=z 'Scak Zone East Temperature';
4 : header := 'Top HReating Zone Setpoint';
§ : header := 'Top Heating Zone Temperature';
6 : header := "Bottom Heating Zone Setpoint’;
7 :+ header ;= 'Bottom Heating Zone Temerature';
8 : header := 'Top Preheating Zone Setpoint’';
9 : header := '"Top Preheating Zone Temperature';
10 : header := 'Bottom Preheating Zone Setpoint’';
11 : header := 'Bottom Pxeheating Zone Temperature';
12 ; header := 'Furnace Pressure’;
13 : header := 'Main Line Mixed Gas Pregsure';
14 : header := 'Botitom Heating Zone Air Flow':
15 : header := "Bottom Heating Zone Gas Flow';
ELSE BEGIN
clracr;
writeln{'ERROR in getname Procedurel’);
halt;
END;
END;
END;

{FREFFREFAREFRR AN T RERREPHATRFRAEH AR RRER TR R 000 SH SR A RS H44 4044 findmax §;

PROCEDURE findmax (values : grapharrays;
{#644 44444444843 VAR nax,min : integer;

maxSample integer;
overlap,
lant : boolean };
VAR
no,
factor : intager;
BEGIN .
IF NOT overlap THEN BEGIN
max := 0;
nin := valuesgl[l];
END;
FOR no (= 0 T0 {maxSample -~ 1) DO
BEGIN
IF (valuesinol > max)
THEN max := values(no)
XD ELSE IF (valuesino]l < min) TREN min := valueslnol;
; .
IF last AND ({(max - min)} < 1000)

THEN BEGIN
’ factor := round((1000 -~ (max - min)) /7 2);

GRAPHICE.PAS page 8
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Listing of GRAPHICS.PAS, page 9 at 12:08pm 03/09/90

e

min iz min ~ factor;
max 1= max + factor:;
END; .

EHD;

THEH S5 RER AR BB R0 E 2000 SR 4R F R FE R HEFHEH 4R 4R R 4443 144424444442 GraphInit #]

&

PROCEDURE GraphInit(VAR maxX,maxY,minX,minY¥,Xsize,¥size : integer);
{REFFEFFR MRS EIFFEE)

VAR
GraphDriver, = -
GraphMode : integer;

BEGIN
GraphDriver ¢= detect;
DetectGraph(GraphDriver,GraphMode) ;
CASE GQraphdriver OF
1.2 : BEGIN

Xsize := 600 {320}, :
Yaize := 200 {200}; _ i

END; _ _ |
3,4,5 : BEGIN :
o Xaize t= 640; :
. ¥Ysize 1= 350; :
END; .
7 : BEGIN ~
Xnize 1= 720;
Yaize := 348;
END;
ELSE BEGIN _
. clracr) ;
writeln('Cannot determine what Graphics Card is usedl'); ; :
halt; _ y i
END; N
END; ’
max¥ := round(0,95 * Xmize); :
maxy¥ := round{0.10 * Vmize);

-fﬂ’ minX t= round{0.10 * Xsize); ﬁ _
g minY s= round(0.90 * Ysize); . i

- InitGraph{GraphDriver,GraphMode,'’); g i
0. SetViewPort(0,0,GetMaxX ,CetMax¥, true); . ; :
END; _ i :

i################################################################## graphics #

PROCEDURE graphics (minXval,maxXval,minYval,maxYval, '

{ERF4HEES3F244444] maxSample .maxX,max¥,minX,minY,Xsize, Yalze : integer:
values ¢ grapharrays:
st hournumbear 3 string);

I*******************************************t*******************ﬁ***** axig x
PROCEDURE axis (minX,ninY, maxX,max¥,maxXval max¥val,minXval,min¥val : integer

GRAPHICS.PAS page 9
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Listing of GRAPHICS.PAS, page 10 at 12:08pm 63/09/90

{************} Xunit.Yunit : String ); ;
VAR : é
no t integer; ;
nunber ¢+ string; £
interval, @
Xdivigion, v
Ydivision ! real; :
BEGIN

line{minX,max¥,ninX,min¥};

line{minX,minY,max¥,min¥);

Xdivigion s= (maxX - minX) / 10;

FOR no := 1 to’ 10 DO :
lJine(rcund{¥division*no) +ninX,nin¥~3, round{Xdivision*no)+minX,niny+3);

Ydivision := (min¥ - max¥) / 10;

FOR no := 1 to 10 DO _
line(minX-3,minY-round{¥division*no} ,minX+3 ,niuyY-round (¥divigion * nol);
SetTextJust] fy(1,2);
interval := (maxXval - minXval) / 10;
FOR na := 0 TO 10 DO
BEGIN
stri{round(minXval + no * interval),number);
MoveTo(round{minX + no * Xdivision),minY + 6);
cutText {nunber);
END;
MoveTo (maxX,minY + 20);
Outfext{(Yunit};
SetTegtTustify(0,1);
interval := (max¥val -~ min¥val) / 10;
FOR ne := 0 T0 10 DO
BEGIN
gtr(round{min¥val + no * interval),number);
MoveTo{minX - 40,round{ninY ~ no * Ydivision));
outText (number};
END;
SetTextJustify(l,2);
MoveTo{min¥X - 25,mnax¥ - 20};
outText{Xunit};
END;

[RARRERMRRAEAANAKRKANARRRARNR AR AN R kR kR Rk kAR A ARk A AR AR AR R AR R & header *®

PROCEDURE header {(gst,hournumber : string;
{REkhkkLRkAkkiR]  Fuize,YRize 1 integer);

3
BEGIN ' §
SetTaxtJuetify{l,2); '
SetTextStyle(0,0,1);
MoveTo(round{Xsize/2),0);
OutText{at); _
SBatTextStyle{(0,0,1); &
MoveTol{Xnize - (round(TextWLdth{hournumhar)/2) + 1) 0).
OutText (hournumber) §
END;

GRAPHICS.PAS page 10
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_ _ Listing of GRAPHICS.PAS, page 11 at 12:08pn G3/09/90 ' § i
{k**************t**t*******‘k****************tt****************** PlgtValues "'1 ?
PROCEDURE PlotValues (values : grapharrays; §
[AXRAXAXERXRXANARKK ]}  maxX,naxY,minX,ninY integer); %

_ i
. VAR

xstep, 5

ystep : real; :

no t intagar; >
BEGIN

Xxstep := (mpaxX - wminX) / maxS8ample; ' -

ystep := (minY¥ - max¥) / (max¥val - mintval) ; ;

MoveTo{minX, round{minY - {valuesl0l - minYval) * ystep)): :

FOR no := 1 TO {maxSample - 1) DO i

BEGIN
IF (valuesino] > max¥val} THEN MoveTo(round{(minX + no * xstep)),maxY) b
ELSE IF (valuesinc] < minYval) THEN Moveiol{round(minX + no * xstep),ni =
Y) B
BLSE LineTo{round(minX + no * xatep),round(min¥Y - {(valuesinol
m
. END;
END;

_ ($EF 4R H B RRESREFERTRRIRRASRRBESS IR PREFFIH SR R4 RF SS9 444 4% graphics #]

g BEGIN
axig{min¥X,min¥, maxX,maxY,mavaal mavaal,mlanal,manval,'mv' ‘minutesn'); o
header{ gt , hournumber ,Xsize,¥size); :

i PlotValuealvalues maxX.maxY,mlnx,mlnY).
EEBD;

0 TR REESEREHARIANF RSN LASRNT R AR AR RNERENR PR H AL AR A HHEE AR 44444 printgraph #]
PROCEDURE printgraph (Xsize,Yaize : integer; _ ' &
TRHAR 44304 R 441 E3444]  draft : boolean }; ;
VAR .

‘ X, g
Y

| i i
n2,;
nNnoy

: dots,

] @ line,

| point,

f value,

cclumn @ integex;
neadles i byte;

BEGIN
X = 03
srite(lst,chr{27),chr(3i},chr(24));
IF draft THEN BREGIN

[ _ value 1= 7&,
T . dots t= Yaize;
"END

ELSE BEGIN

GRAPHICS.PAS page 11
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Listing of GRAPHICS.PAS, page 12 at 12:08pm 03/09/90

value t= 90;
dots := 4 * Ygize; _ Co
END; . i
nl := dots MOD 256; g
n?2 := dots DIV 286 '
FOR line := 1 to round(¥mize / 8} DD
BEGIN
write{lst,chr{27), chr(value..chr(nl),cnr(nz)).
FOR cclumn := (¥size -~ 1) DOWNTC 0 DO
BEGIN
N 1= o
needles := 0
FOR no = 0 T0 7 DO
BEGIN . - _
point 1= GetPixell(x + no,y)'
needles i= needles * 2;
IF {point <> 0} THEN needlea t= needles + 1;
ERDL;
IF (needles = 28) THEN needles := 10; _
write{lst,chrineedles)); : !

IF NOT draft THEN BEGIN
write(lat,chr{needles)

L !
write(lst,chr(needles)); j
write(lst,chrineedles));

END; | |

olumn;
H

END; - _

x 1= line * 8; ' : L

writeln(lsat); r )

END;
writae(lst,chr(27),chr{5)); |
writeln{lst,chr(l2)); |

END; ' E

DE4 BEEREE R ERER SRR ERR NP E SRR S LR E SR B RAPERR SRR RIS E RS EIRIH uakheader $1

PROCEDURE askheader (VAR header strxng),
THHERSERERRERELEERY

BEGIN . |
clrsor; ' )
gotoX¥(5,10); =
write('Enter the Graph Heading : "1:.
readln'header)r

END;

{FRRHEFRFRRFFFLRFAFBEFEREFEF R HRH AR AR MR HE RS 044444934 nain progranm #

EGIN
enterspecs (maxhour, maxsanple);
initial{£first,last, winXlinit, maxXlimit, minY¥limit,max¥limit,printeron,

autoscale,all,channeilarray);

REPEAT
ugerspecs {autoscalae,all,printeron,draft,~verlap, first, last, nin¥limit,

max¥limit,ch);
IF overlap AND (upcase({ch) <> 'X') THEN askheader(headar?:

IF all THEN last = maxhour;

GRAPHICS. PAS page 12
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Listing of GRAPHICS.PAS, page 13 at 12:08pm 03/09/90

IF (magxhour = 100) THEN first := 100; _ .
cch 1= ' *;
WHILE (upcase{ch) <> 'X') AND (upcase(cch) ¢> 'X') AND (first <= last) DO
BEGIN

str{firat,st); :

hournumber := "Hour ' + =st:

read?aluea(&ataarray,maxsampla,st);

channelpos := 0;

Grgphln%tfmaxx,max?,minX.m;nY,Xslze.Ysize);

cc L 3 -

IF autoscale AND overlap

THEN BEGIN
pos 1= 0
i _ maxylimit := 0;
[ min¥limit := dataarrayichannelarrayI0]11(0};
Yo WHILE (channelarraylpos] <> 255) DO
BPEGIN

findmax(dataarraylchannelarrayipogll,max¥limit,
min¥limit,max8: nple,trua,false);
incipos)
END}
END;
JAILE {upcase{cch) <> 'X') ARD (channrlarray[channelposl <> 2‘5) DO
BREGIN
IF NOT overlap THEN getname(channelarray[channélpna.,hea&sr),
IF autoscale AND HOT overlap
THEN findmaxtdataarray{channelarray[channelpos]i,maxYllmlt,
; : min¥limit,maxSample,false, true);
i graphics{minXlimit maxXlimit, min¥linit, maxYllmlt,maxaample,maxx,
T pax¥,minX.ain¥,Xsize,¥size,dataarraylchannelarraylchannel)

g
headey , hournumber) ;
' i IF NOT overlap
IR | THEN BEGIN
| e IF prlntaron THENX prxntgraph(Xsize ¥size,draft)
ELSE och = readkey.
Claarviewport, Y
E‘HD * i
inc(channplpos);
END;
IF overlap
THEN IF printeron THREN printgraph(Xsize,Ysize,draft)
BLSE cch = readkey:
inc(£irst);
CloseGraph;
RasgtoreCrtMode;
END;
UNTIL (upcasel{ch) = 'X');
END.

GRARHICB.PAR page 13




i

¢ co, H,0 M, 0, He CH,, SKU CoHy | CoHe
0 (0,387 | 0,356 | 0.3i1 |[0.313 | 0.306 {0,311 | 65,372 | 0.471 | o.4%44 | o.532 { 0,314
100 | 9.41% | 0.359 | 0.311 | 8.315 | 0,308 { 0.312 | 0.393 | 0,530 | 0,500 | o.600 | 0.312
200 | 0,422 | 0,863 {0.312 | 0,319 | 0,310 | 0,343 | u.%20 | 0.589 | 0.556 | 0.668 | 0,313
300 | 0.450 | 0.368 { 0.313 | 0,324 | 0,310 | 0.315 | 0.452 | 0.645 | 0.607 | 0.733 | 0.31°
400 | 0,967 | 0,373 | 0,315 | 6.329 | 0.311 | 0.318 | 0.482 | 0,695 | 0.653 | 0.79% | 0,38
500 | 6,462 | 0,379 {o.398 | 0.334 | 0.312 | 0,321 | 0,512 | 0.79% | 0.696 | 0.852 | 0.321
600 | o.494 | 0.385 [ 0,321 [0.329 } 0,313 | 0.325 | 0.54% | 0,789 | 0.735 | 0,913 | 9,324
760 | 0,506 | 0.35% | 0.325 | 0.3%s | 0.314 {0,328 | 0,570 | 0.828 | 0,769 - 0. 328
800 | 0.546 [ 0.397 | 0.328 | 0.347 | 0,315 | 0.332 | 0.595 | 0.865 | 0.802 - 0. 331
990 | 0.525 | 0.403 | 0.331 | 0.351 | 0.317 | 0,335 | 0.5620 - 0.833 - 0. 334
1000 | 0.533 | 0,410 { 0.334% | 0.35% | 0.318 | 0.338 | 0.642 " 0.861 - 0,337
f200 § 0,547 | 0,422 | 0.34e | 0.350 | 0.321 | 0,344 { 0,684 - 0. 514 - 0, 343
1400 | 0.558 | < 43% | 0.34% | 0.35% | 0,325 | 0.349 | 0.720 . - . 0. 348
1600 | 0.568 | u. 445 | 0,349 | 0.368 | 0.320 | 0.353 . - - - @i, 352
1800 | 0.576 | 0.455 | 0.353 | 0,372 | 0,333 | 0.357 . . . - a. 356
2000 | 0.583 | 0.465 | 0,356 | 0.3%% | 0.336 | 0,350 - - - - 0. 3549
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APPENDIX E

Listing of SIM2.PAS, page 1 at 12:31pm 03/09/30

This i a skeleton time~domain simulation program along similar
lines to ACSL or CSMP. However there is no tranzlation, everything
is directly in PASCAL-2.

Only very limited portions of this program have to be changed to
simulate a particular system - usually only procedures DYNAMICS,
INITIALIZATION, MODEL, PLOT and ENDING.

PLOT har to be taylored to achieve the required output.

L el S i

Written by ..RC De Almeida 20/03/1986

R e s et gk pef s e et et e el

1
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program sim{input, output);

{$N-} 3
{$M 65500,0,15000} ' : : ' §
| usEs | ]
: crt, . . : ;
des, ' ;
graph, :
prainter; ‘
. {81 sinvar2.pas}
: > { thig file is included with the simulation filﬂ and user files I3
’ > { so that both may have access to the following global variables: }
> _ ¢
> | K8TP - number of DELTA intervals per leogging interval (user set) | : J
>
> 1 NSTATE -~ number of sgtates (usmer set) }
? i
> 1 METHOD - to define type of numerical technigue (user set) P i
. > { * 'p' - EULER 3 b
> 1 * 'R' - RUNGE-RKUTTA } $
> ' ¢
> T - independent variable (initial value is user set) b 5
> : i ’
> 106G ~ time span between consecutive logging (user set) } : §
> :
> | TSTOP -~ how long should the simulation run for {user smet) "} g
> 3
> 1 X - array of states (initial values are user met) } 3
? : : .
> | D ~ array of mtate derivatives {(used by user to define model) ;
? _
> 1 Q - array of inputs to the system {user set) - }
» f o '
» 1 STOP ~ flag to define when simulation should finish (may be user set)
5 _
? TYPE
> dataracords = RECORD
? channell,
b ChannEIJ-r
> channel2, .
> channel3,
> . channeld,

SIM2.PAB-include file SIMVAR2.PAS page 1
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_ _ :
Listing of SIM2.PAS-include file SIMVARZ.PAS, page 2 at 12:3ipm 03/09/90
channel$,
channelé, : :
channel?, _ S
channel$8, ' : ' i
channel?d,
channell0,
channelll,
channell?2,
channell3,
channell4,
charnell3 : integer;
END;

N n
7 e v g AT AR TP

var ‘ _
NSTP, NSTATE: integer:

STOP: boolean;

METHOD: char:;

T, LOG, TSTOP: yeal;

D, X, Q: array [1..20] of real;

{ variables used by sim.pas |}

DFYT; real;

{ variables by user in user.pas } N ﬂ)

{ useyr list }

burner,

axhaust,

k2,

k3,

k4,

air,

gas t real;

£name : string;
datafile 1 PILE OF datarecords:;
datarecord : datarecords;

VVVVVVVVVVV\"VVVVVVVVVVVVVVVVVV“_.'VVVVVVVVVV

0 {81 user2.pasi

1 b o ‘ A
& > {_—--—-.—--—u—-ﬁ-n_—-ﬁn—ua-——nwum —————————————————————————————————————— 1- 'y :
> 1 - ! i
> { Thig im the user~dependent part of the simulation program. }
- » | There are four procedures thal are available for the unzer } E
> | to define hiz systenm, viz. INITIALIZATION, DYNAMIC, MODEL 1}
> i PLOT ani ENDING., . 1
> ’ % . :
> { Written by ARC De Almeida _ 20/03/1986 b f
> i . . }
) { —————————— el i B st kg o ko s I i ey et A A VA Sy S W ek el S B i g el e ] A Y N B LIy s et e e Y .p....-.“-} .
> _
?

8IM2.PA8-include file USER2.DPAS page 2

| ]
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Listing of SIH2.EAS~inc1ude file USER2.PAS, page 3 at 12:31pm 03/08%/90

o v o o ki Mty ok VAL oy S VO A WP P sk Ay ke ot et b e A ek g A k. AR s T M A S o ek A s oy A AP ke W el it S W ok g R iy ek

{
{
{ In thias plocedure the user inltlallsea any data that he night need
i at a later stage.

{ The following parameters should ba initialised to his n=eds.
{ T, TSTVP, LOG, NSTATE, NSTP and MEYTHOD.

: The initial vAlues for the states should also be given here.
{

et e e St L A ey eyt Aead

procedure INITIALIZATION;

hegin
{ uger initialization in PASCAT. statements }
clracr;
gotoxy{10,12);
fname := 'ttest';
a551gn(dataf11e, fname + '.dat");
rewriteldatafile};
X[ii t= BB;

T . 1= O
Tatop := 3600.0;
Netate := 1;
log = §;

ngtp : :
method := 'R';
WITH datarecord DO g
BEGIN : St
channel(
channell
channel2
channell
channeld
channeld
channel6
channel?
channel8
channel 9
channell(
channelll
¢channell2
channall3
charinells
channe115
END;

mp e

Houu

R SF SE AR wE AV AE 4 wE B

s oes N R HEKE WU

H My u Y

oo oOoOWoooD

3 LD L C™e e ™e Wr Wy W us e
- R W ma W ag

A G Ak &%

i s e . -
T3 e T R I

This procedure holds the code to be executed every communication
interval. It is useful for caleulating values derived from state

syztens.,
It can alzo be used to define your input signal if this is a step.

VNV W VYV WV VY VIV VY WV VW VWV W WV W VY AW W VW VW WY W VY WY VOV WV VY OV VIV e VIV VW WV WV VY WV W VWY

Il iy ey ity iy gkety Ay ey ey

i
}
i
variables for printout purposes or to simulate digital control }
} .
}
}
}
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Listing of SIiM2.PAS-inclinde file USERZ.PAS, page 4 at 12:31lpnm 03/09/90

procedure DYNAMICS; | User progran in PASCAL code }

e R il S

begin
IF ({T >= 768} AND (T<=2225))
THEN BEGIN !
IF (air < 1,715%) o3
THEN air := aliy + 0.04 .
ELSE IF (air < 2.202) .
THEN aix := air + 0.015 : i
. ELSE IF {air < 2.331) ;
g THEN air := air + O. 00379 ' :
ELSE IF (air < 2.719) it
THEN air := air *+ 0.015 :
' BLSE air := 2.719; |
gas 3= 0.521; !
END ' :
ELSE BEGIN 3
IF (T > 2225)
THEN IF (air > 2.35)
THEN air := 2,35 ;
ELSE XIF (air » 1.6} : : . ; E
THEN air := air - 0.0228 : ;
ELSE IF (alr > 1.228) 1
’ THEN air := air - 0.00379 i
: ELSE air := 1.228 : O
ELSE air 3= 1.228;
gas := 0.,264;
END; '

g
&

|
H
|
1
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i
i
i
1
1
|
1
1
1
1
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]
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]
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This procedure iz whare the dynamic model of the plant should be.
The form ¢¥ the equation should bet

D=£f (T, Q, X)

where D is the time-~derivative-of-the-states vector
¥ is the state wvector
2 is the input vector
and T is the independent varzahle {time}.

ey s Pl e phey ade by P A P pbee prhry e
T Sy mpd eV et e e T e by eyt et B

. - ek ik W i A . e ik S P ST Y . AN VU A ey el s ) ey S ek MY ek

procedure MODEL;

begin
IF (gaw'<> )
THEX IF (air / gas >= 4.307) THEN burner t= 4395 * gas
ELSE burner :-< 1020 * air
- ELSE burner = 0;

WAV YWV VYV VYV W N VWV Y OV VY Y W VY W VWV VYV WV W WV Y VWV W W W W W VW WY WV VY W WV Y WY WV WY WY YN W

DIL] t= (burner - 15,7163 * X[11 - 0,367 * (0,634 * gas + air) * 900

SIM2.PAS-1nclude file ULER2.PAS page 4




i e — r'{' S S S g e e i L

=196~

Listing of SIM2.PAS-include file USER2.PAS, page 5 at 12:31lpm 03/09/90
+ 0.328 * gag * 35 + 0,318 * air * 400) / 1106;

end;
{ ———————————— A -— —— e il W L WS AP PR AP R vy et el Bl N P Y — ke —u—u—n}
{ : . }
{ This is the printing routine and can be used to print the resunlts 1}
{ eithar on the screen or into files. ;
o e i e e 1 0 1 e o b e e 4 }

procedure PLOT; -
begin ’
{ Uzer program in PASCAL code }

datarecord.channel( := trunc{{(X[1] + 175) * 8 + 1000);
datarecord.channell := trunc{air * 411.43 + 1000);
datarecord,ckannel2 := trunc{gas * 2400 + 1000);
write(dstatile,datarecord):;

and; , :
{ i iy ik bk ey y.ll-u-—n—i-n-u—w—l'— ------ i e e, e - i . . e e ol i ik e dull A SN A B NN A - P o A A ak Ay S A A b it i Bk -s-}
§ Lo } a
{ Thie is the final procedure that is run once at end of the program !} '
] { } .
{ ”””””””””” iy il e ok e L T S s v el Yoy eyl il TR W R bk e P e A v e e v v e ey - S ey e e v A vk v el e T } ‘ U

-- Illegal nested include of file SGRAPHICS.PAS --
proceduare ENDING:
begin
{ User program in PASCAL code }
cloga(datafile);
diaplay;

WA W N W W N W W W VW OV W W NV W W W WY W W W W W W WV OV NV VAN W N W NV W W W W WV WY W

end;

{ This proceduras uses the lat orﬂaf EULER method to integrate }
{ over the calculation intervals (DELT). _ }

\
procedure BULER;

var
I: integer;

hdgiﬁ
" MODEL
for I 1= 1 to KSTATE do

o '9IM2.PAS page 5
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Listing of SIM2.PAS, page 6 at 12:3lpm 03/09/90

XIT} := XI(T] + DELT * DIIl;

T ¢+= T + DELT;
end;

{ This procedure usea the 4th order Runge-Kutta method to integrate !
{ over the calculation interwval (DELT). 5
{ Ref: C. Froberg, Introduction to Numerical Analysls, : }
{ ‘Addison Wesley, 1973, p268, }

procedure RKUTTA;

var
I: integer;
XSTBRT' Klr KZ, K3: array {1.-20] of real;

begin
MODEL;

for I := 1 to NSTATE do
begin
XSTARTITI] = XIIl;
KriX]l := DEI} * DELT;
X[I} ¢= XSTART{X] + KL{I] / 2.0;
end;

T 3= T + DELT / 2.0;
MODEL:;

for T := 1 to NSTATE do
begin;
K2{I) := DII) * DELT;
XEI] := XSTARTITI] + K2[I] /7 2.0;
end;

MODEL;

for X := 1 to NSTATE do
begin
K3{X] := DII] * DELT; .
XEI1 := XSTARTII) + R3[I1;
end;

T s= T + DELT / 2,0;
MODEL;

for I := 1 to NSTATE do
b in;
x[:l 1= XSTARTII] + (KL[L} + K2[I] * 2.0 + K3(E]1 * 2. D + DIX] *
DELT) / 6.0
. end;
end;

8IM2.PAS page 6
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Listing of BIM2.PAS, page 7 at 12:31pm 03/09/90

Thig procedure performs the integration over one communication
interval. It uses the RUNGE-KUTTA or the EULER routines to do
this in 'NSTP' calculation steps.

At a later stage other integration routines might be made
available for selection at this point.

ety by, iy gy gy
Ty St Ty gk At

procedure INTEGRATION;
label ieave;
var
I: integer;
begin B
DELT := LOG / NSTP; { giving a value for DELT }
for I := 1 to NSTP do

baygin B
case METHOD of ' i

‘El" ‘e': .
EULER; | calling the Euler method!}
'R" 'r': . .

RKUTTA; { calling the Runge-Rutta method}
end;
if T >= TSTOP then
begin
gtop 1= trus;
goto leave;
end;
and;
leave:
end;

{ Main program !}

begin
cirscr:
8TOP 1= falsge;
{ Execute the initializaticn given by the user t
INITIALIZATION}
{ 'Main integration loop,.done until STOP flag is set true |}
SIui.PAS page 7
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Listing of SIM2.PAS, page 8 at 12:31lpm 03/09/90

while (not STOP) do
begin |
{ Execution of user defined dynamnic bloqk {done every logging interval} 1}
DYNAMICS |
{ Execution of user defined logging procedure }
PLOT;
{ Actual integ:aﬁion'over one logging interval }
INTEGRATION;
: end;
PLOT;
ENDING;

end.

BIM2.PAS page 8§
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APPENDIX G

Liasting of CONTROL.PAS, page 1 at 12:47m 013/09/50

RS RBE AT ERAIRIN ##########################################################
PROCEDURE adaptive controller(VAR gas : real);
{############################}

VAR
synth ! byte;

S S e S P A R

{*****************************'k***********'k*******t**_ﬁ**i"************* a.pconﬁ

~ PROCEDURE apcon (VAR A t apcerec;
{**************} Uini, :
' Yini,
_Zini : real );

{Performs all initialization required b. lore'the first iteration of the advanc
process controller algorithm.}

{Performs initialization for the Recursive lLeast Squares parameter estimaticn}

' VAR
’ EO0, _
El : real; _ 3
3 : integex; | : ';()

BEGIN
A.BJ
_ A.ALQ0
. A.A10
' A.BOG :

as ww

HHHHE

ol
Gt el At ek T
o A% aw

BEGIN
eaveci{l] := -El;
eavecl2] i= ~ED;
gam{ 1] t= 0,0;
gamf 2] 1= B0y
‘gaml 3] t= 0.0}

CONTROL.PAS page 1
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Listing of CONTROL.PAS, page 2 at 12:47pm 03/06/90

E0;

gamma * EQ;
BO;

0.0; ,
-A00 / gam{21;
0.0;

BOO / gaml&];
0.0;

0.0;

gaml 4]
garnl5]
gam{§}
thetalll
thetal 2}
thetal3l
thetaid}
thetal 5]
thetalt}
END;
randonize;
END:
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BEGIN
A.FFenb

ot TR

0;

A.delta
A.WE
A.EPSHP

5;
0005;
0.0025;

e AF m»é AR
Bnonuu

A.GAMMA 100;

A.Agtaril]:
A.Astari2!:
’ A.Aatar[:ﬁl‘

;
0.063;
2E~4;

Il L !'I.

A.alpha 4 SEN

Aobeta 3 :
A,gigma
A.epal

» A.epsl
A.epsa?2
A.ct?
A.reg
A.ffac

TS S T I |
<
=)
[+-]

au oo
=
<
=
-
=
-

A.¥Ybar
A.Xhpl
A .Xhp2
A.Xhp3
"A.Ybarp
A.gigl
A.MZ0
RLSG(A);
END;

t= 0}
t= ¥Yini / A.epshp;

1= Dini / A.espshp;

= Zini / A.epshp;
= 0.0}

= 1.0 - A.2igma;
= 0.1 * A,epal;

-
L}
*
-
H
-
L]

!in:tiallzlng dead-zone variablest

ilnltiallze recursive leagt sqguare aspects!}

' PROCEDURE apconl (VAR A : aperec;
{**‘!***********} VAR Y s realr
VAR zynth t byte;

VAR K1,K2,K3 : real !

COXNTROL.PAS page 2
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. {*******'k***************Qt***************\k***************************‘k apconl ’

{This Procedure implements the time-critical pact of the controller adaption
algorithm. The amount of computation from the time the measured variables are
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. Listing of CONTROL.PAS, page 3 2t 12:47pm 03/09/9¢
read_tofﬁhe time the controller settings are apdated is kept tﬁ'é mirinum. }

VAR . _
“Al, A0, BL, BO, F1, vQ, {Plant parameter estimates!}
B, {Prediction Errori}

BMZ, {Dead zone width}

cpo, Cpl, CP2, {Controller coefficients}
X, {Cl: observer pole position}
X801 . XBiﬂ, CA, CB ¢ real:; .

PROCEDURE RLSl (VAR A t aporec)
frmmm v n } VAR E,Al,AD,B1,B0,FL,F0 : real Y;:

{Use Kalman gains preV1ously calculated by RLSZ to calculate the new parameter
estimates.} . _

: VAR

o EE : real;

ks j : integer-

2 BEGIN

i WITH A DO
A BEGIN . S

,/ﬂé EE 1= E * Azone / BJ;

il FOR 3 := 1 TO npar DO

Lo thetal§l := thetaljl + EE * K{j1:
B Al := ~thetal{l] * gamill}; C '
~-thetal2) * gami2l;
thetal3l * gam{3];
thetal{4] * gamid}:
theta{5] * gam[5];
theta{6] * gam[6}1;

AQ
Bl
BO
Fl-
FO

o unowmun

" e mw

A
Loy
. S
B L A R . i T 1 KSR, RS s I I i b & A R mnw'}we_\.d e e Al bR AN

{This Punction gensrates a dead-zone non-linearity. Between the dead band
limits, output is zero. Outaide these limitsg, the output is a linear function
of the input, offset by the closer deadband limi:.,

y a x + linm if x < ~1lim
y=0 _ if I1x! <= linm
vy = x —- lim if x > lim
VAR | | | | .
- outp : real; _

BEGIN
IP (inp < -limit)
YBEN outp := inp + limit
ELSE IF {inp > limit})

' CONTROL.DAS page 3
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BEGIN

Listing of CONTROL,PAS, page 4 at 12:47pm 03/09/9%0

THEN outp := inp - limit.
ELSE outy := 0.0;
dead := outp: :

WITH A DO

BEGIN . .
{High Pasa Filter the measured variable Yi
Ybar := ~epshp * Xhpl + ¥;
Xhpl t¢= Xhpl + &-'*a * Ybar;

-113-

{Cale the estimator prediction error}
:= ohiki{1l] - Ybarp;

E

{Iﬁpiement the relative dead zonel
BMZ := beta * MzZ0; _
IF (aba{(E} >= BMZ) OR (synth = 2}

END

END; |

THEN BEGIN

Azone := alpha / B * dead(BMZ,E);
RLSL{A,E,AL,AD,BL,BO,F1,F0);
Zflag := 1;

IF {gynth <> 0)

END

THEN BEGIN

{Astar{2]
Astarl(3]

ceo
Col

=
=

{Synthesizse the controller poly coeﬁfsi

A0 + 1 / Tuser;
AD / Tasmer;!

1= Agtarf(3) / BO;

t= (Astar[2l - AD) / BO;
{Convert to PID controller mettingsi

Ki := CPl:
IF (K1 > 10D

THEN K
ELSE T}

+= 100 o
K1 < 0) THEN K1 := v,1;
T }

K2 := CPLl / CPRO;
IF (K2 > 1008)
THEN KZ := 1000

ELSE IF (X2 < 0) THEN K2 := 100¢;
{rd 1}

K3 1= 0.0;
IF {FFeni, <> 0]

THEN BEGIN
IF (XBlO »>=

END;

ELSE %flag 1= 0

Faed

TEEN TFF2
ELSE TFF2

. IF (abs{F0)

THEN TFFL
ELSE TFFl1

KFF := FO /

END;

CONTROL.PAS page 4

{Gain!

0.5/WE)
1= XB1O

= RETAU:;
> IOGE-I.O}
t= Fl. / FD

sw 0.0;
BG:

{Plant zero signif,}
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" Listing of CONTROL.PAS, page 5 at 12:47pm 03/09/90

{*********************'k**************t****k******'k******************t* apconz *

?ROCEDURE apconu2 (VAR A t aporec;

{This Procedure executes the non-time~critical section of the controller
adaption algorithm. This includes the bulk of the parameter estimation work.}

VAR
Ubar,
Zbay : real;
frm s i i 1 A 18 1 100 gt ) B O S RL.S2
PROCEDURE RLS2 (VﬁR a ! aporec;
L e ! VAR UB,YB,ZB : real Y

{Implements a 4 step procedure to calculate the Kalman gaing and update the
regress’iom vector for the Recursive Least Squares parameter estimation.l}

TYPE . -
phiks = ARRAY![1l..nparl OF real;

VAR
phik : phiks;
F‘Tl -
GJ,
BJ1, '
MUJ, _ _ iJ
W, : S
Py,
PO,
pd ] : real;
iy
3.
LF,
LU : integer;

BEGIN
WITH A DO
BEGIN

{STEP 1}

{Update phikl for next time using only phikl 1tae1f,
Y := ¥YB;

pU Q= UB!

PZ := ZB;

FOR 3 := 1 TO NA DO

BEGIN

not phik}

PY «= PY +

PO := PO =+

PZ% 1= PZ +
END;

PY := phikl{l]

P := phiklINA

PZ := phikl(Na

EAvecij]l * phiklil(3y1;
EAvecl[j] * phiklINa + 3);
EAvec[3]l * phiklIiNa + NA + j1;

+ dalta * PY;
+ 1] + delta * PU;
+ KA + 1} + delta * pZ;

FOR 3J := npar DOWNTO 2 DO :
phik1{j] phlkltjl + delta * ph;kltj 11;

CONTROL.PAS page 5
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Listing of CONTROL.PAS, page 6 at 12:47pm 03/09/90

phiklil] t= PY;
phiklINA + 11 t= PO;
phikliNA + NA + 11 = P%;

{STEP 2!
{Get the current phlk and apply the Gamma factors}

POR § := 1 TO npar DO
phik{jl := phik1{j] * gam{jl;

{STEP 3}
{Calce YbarP for next time using phlk} :
YbarP := 0.0; - ' 3

FOR 4§ := 1 T0 npar DO
YharP := YharP + phik{j] * thetaljl:

{STEP 4}
{Recurgive Least Sqguares algorithm}
{It uses phik to calc the eatimation gain vector K!
{Bierman's U' * D * 0 govariance update algorlthm iz used!}
IP (Z2flag <> Q)
TEEN BEGIN .
BT 1= phikfl];
G t= DI1] * PJ;
- KIll = G3;
f ' BJ t= 1,0 + GT * BJ;
DI1) = DIL1) / BY / FFAL;

R L

s

il

{From here on we assume that npar is always > 1}

| .
- LF t= 0 i
} L0 1= 0; i ©
! FOR 3§ := 2 TQ npar DO ;
i BEGIN :
. BT t= PRIK[31; :
FOR i := 1 TO (3-1) DO §
BEGIN !
inc(LF); :
BT t= FJ + phik{il * UveciL¥I1; :
END; K
- G 1= BT * DLjY; i *
pos Kijl 1= GJ; :
;(f BIL t= BJ : ' *
i: BI 1= BJ + GJ * FJ; ;
! ¢ DIJ] := D[31 * BIL / BT /FFAC; ;
i Ip (D[j] > reag) THEN DRIJ) i+ reg: {Regularlzatlon necessary
: MOF = ~FT * Azone / BJ1; :
P FOR i 1= 1 TO (3-1) DO : i
BEGIN ' ' i
inc(Ll); .
W t= DveciLU] + RIil * Mog; '
KI[1i)} t= RIil + UvacliLUl * GJ;
OvaclLy] := W3
END;
BND;
BHD '
_ ELSE FOR 3 :1= 1 70 npar DO =
L RI31 1= 0.0 :
BRI}
CONTROL . PAR page 6
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END;

L

Rk hkkkhkhehkkpnkhhhhbfhkhhhthhhn ARk kA RLAKARARAKRRKHAKRKRAK KR AR kR kL ki apdonz *

BEGIN
WITH A DO
BEGIN

vl

{High-pass filter the control input U}
Ubar := —epshp * Xhp2 + U;
Xhp2 := Xhp2 + delta * Ubar;

{High-pass filter the feed forward measurement %}
Zbar iz -—epghp * Xhp3d + Z;
Xhp3 := Xhp3d + delta * Zbar;

{Calculate the dead zone widthi}
MZ0 := sigma * MZ0 + =migi * {(epsl + epsl * abs(Ubar) + eps2 * aba(¥Y));

{Do parameter estimation if the predict.-n error was large enough}
RLS2(A,Ubar,Ybar,Zbar);
END;
END;

{********************t**R********************************************* plnalg ]

» . PROCEDURE PIDalg (VAR Yout,CEF,CDFl : real; -
| : [RARARKRRARARAX]  gobp, measured Cfac,K1,K2,K3,ddelta : real)y QO

{An incremental PID algorithm with a lst order L.P. filter on all terms. A

backward difference approximation to the continucus-time eguation and highly
optinmized (frac) arithmetic is used.l}

|
|
i CONST

Umin = 03
Umax = 1; .
VAR
. Tout.,
~ CE, ‘
i CDF,
% - reg : real; .
‘ { . BEGIN |
¥ CE t= getp - measured; :
3 CDF = Qfac * {(CE - CEF): ffiltered (leg**~l)*CE} i
Uout t= Yout + Kl * {(CDF + Ddelta/K2*CEF + K3/pdelta * (CDE-CDFL)); i

CEF i= CEF + CDF; {filtared CE}
CDF1 := CDF; ' .
IF {(Uout < Unin}
THEN Yout := Unin
ELSE IF {(Uout > Umax)
THEN Yout := Umax
ELSBE Yout := Uout:

EfID;

CONTROL.PAS page 7
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TEFERF RSB EEEE0 800080 G FHERFHEFERH A8 R H4 24 54443444544 $¥# main procedure ;
BEGIN '
If (T=0) _
THEN BEGIN
apcond{(A,0,26,1152/2000.0);
Tuger = 350;
treff 54/200;
Yout
CEY
CDEFL
ki
x2
k3
END;

i 1t v a AN

s

k.
3
§

[T T
a4 dnnun
o

-

Yplant := X11) / 200;

(2

i

&

IF ((trunc(T)+450) MOD 500 = () _ §

THEN IP (treff = 104 / 200) g

THEN treff := 54 /7 200 i

ELSE treff := 104 / 200; ¥

IF (T > 800) 5

THEN synth := 1 :

| B ELSE IF (T = 900) %
, : THEN aynth = 2 ¥

- ' ELSE synth := 0; . : PR

apconl (A,¥plant,synth,X1,K2,K3); _ &

PIDalg(Yout ,CER,CDFL, treff,Yplant,0.3,K1,K2,K3,A.delta); i

apcon2(A,Yout,¥plant,0); _ i

gag = Yout; )

'. " END; '
' . f############################################i########################*########

HR e e, e T A g § g i
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