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Abstract

Quantum field theories and theories of gravity play an essential role in understanding nature. A dra-
matic recent development has been the discovery that quantum field theories are equivalent or dual
to theories of quantum gravity on negatively curved spacetime. This duality goes under the name of
the AdS/CFT correspondence. Sometimes the computation of certain observables in field theory are
more difficult than the computation of the same observables in the theory of gravity and the opposite
is also true. This makes the correspondence a powerful tool, that might provide an approach to strong
coupling dynamics.

We explore the AdS/CFT correspondence between type IIB string theory on asymptotically AdS5×S5

backgrounds as our gravity theory and N = 4 super Yang-Mills as our conformal field theory. We
study BPS operators with bare dimension of order N2 in the field theory and identify them with
BPS geometries on the gravity side of the correspondence. The dynamics of 1/2 BPS geometries are
identified with gauge invariant operators constructed using a single field in the field theory, while the
dynamics of 1/4 BPS geometries are identified with gauge invariant operators constructed using two
fields. We find a sector of the two matrix model defined by the SU(2) sector in the field theory, that
can be reduced to eigenvalue dynamics. The BPS operators in this sector are associated to solutions
on the gravity side of the correspondence. We also identify the gauge invariant operators with bare
dimension of order N , constructed using three fields, with 1/8 BPS giant graviton states. We count
these gauge invariant operators constructed using three fields in the field theory and show that the
counting of these operators is in agreement with the number of giant graviton states. We also demon-
strate a correspondence between correlation functions of the field theory and the overlaps of the giant
graviton wave functions.

By working in terms of the eigenvalues we have managed to go from the matrix, which contains
O(N2) degrees of freedom, to the eigenvalues which are O(N) degrees of freedom. Thus our work
points to a significant simplification of the dynamics, something that deserves to be understood bet-
ter. Another concrete result that we have achieved, is a proposal for some of the operators that are
dual to the 1/4 BPS geometries. This is a genuine two matrix problem so it represents a novel ex-
tension of the understanding achieved by LLM of the 1/2 BPS geometries, constructed using a single
matrix. The observables dual to new geometries have a bare dimension of O(N2). We have also
considered operators with a bare dimension O(N), which are dual to 1/4 BPS giant gravitons. In this
case too, we demonstrate that the eigenvalue description is useful.

Almost all of the studies of the large N limit of CFT have focused on the planar limit. Here, since
the operator dimensions scale as we take N → ∞, we are considering large N but non-planar limits
of the CFT. In these limits non-planar diagrams are not suppressed and the problem is considerably
more difficult. The fact that we are able to explore this limit is concrete evidence for the power of the
eigenvalue description and it suggests that a systematic treatment of large N but non-planar limits is
possible.
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Chapter 1

Introduction

The AdS/CFT correspondence is a conjecture that was put forward by Maldacena in 1997 [1]. The
conjecture asserts the existence of dualities between gauge theories at large N and quantum gravity on
asymptotically AdS spacetimes [1, 2, 3]. AdS stands for anti-de Sitter spacetime which is a spacetime
that has a constant negative curvature, while CFT stands for conformal field theory. A conformal field
theory is a quantum field theory that is invariant under conformal transformations. The CFT lives
on the boundary of the AdS spacetime. The conjecture implies that if the quantum gravity theory
lives in d dimensions then the CFT side must live in d− 1 dimensions. The great significance of this
duality is that it allows us to study quantum gravity by considering quantum field theory. This is
a significant new insight into the theory of quantum gravity. Indeed, our point of view is that the
AdS/CFT correspondence provides a definition of quantum gravity.

The duality maps a formidable problem into a tractable problem. A common example where this
duality is used is when one maps a theory which is strongly coupled (where calculations are hard to
perform) to a weakly coupled theory (where weak coupling methods can be used). A typical example
of this duality, and the setting that is relevant for this PhD, is the duality between N = 4 super
Yang-Mills theory and type IIB string theory on asymptotically AdS5 × S5 spacetimes. For this
example the field theory coupling λ is related to the radius of curvature R of the AdS space and the
string length ls according to

R4

l4s
= λ.

When λ is large the field theory is strongly coupled and perturbation theory can’t be trusted. This is
also the regime in which the curvature of the AdS space can be ignored and hence the string theory
simplifies. When λ is small the field theory is weakly coupled and perturbation theory can be used, but
string curvature corrections can’t be neglected, so that the string theory dynamics become extremely
complicated.

We consider N = 4 super Yang-Mills theory on S3 × R. This theory has six spin-0 scalar fields
{φ1, φ2, φ3, φ4, φ5, φ6}, one spin-1 gauge field and four spin-1/2 fermionic fields. We consider complex
combinations of the scalar fields as follows

Z = φ1 + iφ2, Y = φ3 + iφ4, X = φ5 + iφ6. (1.1)

Operators of theN = 4 super Yang-Mills theory that are built from a single complex field Z = φ1+iφ2,
will enjoy an SO(4) symmetry. This SO(4) symmetry comes from the fact that the operator is in-
dependent of the scalar fields φ3, φ4, φ5, φ6 and hence invariant under SO(4) rotations mixing them.
Operators that are built from two complex fields Z = φ1 + iφ2 and Y = φ3 + iφ4 will have a U(1)
symmetry. This U(1) symmetry comes from the fact that we are not using the field X = φ5 + iφ6 so
there is an invariance under U(1) transformations mixing φ5, φ6. Theories that are built from all three
complex fields in the N = 4 super Yang-Mills theory do not have any of the symmetries just discussed
because now all the scalar fields appear in our operator. On the gravity side of this duality we will
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consider geometries that are dual to states of a large dimension. When we talk about a “large di-
mension” we mean the classical dimension of the operator scales with a power of N in the large N limit.

As a consequence of the fact that two theories are equivalent, both must yield the same predic-
tions for the values of all observables. The observables of CFT include the scaling dimension ∆ which
explicitly appears in the 2-point function, as follows

〈O∆1(x1)O∆2(x2)〉 =
δ∆1∆2C

|x1 − x2|2∆1
, (1.2)

where C is a spacetime independent constant that is not observable and can be absorbed into the
normalization of our fields. (1.2) is only true for 2-point functions of fields with a good scaling dimen-
sion. If two operators have different scaling dimensions their 2-point function vanishes. The AdS/CFT
correspondence identifies the spectrum of anomalous dimensions of the CFT with the energy spectrum
of the string theory. Studying the energy spectrum will enable us to explore the physics of spacetime
excitations. Indeed, the energy spectrum of the hydrogen atom played an important role in the de-
velopment of quantum mechanics, while the value of the Lamb shift played an important role in the
development of quantum electrodynamics. Based on this experience, we expect the energy spectrum of
spacetime excitations in quantum gravity will play a role in the development of the theory of quantum
gravity.

One of the questions we aim to address in this PhD, concerns identifying the gravitational dual
of specific BPS operators in the CFT. BPS operators are operators that are annihilated by some of
the supercharges QIα i.e.

[QIα, OBPS ] = 0.

To establish the equivalence of a CFT operator with a given gravitational dual, we need to compare
computations performed in the CFT with computations performed in quantum gravity. This is a
difficult task because, as we have discussed above, weak coupling gravity calculations must be com-
pared to strongly coupled CFT. The reason we focus on BPS operators is that they enjoy certain
non-renormalization theorems, which imply the computation can be performed at weak coupling and
then extrapolated to strong coupling.

Correlation functions in quantum field theory are evaluated by summing Feynman diagrams. N = 4
super Yang-Mills theory is an example of a matrix model. The Feynman propagator for a matrix
is a double line (to keep track of the row and column index) called a ribbon graph [4]. Thus com-
puting correlation functions is the same as summing ribbon diagrams. Ribbon graphs are drawn on
a 2-dimensional surface and they can be classified as either planar or non-planar diagrams. Planar
diagrams are diagrams whose constituent ribbons do not cross when the diagram is drawn on a plane
and non-planar diagrams are diagrams whose constituent ribbons do cross when drawn on the plane.
Given a correlation function obtained as the sum of all the ribbon diagrams, there is a systematic
approximation with leading term given by summing the planar diagrams in this pool of diagrams.
This is called the planar limit. For the class of operators with a dimension that is held fixed as we
take N → ∞, the planar approximation gives an accurate approximation of the correlator. In this
case the expansion in 1/N2 in the matrix model corresponds to the expansion in ~ in string theory.
The planar diagrams in the matrix model correspond to tree level diagrams in string theory. In this
case non-planar diagrams compute quantum corrections to the classical string theory.

If we consider operators with a dimension that grows parametrically with N , as Nα with α > 1
2 ,

the planar approximation is no longer accurate [5]. In this case the gravity dual is no longer a weakly
coupled string theory. For operators with a dimension of order N the dual description is in terms of
a quantum membrane, while for operators with a dimension of order N2 the dual description involves
a non-trivial deformation of the AdS5 × S5 spacetime. In this PhD thesis we focus on operators with
a bare dimension of O(N) or O(N2).
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The computation of the anomalous dimensions in the planar limit can be carried out to all orders
in ~ in the CFT. This is possible thanks to integrability. We say that a system is integrable when
the number of conservation laws constraining the dynamics of the system is equal to the number of
degrees of freedom of the system. In the case of the planar limit of N = 4 SYM, integrability is
demonstrated by showing that the dilatation operator is equal to the Hamiltonian of an integrable
spin chain [6]. The dual string theory is also integrable at the classical level [7]. It is possible to
argue, using integrability, that the planar limit of N = 4 SYM is in exact agreement with classical
string theory. Away from the planar limit, one does not in general expect integrability and further
investigation of this case is needed. This is one of the motivations for the study presented in this thesis.

Within the framework of quantum field theory, the fundamental forces arise from the exchange of
particles. In Einstein’s non-linear theory of gravity, general relativity, the force of gravity is replaced
by a curving of the spacetime geometry. Upon quantization we again expect particles to mediate the
gravitational force. The fundamental particles that mediate the force of gravity are called gravitons.
Gravitons are massless bosons that have spin two. In this thesis we will consider gravitons orbiting
along a circle in S5 which forms part of the AdS5 × S5 background. In string theory, the graviton
is only point like at low energy [12]. As the momentum of a graviton increases the graviton expands
producing a sphere orbiting on the S5. For this reason we talk about giant gravitons. Giant gravitons
are described as branes in the internal sphere i.e in the S5. We also have dual giant gravitons that
are branes expanded in the AdS5. The dual giant gravitons will play an essential role when we count
1/8 BPS operators in N = 4 SYM.

The center of focus of this thesis will be to study spacetime geometries of type IIB string theory
on asymptotically AdS5 × S5 backgrounds using BPS operators from the dual N = 4 SYM. One of
the questions we ask is how to identify operators that are dual to a specific spacetime geometry? We
know that giant gravitons are constructed from operators with bare a dimension of O(N). If we stack
many of these giant gravitons together they back react on the geometry i.e they deform the original
spacetime and this results in new geometries. Based on this observation we expect that by considering
gauge invariant operators with a bare dimension of order N2 in the dual theory we are studying new
spacetime geometries.

The first set of operators we will use to study spacetime geometries are the 1/2 BPS operators.
It has been shown that the 1/2 BPS sector has a field theory description in terms of free fermions
[8, 9]. The goal is to study smooth geometries that correspond to these free fermion fields. For both
sides of the duality we consider operators that are gauge invariant (i.e. operators that involve traces
of the fields like Tr(Zn), T r(Z)n, etc). States of N = 4 SYM that are built from a single complex field
have an SO(4) symmetry. The 1/2 BPS operators are built using a single complex field and have a
scaling dimension that is given by ∆ = J1 where J1 is a U(1) charge in the R-symmetry group. The
energy of the corresponding state in the dual gravity theory is J1.

In the semi-classical limit, the 1/2 BPS states of supergravity are represented by droplets on a 2-
dimensional plane embedded in the original 10-dimensional geometry that can be identified with
states in the phase space of the fermions [10]. These 1/2 BPS geometries are dual to operators that
are built from a single complex field Z and so we can infer that the geometry has an isometry of
R × SO(4) × SO(4). By increasing the energy of the graviton which corresponds to an increase of
momentum (E = J1), new spacetime excitations arise depending on how J1 scales with N . Here are
some examples of objects that arise as we increase J1

i. For J1 ∼ O(1), the single trace BPS states correspond to a point-like graviton.

ii. For J1 ∼ O(
√
N), the single trace BPS states correspond to a string.

iii. For J1 ∼ O(N), the BPS states can be identified with giant gravitons.

iv. For J1 ∼ O(N2), the BPS states correspond to new spacetime geometries.

9



The configurations that are dual to arbitrary droplets of this phase space correspond to smooth
geometries. We have two types of boundary conditions on this 2-dimensional plane in type IIB string
theory. The boundary conditions specify the geometries uniquely. The isometry of the 1/2 BPS
geometry is R× SO(4)× SO(4), which implies that the metric will take the form

ds2 = gµνdx
µdxν + eH+GdΩ2

3 + eH−GdΩ̃2
3.

This isometry, implies that the geometry has two 3-spheres. These spheres are represented by the dΩ2
3

and dΩ̃2
3 terms in the metric. By letting the radius of the first sphere and the second sphere be r1 and

r2 respectively, we define the product of these radii by y = eH (i.e. y = r1r2). We know the geometry
will be smooth/regular if y 6= 0, but we are interested in studying geometries that include y = 0. We
need to ask if it is possible to find regular solutions when y = 0? This question must be asked since we
know that when one of the spheres has vanishing radius, the metric that describes the geometry might
diverge (have a singularity). It turns out that it is possible to find regular (non-singular) solutions
[10]. This is only true if we assign special boundary conditions on the two dimensional plane defined
by y = 0. As we will discuss below, the metric is determined by a single function z. The boundary
condition which ensures a regular geometry requires that the function z takes the values z = ±1

2 on
the plane. This suggested that we identify the region z = 1

2 as occupied states in the phase space
and the region z = −1

2 as unoccupied states of the phase space in the free fermion description.

The second set of operators that we will use to study spacetime geometries are 1/4 BPS operators.
1/4 BPS operators are built from Z and Y fields and they have an isometry of R×SO(4)×U(1). The
N = 4 SYM operators that are built from the two complex fields Z and Y enjoy an U(1) R-symmetry.
The 1/4 BPS states have a scaling dimension which is given by ∆ = J1 +J2 where J1 is the number of
Z fields in the operator and J2 is the number of Y fields in the operator. We consider BPS operators
of the SU(2) sector that include traces of products of both Z and Y matrices, which are genuine multi
matrix observables. By performing explicit computations of correlation functions, we find evidence
that there is a sector of the two matrix model defined by the SU(2) sector of N = 4 super Yang-Mills
theory, that can be reduced to eigenvalue dynamics. There is an interesting generalization of the
usual Van der Monde determinant that plays a role. It is given by ∆(z, y) =

∏N
j>k(zjyk − yjzk). The

correlators in this sector that are computed using eigenvalue dynamics correctly reproduce the same
answers as the correlators that are computed using the matrix model, provided that we consider the
total number of complex fields (the sum of Z and Y fields) to be greater than or equal to N . It would
be nice to give a first principles derivation of the generalized Van der monder determinant, which plays
the same role as the Jacobian of the single matrix model when changing from the matrix to eigenvalue
dynamics. This will open doors in the study of the SU(3) sector of N = 4 super Yang-Mills theory.
This problem can then be reduced eigenvalue dynamics which is a significant simplification.

The last set of operators we will consider are 1/8 BPS operators. The 1/8 BPS operators are con-
structed from Z, Y and X complex fields and they have an isometry of R × SO(4). The 1/8 BPS
operators are associated with a scaling dimension ∆ = J1 +J2 +J3. In summary, the BPS geometries
that we are interested in enjoy the following properties

SUSY QFT operators Isometry

1/2 BPS ∆ = J1 SO(4)× SO(4)× R
1/4 BPS ∆ = J1 + J2 SO(4)× SO(2)× R
1/8 BPS ∆ = J1 + J2 + J3 SO(4)× R

Table 1.1: Isometries of the BPS geometries dual to CFT operators.

Another type of comparison that one can use to check if two different theories are equivalent is to
count the number of physical states (gauge invariant operators) that are dual to observables in the dual
gravity theory and confirm if the counting matches. Focusing on the 1/8 BPS giant graviton states
in type IIB string theory on the AdS5 × S5 background, the Hamiltonian of the system corresponds
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to the Hamiltonian of a 3-dimensional simple harmonic oscillator [64]. We represent the eigenstates
of the single particle Hilbert space of this simple harmonic oscillator by

|n1, n2, n3〉 =
∏

i=1,2,3

(a†i )
ni

√
ni
|0〉. (1.3)

Considering any number of particles preserves 1/8 of the supersymmetry. This system has a total
energy of E = J1 + J2 + J3. We can have more than one dual-giant with exactly the same quantum
numbers. It turn out that we must treat the dual-giants as bosonic particles. The maximum number
of dual-giants is N and the total angular momenta is given by the sum of the individual dual-giant
angular momenta as

Ji =
N∑
k=1

J
(k)
i . (1.4)

The partition function that represents this system of dual-giant gravitons is then given by N bosons
in a 3-dimensional simple harmonic oscillator. Including the states with Ji = 0, allows us to count all
states with a total of N bosons. The counting of these dual-giants is done by first computing the grand
partition function of this system. We will approach the study of the 1/8 BPS sector by identifying
the operators in N = 4 super Yang-Mills theory that are 1/8-BPS. We argue that the operators we
construct are indeed dual to 1/8 BPS giant gravitons. Our evidence for the identification will come
from counting these operators and showing agreement with independent counts of the number of giant
graviton states, and by demonstrating a correspondence between correlation functions of the super
Yang-Mills operators and overlaps of the giant graviton wave functions.

In conclusion, the central theme of this thesis is to use AdS/CFT to study spacetime geometries. The
primary objective is to study BPS operators that are built from the complexified scalar fields of the
N = 4 super Yang-Mills theory on S3×R and identify them with BPS geometries or non-perturbative
states (giant gravitons) of type IIB string theory on asymptotically AdS5 × S5 spacetimes. If this
goal is achieved it may allow a study of other outstanding problems, such as problems that involve
black holes. Background relevant for the 1/2 and 1/4 BPS geometries will be covered in chapter 2
and the technical details that supplement this chapter are collected in appendix A. In chapter 3 we
discuss the field theory relevant to this thesis. This includes the Schur polynomials, restricted Schur
polynomials, state/operator correspondence of the Schur’s and the non-interacting fermion wave func-
tions and Gauss graphs. Chapter 4 covers the eigenvalue dynamics for multimatrix models and this
is based on the paper [79] that was published during the course of my PhD. Chapter 5 covers the
counting of Gauss graphs and this is based on the paper [80] that was recently published. In chapter
6, we present discussion and conclusions.
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Chapter 2

BPS Geometries

2.1 1/2 BPS geometries.

In field theory, the N = 4 SYM operators that are built from a single complex field Z correspond
to 1/2 BPS states. Since N = 4 SYM is an example of a matrix model, the 1/ 2 BPS states are
described by a one matrix model. As is well known, the dynamics of local gauge invariant operators
in a one matrix model can be reduced to eigenvalue dynamics [15]. The eigenvalue dynamics can be
mapped to the dynamics of free fermions. One fermion for each eigenvalue. The phase space of these
non-interacting fermions is apparent in the dual supergravity description of the geometry as we now
explain. The isometry of the 1/2 BPS geometries is R×SO(4)×SO(4). The SO(4)×SO(4) symmetry
corresponds to the geometry of two 3-spheres. A very powerfull approach towards determining the
1/2 BPS supergravity solutions uses the Killing spinor equation. The Killing spinor equations are the
equations that express the conditions for unbroken supersymmetry. Unlike the equations of motion
which are second order equations, the Killing spinor equations are first order equations so they are
much easier to work with. An interesting feature of the solutions obtained using the Killing spinor
equation, is that there is a two dimensional plane on which one or both of the three spheres in the
geometry shrink to zero size. To obtain a regular geometry, the boundary conditions must be chosen
delicately: the plane is divided into black and white regions depending on which one of the spheres
shrinks to zero size. This boundary condition can ultimately be identified with a state in the phase
space of the fermions of the dual matrix model. A basis for the 1/2 BPS operators is provided by
the Schur polynomials. In terms of the eigenvalues, the Schur polynomials define free fermion energy
eigenfunctions. This allows us to identify each Schur polynomial with a phase space configuration and
hence with a specific supergravity geometry. We will explore the link between 1/2 BPS geometries
and the Schur polynomial in this chapter. We start by constructing the Killing spinor equation, and
then discuss its solutions. We do this for both 1/2 BPS and 1/4 BPS geometries.

2.2 LLM solution

To obtain 1/2 BPS supergravity solutions we need to specify which supergravity fields are non-zero.
The fields which participate, are the 10-dimensional metric, the frame field and the field strength. We
want the variations of the boson and fermion fields to vanish under a supersymmetric transformation

δ(boson) = 0, δ(fermion) = 0.

This is what we mean by a BPS solution - the solution is invariant under a subset of the possible
supersymmetry transformations. As we have explained, we look for solutions with only the metric
and the five form field strength excited. Given the R × SO(4) × SO(4) isometry of the solution, we
expect

ds2 = gµνdx
µdxν + eH1dΩ2

3 + eHdΩ2
3

F(5) = Fµνdx
µ ∧ dxν ∧ dΩ3 + F̃µνdx

µ ∧ dxν ∧ dΩ̃3,

12



where µ, ν = 0,1,2,3 and H and H1 are functions that depends on the coordinates of the metric gµν .
We now write the Killing spinor equation in the form

∇Mη +
i

480
ΓM1M2M3M4M5F

(5)
M1M2M3M4M5

ΓMη = 0, (2.1)

where indices range over 0, 1, · · · 9. Our goal is to review the solution of this Killing spinor equation
[10].

2.2.1 Solution to the Killing spinor equation

We want to solve (2.1) which is the Killing spinor equation. This equation contains the covariant
derivative ∇M and the 10-dimensional gamma matrices ΓM1M2M3M4M5 . In order to solve (2.1) we
will have to explicitly work out the quantities that appear in the Killing spinor equation. We will
break the 10-dimensional covariant derivative into three pieces. Two of the pieces will correspond to
the covariant derivative of the two 3-spheres and the third piece will correspond to a 4-dimensional
covariant derivative. We will simplify these covariant derivatives as much as we can so that we end
up with a simple expression to evaluate. We will also simplify the 10-dimensional gamma matrices by
breaking them into three pieces where two of these pieces will correspond to the two 3-spheres and
the third piece will be the normal 4-dimensional gamma matrices denoted as γµ. We will start with
the analysis of the gamma matrices. We choose the basis of the gamma matrices to be

γ5 = iΓ0Γ1Γ2Γ3, Γµ = γµ ⊗ 1⊗ 1⊗ 1 (2.2)

Γa = γ5 ⊗ σa ⊗ 1⊗ σ̂1, Γã = γ5 ⊗ 1⊗ σ̃a ⊗ σ̂2 (2.3)

where µ = 0, · · · , 3 and the σ’s are the ordinary Pauli matrices. From this basis of the gamma matrices
we define chirality matrices as follows

Γ(3) = − i

3!
εabcΓ

abc = γ5 ⊗ 1⊗ 1⊗ σ̂1, (2.4)

Γ(3̃) = − i

3!
εãb̃c̃Γ

ãb̃c̃ = γ5 ⊗ 1⊗ 1⊗ σ̂2, (2.5)

Γ11 =
1

10!
εM1···M10ΓM1···M10 , (2.6)

Γ11 = Γ0 · · ·Γ3

∏
Γa
∏

Γã = γ5σ̂3 (2.7)

where Γ’s are the 10 dimensional gamma matrices. In the following, capital Latin indices run over
0, 1, · · · , 9, little Latin letters run over one sphere and the tilded little Latin letters run over the other
sphere. Finaly, µ, ν run over 0, 1, 2, 3. The chirality of the spinor η is given by

Γ11η = γ5σ̂3η = η. (2.8)

The above discussion specifies how we construct the 10-dimensional gamma matrices. We will move
on to the analysis of the covariant derivative. Consider the spinor χ on the unit radius sphere, that
obeys the equation

∇cχa = a
i

2
γcχa, a = ±1. (2.9)

Here the index a on the spinor takes the value ±1 and it should not be confused with the spacetime
index a that runs over a sphere. The correct interpretation of the index should be clear from the
context. Recall that when the covariant derivative acts on V a

ν (see appendix A) it gives

∇µV a
ν = ∂µV

a
ν + ωµ

a
bV

b
ν − ΓσµνV

a
σ

where ωµ
a
b is the spin connection, written in terms of the vierbein (i.e. local frame) components

and Γσνµ is the affine connection. We will now simplify the expression for the affine connection that
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determines the covariant derivative on the 4-dimensional spacetime and on the two 3-spheres. The
affine connection of the 4-dimensional spacetime is

Γσµν =
1

2
gσα(∂µgαν + ∂νgαµ − ∂αgµν).

Since both 3-spheres are round, knowing the affine connection of one of the 3-spheres, we automatically
know the affine connection of the other sphere. Consider the affine connection of the eH+GdΩ2

3 term
of the metric

ds2 = gµνdx
µdxν + eH+GdΩ2

3 + eH−GdΩ̃2
3, (2.10)

where H and G are functions that depends on the direction of xµ. Decompose this affine connection
into two parts as follows

Γ̃SMN =
1

2
g̃SA(∂M g̃AN + ∂N g̃AM − ∂Ag̃MN )

=
1

4
gSA

[
∂M (H +G)gAN + ∂N (H +G)gAM − ∂A(H +G)gMN

]
+ ΓSMN .

Γ̃SMN is the affine connection that appears when we take the covariant derivative on the 3-sphere
dΩ3. Let ∇′a denote the covariant derivative on the 3-sphere of unit radius. This covariant derivative
contains the spin connection ωµ

a
b

∇′aV a
ν = ∂aV

a
ν + ωa

a
bV

b
ν − ΓσaνV

a
σ (2.11)

and

Γ̃SMN = Γ̄SMN + ΓSMN

where Γ̄SMN is given by

Γ̄SMN =
1

4
gSA

[
∂M (H +G)gAN + ∂N (H +G)gAM − ∂A(H +G)gMN

]
.

The second and the third terms cancel for all values of M . Consequently

Γ̄SMN =
1

4
gSA

[
∂M (H +G)gAN

]
.

We will make use of the following identities

γνγ
ν = DID,

{γµ, γν} = 2gµνID,

γνγ
µγν = (2−D)γµ,

γµ = gµνγ
ν .

D is the dimension of the manifold equipped with metric gµν . For the 3-sphere D = 3. Notice that the
covariant derivative defined in (2.11) acts on an object V a

ν , which can be thought of as a vector valued
one form. When we factor the connection Γ̄SMN out on the left hand side, to obtain an expression for
∇′a, we will include a factor of (ID)ab = δab. A simple computation shows

Γ̄SMNID =
1

4
gSA

[
∂M (H +G)

]
gANID

=
1

16

[
4γSγN

][
∂M (H +G)

]
ID.
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Since the notation of the gamma matrices γ is reserved for 4 space-time dimensions, we denote the
gamma matrices on the 3-sphere by Γ. Taking into consideration that the functions H and G depend
on the coordinates xµ, the covariant derivatives of the two 3-spheres a and ã are given by

∇a = ∇′a −
1

4
ΓαΓa∂α(H +G), ∇ã = ∇′ã −

1

4
ΓαΓã∂α(H −G). (2.12)

Now that we have clarified the 10-dimensional gamma matrices and the covariant derivatives, the
next natural thing to do is to consider the 10-dimensional spinor η. We decompose η into a product
of a 4-dimensional spinor ε and two 3-sphere spinors χa and χb̃. This decomposition will allow each
component of the decomposed covariant derivative to act on the rightful component of the spinor.
The decomposition of η is done as follows

η = εa,b ⊗ χa ⊗ χb̃ (2.13)

where χa and χb̃ satisfy (2.9) and a, b = ±1. This completes our discussion of the first term of (2.1).
We will now consider the second term in (2.1). We denote this term by

M ≡ i

480
ΓM1M2M3M4M5F

(5)
M1M2M3M4M5

. (2.14)

The expression (2.14) contains the 10-dimensional gamma matrices and the five form field strength.
We will now focus on how to decompose the five form field strength. In the expression of the five form
field strength, we have wedge products of forms with the volume forms of the 3-spheres. Therefore,
we will start the analysis of the five form field strength by considering the three form defined on the
3-sphere. The 3-sphere measure is given by

dΩ3 = sin2 θ1 sin θ2dθ1 ∧ dθ2 ∧ dθ3.

From our metric we can define a new volume form for the 3-sphere dΩ̂
(3)
3 in terms of the old one dΩ

(3)
3

dΩ̂
(3)
3 = e

1
2

(H+G)dθ1 ∧ e
1
2

(H+G) sin θ1dθ2 ∧ e
1
2

(H+G) sin θ1 sin θ2dθ3.

Therefore our new 3-sphere measures are

dΩ̂3 = e
3
2

(H+G)dΩ3,

dΩ3 = e−
3
2

(H+G)dΩ̂3.

Using the same procedure, we find

dΩ̃3 = e−
3
2

(H−G)d ˆ̃Ω3.

The 5-form field strength can be expressed as

F(5) = Fµνdx
µ ∧ dxν ∧ e−

3
2

(H+G)dΩ̂3 + F̃µνdx
µ ∧ dxν ∧ e−

3
2

(H−G)d ˆ̃Ω3.

Now, we can write (2.14) as

M =
i

480
ΓM1M2M3M4M5F

(5)
M1M2M3M4M5

=
i

480

(
Γµ1ν1θ1θ2θ3Fµ1ν1e

− 3
2

(H+G)εθ1θ2θ3 + Γµ1ν1θ̃1θ̃2θ̃3F̃µ1ν1e
− 3

2
(H−G)εθ̃1θ̃2θ̃3

)
.

We can decompose F (5) into two components,

F (5) = F
(5)
I − F (5)

II .

F
(5)
I and F

(5)
II are non-zero on different spheres in the geometry. Consider the following manipulation

of the first term (a similar analysis applies to the second term)
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F
(5)
I = e−

3
2

(H+G)Fµ1ν1θ1θ2θ3(dxµ1 ∧ dxν1 ∧ dθ1 ∧ dθ2 ∧ dθ3) sin2 θ1 sin θ2.

We define the volume form dV = sin2 θ1 sin θ2dx
µ1 ∧ dxν1 ∧ dθ1 ∧ dθ2 ∧ dθ3. Now, the expression for

M becomes

MdV =
i

480

5!

3!2!

(
e−

3
2

(H+G)Γµ1ν1Fµ1ν1εθ1θ2θ3Γθ1θ2θ3dV − e−
3
2

(H−G)Γµ1ν1F̃µ1ν1εθ̃1θ̃2θ̃3Γθ̃1θ̃2θ̃3dV

)
.

(2.15)

Simplifying the factor up front and dividing by dV , we find

M =
i

48

(
e−

3
2

(H+G)Γµ1ν1Fµ1ν1εθ1θ2θ3Γθ1θ2θ3 − e−
3
2

(H−G)Γµ1ν1F̃µ1ν1εθ̃1θ̃2θ̃3Γθ̃1θ̃2θ̃3
)
. (2.16)

The two terms are related by the self-duality of the field strength as spelled out in (A.0.15). Further
using (2.3), (2.4), this simplifies to

M =
ie−

3
2

(H+G)

48

(
2Γµ1ν1Fµ1ν1εθ1θ2θ3Γθ1θ2θ3

)
=
ie−

3
2

(H+G)

48

(
2γµ1ν1Fµ1ν1(3!i)Γ(3)

)
=
−e−

3
2

(H+G)

4

(
γµ1ν1Fµ1ν1Γ(3)

)
=
−e−

3
2

(H+G)

4
γµ1ν1Fµ1ν1γ5 ⊗ 1⊗ 1⊗ σ̂1

=
−e−

3
2

(H+G)

4
γµ1ν1Fµ1ν1γ5σ̂1.

This compact expression for M will simplify our study of the Killing spinor equation. We will de-
compose (2.1) into a Killing spinor equation in 4-dimensions and Killing spinor equations for the two
3-spheres. The Killing spinor equation in 4-dimensions is given by

∇µε+Mγµε = 0 (2.17)

where µ = 0, 1, 2, 3. Recall that ∇S3 acting on scalar functions f(θ1, θ2, θ3) on the sphere gives

∇S3f =
∂f

∂θ1
θ̂1 +

1

sin θ1

∂f

∂θ2
θ̂2 +

1

sin2 θ1 sin θ2

∂f

∂θ3
θ̂3.

Using our metric we find that

∇′S3f =
1

e
1
2

(H+G)

∂f

∂θ1
θ̂1 +

1

e
1
2

(H+G)

1

sin θ1

∂f

∂θ2
θ̂2 +

1

e
1
2

(H+G)

1

sin θ2
1 sin θ2

∂f

∂θ3
θ̂3

= e−
1
2

(H+G)∇S3f, (2.18)

∇̃′
S̃3f = e−

1
2

(H−G)∇̃S̃3f. (2.19)

Using (2.1), (2.12) and (2.9), the Killing spinor equations for the two 3-spheres are given by

DS3ε = (iae−
1
2

(H+G)Γ(3) +
1

2
γµ∂µ(H +G))ε+ 2Mε

= (iae−
1
2

(H+G)γ5σ̂1 +
1

2
γµ∂µ(H +G))ε+ 2Mε = 0 (2.20)
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and

DS̃3ε = (ibe−
1
2

(H−G)Γ(3̃) +
1

2
γµ∂µ(H −G))ε− 2Mε

= (ibe−
1
2

(H−G)γ5σ̂2 +
1

2
γµ∂µ(H −G))ε− 2Mε = 0. (2.21)

We have managed to reduce the Killing spinor equation (2.1) to equations (2.17), (2.20) and (2.21).
To extract useful information from these equations, we will make use of spinor bilinears.

2.2.2 Spinor bilinears

In order to make progress in solving equations (2.17), (2.20) and (2.21) we will introduce spinor
bilinears that are constructed from the 4-dimensional spinor ε. Spinor bilinears are functions that
contain two spinors in each term. Here is a list of spinor bilinears that will be useful in our analysis

Kµ = −ε̄γµε, Lµ = ε̄γ5γµε, ε̄ = ε†Γ0

f1 = iε̄σ̂1ε, f2 = iε̄σ̂2ε, and Yµν = ε̄γµν σ̂1ε. (2.22)

Here are some useful identities that we will use below

[A,BC] = ABC −BCA
= ABC +BAC −BAC −BCA
= {A,B}C −B{A,C}, (2.23)

γµν = γµγν If µ 6= ν, (2.24)

{γµ, γν} = 2gµν , (2.25)

γµνγλ = 2gλνγµ − 2gλµγν + γµνλ, (2.26)

γλγµν = −2gλνγµ + 2gλµγν + γµνλ, (2.27)

γµνρ = εµνρσγ
σγ5, (2.28)

[σi, σj ] = 2iεijkσk, (2.29)

{σi, σj} = 2δij , (2.30)

σiσj = iεijkσk + δij . (2.31)

We will evaluate derivatives of the spinor bilinears, something that will be used repeatedly when
solving the Killing spinor equations. We start by taking the covariant derivative of f2 and using (2.17)
to get

∇µf2 = i(∇µε̄)σ̂2ε+ iε̄σ̂2(∇µε)
= −iMγµε̄σ̂2ε− iε̄σ̂2Mγµε

=
1

4
e−

3
2

(H+G)ε̄

(
γµγρλγ5σ̂3 − γρλγ5σ̂3γµ

)
εF ρλ

= e−
3
2

(H+G)FµσK
σ. (2.32)

Now consider ∇µf1 which gives

∇µf1 = i(∇µε̄)σ̂1ε+ iε̄σ̂1(∇µε)
= −iMγµε̄σ̂1ε− iε̄σ̂1Mγµε

=
i

4
e−

3
2

(H+G)ε̄

(
γµγρλF

ρλγ5σ̂1σ̂1 + γρλF
ρλγ5σ̂1σ̂1γµ

)
ε

=
i

2
e−

3
2

(H+G)ερλµνK
νF ρλ. (2.33)

For ∇νKµ we find

∇νKµ = −(∇ν ε̄)γµε− iε̄γµ(∇νε)
= Mγν ε̄γµε+ iε̄γµMγνε.
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Using the identities (2.23) - (2.31) we find

∇νKµ = −e−
3
2

(H+G)

(
Fµνf2 −

1

2
εµνλρF

λρf1

)
. (2.34)

We also note that

∇νKµ +∇µKν = −e−
3
2

(H+G)

(
Fµνf2 −

1

2
εµνλρF

λρf1

)
− e−

3
2

(H+G)

(
Fνµf2 −

1

2
ενµλρF

λρf1

)
= −e−

3
2

(H+G)

(
Fµνf2 −

1

2
εµνλρF

λρf1

)
+ e−

3
2

(H+G)

(
Fµνf2 −

1

2
εµνλρF

λρf1

)
= 0. (2.35)

This result tells us that Kµ is a Killing vector. The computation of ∇νLµ gives

∇νLµ = (∇ν ε̄)γ5γµε+ ε̄γ5γµ(∇νε)
= −Mγν ε̄γ

5γµε− ε̄γ5γµMγνε.

Again, using the identities (2.23) - (2.31), we obtain

∇νLµ = e−
3
2

(H+G)

(
1

2
gµνFλρY

λρ − F ρ
µ Yρν − F ρ

ν Yρµ

)
. (2.36)

Next, note that

∇νLµ −∇µLν = e−
3
2

(H+G)

(
1

2
gµνFλρY

λρ − F ρ
µ Yρν − F ρ

ν Yρµ

)
− e−

3
2

(H+G)

(
1

2
gνµFλρY

λρ − F ρ
ν Yρµ − F ρ

µ Yρν

)
.

= 0. (2.37)

This equation can be re-expressed as
~∇× ~L = 0.

Which tells us that ∫ x2

x1

~L · d~x = path independent.

This implies that dL = ~L · d~x is an exact differential. An important result that can be deduced from
our analysis is

K · L = 0. (2.38)

Further, one can show, using (2.22) that

L2 = −K2. (2.39)

Again, using (2.22), we can prove the relation

L2 = −K2 = f2
1 + f2

2 . (2.40)

An important spinor bilinear is the one-form

ωµ = εtΓ2γµε (2.41)

which is closed

dω = 0.

These relationships will prove useful when we determine the components of the 10-dimensional metric.
Note that the ultimate goal behind solving the Killing spinor equation is to find the explicit form of
this 10-dimensional metric.
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2.2.3 Application of the spinor bilinears

We will now use the relations we have derived for spinor bilinears to determine the components of
our 4-dimensional metric tensor. We will use these relations to solve for the spinor bilinears f1 and
f2. Once we have these spinor bilinears we will be able to write down the components of the 10-
dimensional metric tensor.

We start by recalling that Kµ is a Killing vector (it is actually a time-like Killing vector which
corresponds to ∂/∂t ). Previously, we saw that the path integral of L from x1 to x2 is path indepen-
dent allowing us to conclude that L represents a spatial coordinate. We choose this spatial coordinate
to be the y coordinate as follows

Λdy = Lµdx
µ, Λ = ±1. (2.42)

This choice is possible because the integral of Lµdx
µ between two points is path independent. Later

we will identify y as the product of the radii of S3 and S̃3. The sign of Λ can be fixed later. Using
the relation K · L = 0, we can write

0 = KµLµ = KyLy = γKy.

This tells us that the components of Kµ which are Kµ = (Ky,Kx1
,Kx2

,Kt) can be written as
Kµ = (0,Kx1

,Kx2
,Kt). Taking into consideration that Kµ is a time-like Killing vector, we can set

the other spatial components of Kµ to zero such that we end up with Kµ = (0, 0, 0,Kt). Now that
we know Kµ has a non-zero component which is Kt, we choose this component to be Kt = 1. Thus
the time-Killing vector is expressed as

K = Kt ∂

∂xt

=
∂

∂t
.

We can now write the 4-dimensional metric in terms of these preferred coordinates as follows

ds2 = h2dy2 + ĝαβdx
αdxβ. (2.43)

xα contains two spatial dimensions and one time dimension. We can relate the gtt and the gyy

coefficient of the metric, as we now explain. Note that

L2 = L2
yg
yy = gyy,

K2 = (Kt)2gtt = gtt.

Using equation (2.39), we find

gtt = −gyy. (2.44)

Simplifying the metric we obtain

ds2 = h2(dy2 + h̃ijdx
idxj)− h−2(dt+ Vidx

i)2, (2.45)

where i, j = 1, 2. We have pulled out the factor h2 for later convenience.

Determining f1 and f2

Kµ has a component given by Kt = 1. Solving equation (2.32) we get

∇µf2 = −e
2
3

(H+G)FµνK
ν

= −e
2
3

(H+G)FµtK
t

= −e
2
3

(H+G)∂µBt

19



where ∂µBt can be expressed as

∂µBt = FµνK
ν = −Fµν ε̄γνε = −1

4
ε̄[γµ, /F ]ε.

We can write (2.20) and it adjoint as

1

2
e−

3
2

(H+G) /Fε = (iae
1
2

(H+G) +
1

2
γ5/∂(H +G)σ̂1)ε,

1

2
e−

3
2

(H+G)ε̄ /F = ε̄(iae
1
2

(H+G) +
1

2
γ5/∂(H +G)σ̂1)

where /F = γλσF
λσ. We obtain ∂µBt by manipulating the last three equations and using the properties

of the Pauli matrices. The final expression is

∂µBt = −e
3
2

(H+G) 1

2
∂µ(H +G)f2. (2.46)

Using (2.32) we find

∂µf2 =
1

2
f2∂µ(H +G). (2.47)

One can check that the solutions to these last two differential equations are

f2 = 4αe
1
2

(H+G), Bt = −αe2(H+G) (2.48)

where α is constant that can be obtained using suitable boundary conditions. We can also compute
f1 and B̃t, following the same procedure. The results are the same as for f2 and Bt up to a minus
sign in front of G in the exponent. The expression of f1 and B̃t are

f1 = 4βe
1
2

(H−G), B̃t = −βe2(H−G). (2.49)

By choosing an appropriate rescaling of the Killing spinor, we can set 4β = 1. Using the properties of
the Pauli matrices and equation (2.8), we re-write (2.20) and (2.21) as

σ̂1/∂Hε = (−iae−
1
2

(H+G)γ5 + be−
1
2

(H−G))ε, (2.50)

ε̄σ̂1/∂H = ε̄(−iae−
1
2

(H+G)γ5 + be−
1
2

(H−G)). (2.51)

Using

∂µHf1 = i∂µHε̄σ̂1ε

in (2.50) and (2.51), we have

∂µHf1 = −iae−
1
2

(H+G)ε̄γ5γµε

= −iae−
1
2

(H+G)Lµ.

Using (2.49) and (2.42) we can solve this equation as follows

∂µHe
1
2

(H−G) = −ae−
1
2

(H+G)Lµ

⇒
∫
dHeH = −adxµLµ

eH = −aΛdy.
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We want to identify the y coordinate with eH , which implies that

eH = y, Λ = −a. (2.52)

From this result we see that we can determine a by specifying Λ. Recall that Λ takes two possible
values, Λ = ±1. To fix α multiply (2.50) by ε̄γ5σ̂1, to find

ε̄γ5γµε∂µH = −iae−
1
2

(H+G)ε̄σ̂1ε+ be−
1
2

(H−G)ε̄γ5σ̂1ε

gyy ε̄γ5γyε∂yH = −iae−
1
2

(H+G)f1 + be−
1
2

(H−G)ε̄γ5(−iσ̂2σ̂3)ε

gyyLy
∂yy

eH
= −iae−

1
2

(H+G)f1 + be−
1
2

(H−G)ε̄(−iσ̂2σ̂3)γ5ε

h−2Λ = −iae
1
2

(H−G)f1 − ibe
1
2

(H+G)ε̄σ̂2ε

h−2Λ = −iae
1
2

(H−G)f1 − be
1
2

(H+G)f2

h−2Λ = −af2
1 −

b

4α
f2

2 .

To simplify this expression use the fact that a = ±1, so that a2 = 1 and

h−2Λ = −af2
1 −

ba2

4α
f2

2

⇒ −ah−2 = −a(f2
1 +

ba

4α
f2

2 ). (2.53)

Using our normalization Kt = 1, gtt = h−2 and equation (2.40), we see that

h−2 = f2
1 + f2

2 ,

which, since a, b = ±1, implies that 4abα = 1. Further more, we can choose 4α = 4β = 1, which forces
the condition a = b. Through out this derivation we used properties of the Pauli matrices and the
fact that H depends only on y. Manipulating equation (2.50), we get(

σ̂1γ
µ∂µH + iae−

1
2

(H+G)γ5 − be−
1
2

(H−G)

)
ε = 0(

σ̂1γ
y∂y ln y + iae−

1
2

(H+G)γ5 − be−
1
2

(H−G)

)
ε = 0(

σ̂1γ
y 1

y
+ iae−

1
2

(H+G)γ5 − be−
1
2

(H−G)

)
ε = 0.

We can simplify this last equation to obtain(
1

yh
σ̂1Γ3 + iae−

1
2

(H+G)γ5 − be−
1
2

(H−G)

)
ε = 0. (2.54)

Using (2.53), (2.48) and (2.49) and 4abα = 1 as well as a = b we learn that

(
√

1 + e−2Gσ̂1Γ3 + aie−Gγ5 − a)ε = 0. (2.55)

Using ε̄ = ε†γ0 = ε†Γ0, Kt = 1 and the definition of K from equation (2.22) we find the relation
ε†ε = 1. Using the definition of Lµ from (2.22) and Ly = −a, we find

ε†Γ0Γ5Γ3ε = −a.

This results implies that we have the projection condition(
1 + aΓ0Γ5Γ3

)
ε = 0 or

(
1 + iaΓ1Γ2

)
ε = 0. (2.56)
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Above we used the fact that a2 = 1 and Γ5 = iΓ0Γ1Γ2Γ3. To see that this is really a projector
condition, we will check the property satisfied by any projector, namely if P is a projector then
P 2 = P . Let us check if this property holds for (2.56)(

1 + aΓ0Γ5Γ3

)(
1 + aΓ0Γ5Γ3

)
ε =

(
1 + (aΓ0Γ5Γ3)(aΓ0Γ5Γ3) + 2aΓ0Γ5Γ3

)
ε

=

(
1 + a2(Γ0Γ0)(Γ5Γ5)(Γ3Γ3) + 2aΓ0Γ5Γ3

)
ε

=

(
2 + 2aΓ0Γ5Γ3

)
ε

=2

(
1 + aΓ0Γ5Γ3

)
ε.

We see that (2.56) is a projector condition with the factor of two in the last expression, implying that
the projector is not properly normalized. The two projectors (2.55) and (2.56) imply that the Killing
spinor ε has the form

ε = eiδγ
5Γ3σ̂1

ε1, Γ3σ̂1ε = aε1, sinh 2δ = ae−G. (2.57)

We further write the spinor ε1 in terms of a constant spinor ε0, by using the explicit expression for f2,
which implies

ε1 = e
1
4

(H+G)ε0.

We are now in a position to compute ωµ given by equation (2.41). The non-vanishing components of
ωµ are ω1 and ω2. A simple computation implies

ω2̂ = εtΓ2Γ2ε

= e
1
2

(H+G)εt0(eiδγ
5Γ3σ̂1

)t(eiδγ
5Γ3σ̂1

)ε0

= e
1
2

(H+G)εt0e
iδa(γ5)t+iδγ5aε0

= e
1
2

(H+G)εt0e
iδa[(γ5)t+γ5]ε0

= e
1
2

(H+G)εt0

(
1 + 0 +

(2iδγ5a)2

2!
+ 0 +

(2iδγ5a)4

4!
+ 0 +

(2iδγ5a)6

6!
+ 0 +

(2iδγ5a)8

8!
+ 0 · · ·

)
ε0

= e
1
2

(H+G)εt0

(
1 +

(2δ)2

2!
+

(2δ)4

4!
+

(2δ)6

6!
+ · · ·

)
ε0

= e
1
2

(H+G)εt0ε0 cosh 2δ.

To simplify this expression we have used (γ5)2 = −1, equation (2.57) and the relation γtµ = −Γ2γµΓ2

which follows from the Clifford algebra. Using (2.57) and the relation h−2 = y(eG + e−G), we get

ω2̂ = h−1εt0ε0. (2.58)

Following a very similar procedure, we find that ω1̂ is given by

ω1̂ = −iah−1εt0ε0. (2.59)

ω is now given by

ω = ωĉe
ĉ
µdx

µ

= ω1̂e
1̂
µdx

µ + ω2̂e
2̂
µdx

µ

= (−iah−1e1̂
i + h−1e2̂

i )dx
i.
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In term of eĵi = hẽĵi , this last expression becomes

ω = (constant)(ẽ1̂
i + iaẽ2̂

i )dx
i. (2.60)

Therefore, we can write

ω = ωadx
a

= (idx1 + dx2).

Next, note that

dxa = eaµdx
µ

= hdxµ.

This tells us that the 2-dimensional metric tensor h̃ij in equation (2.45) is given by h̃ij = δij . The
10-dimensional metric now takes the form

ds2 = −h−2(dt+ Vidx
i)2 + h2(dy2 + δijdx

idxj) + yeGdΩ2
3 + ye−GdΩ̃2

3. (2.61)

Our next task is to investigate the gauge fields. The self-duality condition obeyed by the 10-dimensional
5-form flux (see appendix) implies that we only have one independent gauge field in 4-dimensions.
Using the definition of the field strength and its dual, we write the gauge field as follows

B = Bt(dt+ V ) + B̂,

dB̂ +BtdV = −h2e3G ∗3 dB̃t, (2.62)

B̃ = B̃t(dt+ V ) + ˆ̃B,

d ˆ̃B + B̃tdV = h2e−3G ∗3 dBt. (2.63)

B̂, ˆ̃B have no components along the time direction and the 3 dimensional flat space epsilon ∗3 is
directed along y, x1, x2. We saw from (2.34) that K is a Killing vector and dK is given by dK =
2
(
e−(H+G)F + e−(H−G)F̃

)
. Using this expression of dK and the above expressions of the gauge field,

we can write the following relation

1

2
dK = e−(H+G)F + e−(H−G)F̃ = −1

2
d[h−2(dt+ V )].

We find the expression for V as follows

1

2
h−2dV = e−(H+G)(dB̂ +BtdV )− e−(H−G)d( ˆdB̃ + B̃tdV )

= h2(e−H+2G ∗3 dB̃t − e−H−2G ∗3 dBt).

To move from the first line to the second line we used equations (2.62) and (2.63). Now, using the
equations

B̃t = −1

4
e2(H−G), dB̃t = −1

2
e2(H−G)(dH − dG)

Bt = −1

4
e2(H+G), dBt = −1

2
e2(H+G)(dH + dG)

the expression for dV becomes

dV = 2h4

[
e−H+2G ∗3

(
− 1

2
e2(H−G)(dH − dG)

)
+ e−H−2G ∗3

(
1

2
e2(H+G)(dH + dG)

)]
= 2h4

[(
− 1

2
eH ∗3 (dH − dG)

)
+

(
1

2
eH ∗3 (dH + dG)

)]
= 2h4

[(
eH ∗3 dG

)]
= 2h4y ∗3 dG.
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By defining the new variable z ≡ 1

2
tanhG, we find

dV =
1

y
∗3 dz (2.64)

where dz = 2h4y2dG and we have used the relation h−2 = y(eG + e−G). The consistency condition
d(dV ) = 0 tells us that we can write this last equation as

∂α(
1

y
∗3 ∂αz) = 0

⇒ 1

y
∂2
i z + ∂y(

1

y
∂yz) = 0 (2.65)

where α = x1, x2, y and i = x1, x2. From equation (2.62), (2.63) and (2.64) we can find the gauge field

dB̂ = −h2e3G ∗3 dB̃t −BtdV

= −h2e3G ∗3 (−1

2
e2(H−G)(dH − dG)) +

1

4
e2(H+G) 1

y
∗3 dz

=

(
yeG

2y(eG + e−G)
− y(eG + e−G)dzeG

4

)
∗3 +

y

4
e2G ∗3 dz

=

(
1

2(1 + e−2G)
− ydz

4

)
∗3 .

One can show that this equation can be written as

dB̂ = −1

4
y3 ∗3 d

(
z + 1

2

y2

)
. (2.66)

Following the same procedure, we find d ˆ̃B

d ˆ̃B = −1

4
y3 ∗3 d

(
z − 1

2

y2

)
.

This brings us to the end of the derivation of the 1/2 BPS geometry. The important quantities defining
this geometry are

ds2 = −h−2(dt+ Vidx
i)2 + h2(dy2 + dxidxi) + yeGdΩ2

3 + ye−GΩ̃2
3, (2.67)

h−2 = 2y coshG, (2.68)

z =
1

2
tanhG. (2.69)

Here we notice that after solving the Killing spinor equation we are able to relate the different functions
that appear in our 10-dimensional metric, to the single function z. z itself is obtained by solving the
Laplace equation (2.65) together with suitable boundary conditions. The allowed boundary conditions
follow by requiring that the geometry is not singular, as we explain in the next section.

2.3 Conditions for a smooth 1/2 BPS geometry

We will derive the necessary conditions for a regular 1/2 BPS geometry. We will then illustrate
these conditions with an example. Recall that the SO(4)× SO(4) isometry of the 1/2 BPS geometry
corresponds to two 3-spheres with radii r and r̃. We have defined a new coordinate by the product of
the radii of the two 3-spheres i.e. y = rr̃. We can identify the radii of the two 3-spheres of (2.67) as

r2 = yeG, r̃2 = ye−G, r2r̃2 = y2. (2.70)
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A singularity might occur in this metric when r or r̃ vanish. It turns out that there is a way of ensuring
that this metric is non-singular at y = 0. We require that at y = 0 we have

G = ±∞, z = ±1

2
. (2.71)

We will investigate the case where z =
1

2
. Let us consider a vicinity of a point where y goes to zero,

while −b2 = yeG remains finite. From our definition of z (i.e z =
1

2
tanhG), we see that z at this

vicinity admits the following expansion

z ∼ 1

2
− e−2G =

1

2
+ y2a(x1, x2) + · · · (2.72)

This relation implies that
ay2 = −e−2G.

Setting a = −b2, we find the relation

y2b2 = e−2G

⇒ yb = e−G.

Now we can write the radii of the two 3-spheres as

r2 = yeG = y
1

yb
=

1

b
,

r̃2 = ye−G = y2b

and we can re-express (2.68) as

h−2 = 2y coshG = y(eG + e−G)

=
1

b
+ y2b

h−2

∣∣∣∣
y=0

=
1

b
.

We learn that h and the radius r of the 3-sphere dΩ3 remain finite as we take y = 0. The metric in
the y direction and in the dΩ̃3 direction then becomes

h2dy2 + ye−GdΩ̃2
3 ∼ b(dy2 + y2dΩ̃3) (2.73)

which is the non-singular flat space metric. What we learn from this analysis is that it possible to find
a non-singular solutions as long as we require z = ±1

2 when y = 0.

2.4 1/2 BPS geometry from Schur polynomials

We now want to consider the dual description of the 1/2 BPS geometries. 1/2 BPS geometries
correspond to configurations that are dual to arbitrary droplets (filled states) of the free fermions
field in phase space. Free fermion fields can be discussed using the language of Schur polynomial i.e.
there is a formalism that can be used to map free fermions states to Schur polynomials. The goal of
this section is to use the Schur polynomials that are labelled by Young diagrams, to describe the 1/2
BPS geometry. In terms of Schur polynomials, the 1/2 BPS geometry correspond to black and white
concentric rings as shown in the diagram below
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Figure 2.1: 1/2 BPS geometry from Schur polynomials.

The black regions correspond to the boundary condition z =
1

2
and the white region correspond

to the boundary condition z = −1

2
. We identify this geometry with the Young diagram shown in the

figure below

Figure 2.2: 1/2 BPS geometry from Young diagram.

The sides that are labelled by r1, r2 and r3 on the Young diagram are identified with the black
rings on the 1/2 BPS geometry and the sides that are labelled by c1 and c2 on the Young diagram are
identified with the white rings on the 1/2 BPS geometry. Therefore it is possible to study the 1/2 BPS
geometry using the Schur polynomials as an alternative to the free fermion description of the field
theory. What we have done so far was to construct the 1/2 BPS geometry. We allow one of the two
3-spheres to shrink to zero on the y = 0 plane while keeping the other fixed and as a result we have
managed to get a non-singular solution when y = 0 provided that we set z = ±1

2 . Now that we know
how to construct smooth 1/2 BPS geometries, our next goal is to look at the 1/4 BPS geometries.
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2.5 1/4 BPS geometries.

In field theory, some of the N = 4 states that are built from two complex fields Z and Y correspond
to 1/4 BPS states. The isometry of 1/4 BPS geometries is R × SO(4) × U(1). The SO(4) × U(1)
symmetry corresponds to the isomerties of a 3-sphere and a 1-sphere. To find the solution to the 1/4
BPS geometry we will solve the Killing spinor equations just like we did for the 1/2 BPS geometry.
An interesting feature of the solutions obtained using the Killing spinor equation, is that there is
a 4-dimensional plane on which one or both of the spheres (the 1-sphere and the 3-sphere) in the
geometry shrink to zero size. To obtain a regular geometry, the boundary conditions must be chosen
carefully. We represent the 4-dimensional plane by a complex space C2. This space come equipped
with a Kähler metric. We will define a function Z(za, z̄a) that specifies the boundary conditions for
smooth 1/4 BPS geometries in terms of the Kähler potential. Once we know this function, we can
turn the problem of finding 1/4 BPS geometries into the problem of solving a differential equation
known as the Monge-Ampére equation. By solving the Monge-Ampére equation that appears in our
analysis, we would determine the 1/4 BPS geometry. This section is a review of the beautiful papers
[50] and [53].

2.5.1 The metric and the five-form of the 1/4 BPS geometries

The metric and the five-form of this geometry are given by 1

ds2 = gµνdx
µdxν + eH−GdΩ2

3 + eH+Gdψ2 (2.74)

F(5) = F(2) ∧ dΩ3 + F̃(4) ∧ dψ (2.75)

= Fµ1µ2dx
µ1 ∧ dxµ2 ∧ dΩ3 + F̃µ3µ4µ5µ6dx

µ3 ∧ dxµ4 ∧ dxµ5 ∧ dxµ6 ∧ dψ (2.76)

where µ1, · · · , µ6 take values = 0, · · · , 5 and gµν = diag(1,−1,−1,−1,−1,−1). Our first task is find
the Hodge dual of the five form field strength. This is done as follows

∗F(5) = ∗(F(2) ∧ dΩ3) + ∗(F̃(4) ∧ dψ)

= ∗(Fµ1µ2dx
µ1 ∧ dxµ2 ∧ dΩ3) + ∗(F̃µ3µ4µ5µ6dx

µ3 ∧ dxµ4 ∧ dxµ5 ∧ dxµ6 ∧ dψ)

=
1

(6− 2)!
Fµ1µ2

√
|detg|εµ1µ2µ3µ4µ5µ6dx

µ3 ∧ dxµ4 ∧ dxµ5 ∧ dxµ6 ∧ dψ

+
1

(6− 4)!

√
|detḡ|εµ1µ2µ3µ4µ5µ6F̃

µ3µ4µ5µ6dxµ1 ∧ dxµ2 ∧ dΩ3

=
1

4!
Fµ1µ2e−H−2Gεµ1µ2µ3µ4µ5µ6dx

µ3 ∧ dxµ4 ∧ dxµ5 ∧ dxµ6 ∧ dψ

+
1

2!
eH+2Gεµ1µ2µ3µ4µ5µ6F̃

µ3µ4µ5µ6dxµ1 ∧ dxµ2 ∧ dΩ3

where det g and det ḡ are given by

√
|detg| = e

1
2

(H−G)

e
3
2

(H+G)
= e−H−2G (2.77)

√
|detḡ| = e

3
2

(H+G)

e
1
2

(H−G)
= eH+2G. (2.78)

We write the dual field strength as

F(2) = 2eH+2G ∗6 F̃(4)

F̃µ1µ2µ3µ4 = −1

2
e−H−2Gεµ1µ2µ1µ2µ3µ4 ∗6 Fµ5µ6 .

1The full metric for this geometry should be given by ds2 = gµνdx
µdxν+eH−GdΩ2

3 +eH+G(dψ+A)2, but the quantity
A is found to be zero and hence we will not include it in our analysis
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Notice that εµ1µ2ν1ν2ν3ν4 is in Minkowski space. Raising the indices of this Levi-Civita symbol will
cost us a minus sign, that is εµ1µ2ν1ν2ν3ν4 = −εµ1µ2ν1ν2ν3ν4 . Now lets check the double Hodge duality

∗ ∗ F(5) = ∗
[
εµ1µ2µ3µ4µ5µ6

(
1

4!
e−H−2GFµ1µ2(dxµ3 ∧ dxµ4 ∧ dxµ5 ∧ dxµ6 ∧ dψ)

+
1

2!
eH+2GF̃µ3µ4µ5µ6(dxµ1 ∧ dxµ2 ∧ dΩ2

3)

)]
= εµ1µ2µ3µ4µ5µ6(−εµ1µ2µ3µ4µ5µ6)

(
1

4!

1

4!

e−H−2G

e−H−2G
Fµ1µ2(dxµ1 ∧ dxµ2 ∧ dΩ2

3)

+
1

2!

1

2!

eH+2G

eH+2G
F̃µ3µ4µ5µ6(dxµ3 ∧ dxµ4 ∧ dxµ5 ∧ dxµ6 ∧ dψ)

)
= −

(
(6− 2)!4!

4!4!
Fµ1µ2(dxµ1 ∧ dxµ2 ∧ dΩ2

3) +
(6− 4)!2!

2!2!
F̃µ3µ4µ5µ6(dxµ3 ∧ dxµ4 ∧ dxµ5 ∧ dxµ6 ∧ dψ)

)
= −

(
Fµ1µ2(dxµ1 ∧ dxµ2 ∧ dΩ2

3) + F̃µ3µ4µ5µ6(dxµ3 ∧ dxµ4 ∧ dxµ5 ∧ dxµ6 ∧ dψ)

)
= −F(5).

We see that the double dual of this five-form is related to the original by a minus sign. In order to find
the smooth geometries that preserve 1/4 BPS worth of symmetry, we need to write down the Killing
spinor equation and solve it.

2.5.2 1/4 BPS Killing spinor equation

To determine the 1/4 BPS geometries, we need to solve the Killing spinor equation. The Killing spinor
equation in this case is given by

0 = ∇Mη +
i

480
ΓM1M2M3M4M5FM1M2M3M4M5ΓMη (2.79)

where η is a 10-dimensional spinor. To solve this Killing spinor equation, choose the following basis
for the gamma matrices with Lorentz indices as

Γµ = γµ ⊗ σ̂1 ⊗ I2,
Γa = I8 ⊗ σ̂2 ⊗ σa,
Γ9 = γ7 ⊗ σ̂1 ⊗ I2

(2.80)

where µ = 0, 1, · · · , 5, a = 6, 7, 8 and γ7 = iΓ0 · · ·Γ5. The chirality condition is

Γ10η = Γ0Γ1 · · ·Γ9η = σ̂3η = η. (2.81)

We decompose the 10-dimensional Killing spinor η as follows

η = ε⊗ χα, (2.82)

where ε is the 6-dimensional Killing spinor and χα is the Killing spinor on a unit sphere. The Killing
spinor on the sphere satisfies

∇aχα =
iα

2
σaχα, a = ±1. (2.83)

The dependence on coordinates of the spinor is as follows

ε(xµ,Ω3, ψ) = e
i
2
nψε(xµ,Ω3).
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This equation tells us that we must have the following relation

∂ψε =
in

2
ε. (2.84)

Before, we derived the covariant derivative on S3 to be

∇a = ∇′a −
1

4
ΓλΓa∂λ(H +G)

= ∇′a −
i

4
σaσ̂3γ

λ∂λ(H +G). (2.85)

The covariant derivative on S1 is given by

∇ψ = ∂ψ +
1

4
ΓψΓλ∂λ(H −G) (2.86)

= ∂ψ +
1

4
γ7γ

λ∂λ(H −G). (2.87)

Denote the second term of (2.79) by M

M =
i

480
ΓM1M2M3M4M5FM1M2M3M4M5 . (2.88)

Using our results from the 1/2 BPS analysis we can write this as follows

M =
i

480

(
5!

3!2!
Γµ1µ2εθ1θ2θ3Fµ1µ2Γθ1θ2θ3 − 5!

4!1!
Γµ3µ4µ5µ6Γψe−

1
2

(H−G)F̃µ3µ4µ5µ6

)
=

i

480

(
10γµ1µ2e−

3
2

(H+G)Fµ1µ2(3!i)σ̂2 +
5

4
Γµ′2µ′1(εµ

′
1µ
′
2µ3µ4µ5µ6γ7)γ7σ̂1e

− 3
2

(H+G)εµ1µ2µ3µ4µ5µ6F
µ1µ2

)
= −1

8
e−

3
2

(H+G) /F (σ̂2 + iσ̂1)

= −1

8
e−

3
2

(H+G) /F σ̂2 (1 + σ̂3)

where we have used

γ7 ≡
1

6!
εµ1µ2µ3µ4µ5µ6γ

µ1µ2µ3µ4µ5µ6

Γ(7) =
1

6!
εµ1µ2µ3µ4µ5µ6Γµ1µ2µ3µ4µ5µ6 = γ7 ⊗ I2 ⊗ I2

γµγν = γµν iff µ < ν.

Now that we have managed to decompose the quantities that appear in the Killing spinor equation,
we can decompose the Killing spinor equation into three parts. Using (2.79), (2.85) and (2.87), we
find

Dµε = 0

∇µε+MΓµε = 0

⇒ ∇µε+Nσ̂2γµσ̂1ε = 0 (2.89)

⇒ ∇µε− iNγµσ̂3ε = 0 (2.90)

∴ ∇µε− iNγµε = 0 (2.91)

where N is given by

N = −1

4
/Fe−

3
2

(G+H) and M = Nσ̂2.
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DS3ε = 0

0 =

(
iα

2
σae
− 1

2
(H+G) − i

4
σaσ̂3γ

λ∂λ(H +G) +Nσ̂2Γa

)
ε

⇒ 0 =

(
iα

2
σae
− 1

2
(H+G) − i

4
σaσ̂3γ

λ∂λ(H +G) +Nσ̂2σ̂2σa

)
ε

∴ 0 =

(
iα

2
e−

i
2

(H+G) − i

4
γλ∂λ(H +G) +N

)
ε. (2.92)

DS1ε = 0

(
in

2
e−

1
2

(H−G) +
1

4
γ7γ

λ∂λ(H −G) +Nσ̂2Γ10

)
ε = 0

⇒
(
in

2
e−

1
2

(H−G) +
1

4
γ7γ

λ∂λ(H −G) +Nσ̂2γ7σ̂1

)
ε = 0

⇒
(
in

2
e−

1
2

(H−G) +
1

4
γ7γ

λ∂λ(H −G)− iNγ7σ̂3

)
ε = 0

∴

(
in

2
e−

1
2

(H−G) +
1

4
γ7γ

λ∂λ(H −G)− iγ7N

)
ε = 0. (2.93)

This reduces (2.79) to (2.91), (2.92) and (2.93). To solve the Killing spinor equation (2.79), we will
again introduce spinor bilinears.

2.5.3 Spinor bilinears

To solve the equations (2.91), (2.92) and (2.93) we will introduce spinor bilinears constructed from
the 6-dimensional spinor ε. The list of spinor bilinear which we are interested in are

f1 = ε̄γ7ε f2 = iε̄ε Kµ = ε̄γµε Lµ = ε̄γµγ7ε

Yµλ = iε̄γµνγ7ε Vµν = ε̄γµνε Ωµνλ = iε̄γµνλε. (2.94)

Our next step is to take the covariant derivatives of the first four spinor bilinears. Consider f1

∇µf1 = (∇µε̄)γ7ε+ ε̄γ7(∇µε)
= −ε̄Mγµγ7ε− ε̄γ7γµMε

=
i

4
e−

3
2

(G+H)ε̄(2γµκλ)γ7F
κλε

= − 1

3!
e

1
2

(G−H)ΩρστFµρστ

where we have used the self-dual relation

Fµρστ = −1

2
e−2G−HεµρστκλF

κλ. (2.95)

The remaining differential identities are derived in the same way as the corresponding formulas found
for the 1/2 BPS geometry. Using equations (2.23)- (2.31), we find the following results

∇µf2 = −e−
3
2

(G+H)FµλK
λ, (2.96)
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∇µKρ = e−
3
2

(G+H)f2Fµρ +
1

2
e

1
2

(G−H)FµρστY
στ , (2.97)

∇µLρ = e−
3
2

(G+H)

[
F λ
µ Yλρ + F λ

ρ Yλµ +
1

2
gµρF

κλYκλ

]
, (2.98)

∇κΩµνλ =
1

4
e−

3
2

(G+H)F πρε̄(γµνλγπργκ − γκγπργµνλ)ε. (2.99)

One can show that Kµ satisfies Killing’s equation using equation (2.97) and hence Kµ is a Killing
vector. Using equation (2.98) we can show that

∇µLρ −∇ρLµ = 0

which implies that dL = 0. The following relations continue to hold for the 1/4 BPS analysis

L2 = −K2 = f2
1 + f2

2 , (2.100)

L ·K = 0. (2.101)

By anti-symmetrizing (2.99) we find

dΩκλµν = 4f1e
− 1

2
(H−G)F̃κλµν . (2.102)

Note that most of our results match what we obtained for study of the 1/2 BPS geometry. We can
again write L = dy and Kµ = Kt = t. Finally the six dimensional metric is

ds2
6 = h2dy2 + ĝijdx

idxj . (2.103)

We can relate gtt and gyy using K2 = −L2, so that our six dimensional metric becomes

ds2
6 = −h−2(dt+ ω)2 + h2dy2 + f−2

2 habdx
adxb. (2.104)

Notice that ω in this metric plays the same role as Vidx
i in the 1/2 BPS geometry metric. The factor

f−2
2 was included in front of the 4-dimensional metric tensor hab for later convenient. To determine

this metric we need to find the spinor bilinears f1 and f2.

2.5.4 Solving for f1 and f2

To find f1 and f2, we follow the same procedure as in the 1/2 BPS case, where we evaluated the
covariant derivatives of these spinors bilinears. Take the conjugate of (2.92) and (2.93) to find

ε̄

(
− iα

2
e−

1
2

(H+G) − i

4
γλ∂λ(H +G)−N

)
= 0, (2.105)

ε̄

(
− in

2
e−

1
2

(H−G) +
i

4
γλγ7∂λ(H −G) + iγ7N

)
= 0. (2.106)

To find f1 and f2 from these last two equations we need to evaluate [γµ, N ] and {γµ, N}. We find

[γµ, N ] = γµN −Nγµ

= −2

4
e−

3
2

(G+H)F λσ(gµλγσ − gµσγλ)

= −e−
3
2

(G+H)F σ
µ γσ

and

ε̄{γµ, N}γ7ε = ε̄

[
γµN +Nγµ

]
γ7ε

= ε̄

[
− 2

4
e−

3
2

(G+H)F λσ(γµλσ)

]
γ7ε

= −i∂µf1.
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Now, multiplying (2.92) by ε̄γµ and (2.105) by γµε and adding the two equations, we get

0 = ε̄γµ

(
iα

2
e−

1
2

(H+G) − i

4
γλ∂λ(H +G) +N

)
ε+ ε̄

(
− iα

2
e−

1
2

(H+G) − i

4
γλ∂λ(H +G)−N

)
γµε

0 = −1

2
f2∂µ(H +G)− e−

3
2

(G+H)FµσK
σ

⇒ ∂µf2 =
1

2
f2∂(H +G).

The solution to this differential equation is

f2 = κe
1
2

(H+G) (2.107)

where κ is a constant of integration. To find f1 we multiply (2.93) by ε̄γµ and (2.106) by γµε and add
the two equations to get

0 = ε̄γµ

(
in

2
e−

1
2

(H−G) +
1

4
γ7γ

λ∂λ(H −G)− iγ7N

)
ε+ ε̄

(
− in

2
e−

1
2

(H−G) +
1

4
γλγ7∂λ(H −G) + iγ7N

)
γµε

0 = ε̄

(
1

2
γ7∂µ(H −G)− i{γµ, N}γ7

)
ε

⇒ ∂µf1 =
1

2
f1∂µ(H −G).

The solution to this differential equation is

f1 = λe
1
2

(H−G). (2.108)

Now, combining (2.92), (2.93) and (2.108), we find

eH = y. (2.109)

With the correct choice of normalization, as for the 1/2 BPS case, λ = κ = 1, we can express h in
terms of f1 and f2 as follows

h−2 = f2
1 + f2

2 (2.110)

= y(eG + e−G) (2.111)

= 2y coshG. (2.112)

Using these results, we can write the 10-dimensional metric of the 1/4 BPS geometry as

ds2
10 = gµνdx

µdxν + eH−GdΩ2
3 + eH+Gdψ2

= −h−2(dt+ ω)2 + f−2
2 habdx

adxb + h2dy2 + y(e−GdΩ2
3 + eGdψ2)

= −h−2(dt+ ω)2 + h2[(e−2G + 1)habdx
adxb + dy2] + y(e−GdΩ2

3 + eGdψ2)

= −h−2(dt+ ω)2 + h2

(
1

Z + 1
2

habdx
adxb + dy2

)
+ y(e−GdΩ2

3 + eGdψ2), (2.113)

where

Z =
1

2
tanhG, (2.114)

f1

f2
= e−G, (2.115)

1

1 + e−2G
= Z +

1

2
. (2.116)

We learn that by solving the Killing spinor equation we are able to relate the different functions that
appear in our 10-dimensional metric to the single function Z(za, z̄a). At this point we have to ask how
to determine the function Z(za, z̄a)? Towards this end, we now introduce the Kähler potential.
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2.5.5 Kähler potential

A Kähler manifold is a complex manifold with a hermitian metric. The metric of the manifold is
determined by a Kähler potential K. A Kähler manifold has three structures; a complex structure,
a Riemannian structure and a symplectic structure. A symplectic form on a manifold M is a closed
non-degenerate differential 2-form ω(2) (i.e dω = 0). The Kähler potential is defined as a real valued
function K on a Kähler manifold for which the symplectic form ω can be written as ω = i∂∂̄K. Our
goal here is to determine the function Z using the Kähler potential. We will do this by using known
facts about Kähler manifolds. From our 6-dimensional metric (2.104), we identify the 4-dimensional
metric that lives on the Kähler manifold by hab. We can write this metric as

ds4 = habdx
adxb (2.117)

= ∂a∂̄bKdz
adz̄b + ∂a∂̄bKdzadz̄b

= 2∂a∂̄bKdz
adz̄b (2.118)

where K(za, z̄a; y) is the Kähler potential. Finally, we can write the 10-dimensional metric of the 1/4
BPS geometry in terms of the Kähler potential as

ds2
10 = −h−2(dt+ ω)2 + h2

(
2

Z + 1
2

∂a∂̄bKdz
adz̄b + dy2

)
+ y(e−GdΩ2

3 + eGdψ2). (2.119)

In the 1/2 BPS geometry, imposing the condition d(dV ) = 0 implied a second order condition (2.65).
In the 1/4 BPS analysis a second order condition again arises when we impose d(dω) = 0. This second
order condition is solved by

Z = −1

2
y∂y(y

−1∂yK). (2.120)

We have now achieved our goal by finding this relationship between K and Z. We will now consider
an example of computing the Kähler potential. This will give us a chance to illustrate the results we
have just derived.

2.5.6 Example: The Kähler potential of AdS5 × S5 as a 1/4 BPS geometry with
SO(4) R-symmetry

The metric is given by

ds2 = − cosh2 ρdt2 + dρ2 + sinh2 ρ[sin2 αdψ2 + cos2 αdβ̃ + dα2] + dθ2 + cos2 θdφ̃2 + sin2 θdΩ2
3.

(2.121)

Guided by the metric (2.119) we will extract expressions for y, eG and h−2. Recall that y is the product
of the radii of S1 and S3 (i.e y = rψrΩ3). From this metric we see that

rψ = sinh ρ sinα, rΩ3 = sin θ.

Comparing the factors in front of the 3-sphere and the 1-sphere of (2.119) and (2.121) we get the
relations

eG =
sin θ

sinh ρ sinα
.

We can find h−2 using the relation h−2 = 2y coshG, which implies

h−2 = sinh2 ρ sin2 α+ sin2 θ.

In summary, we have

y = sinh ρ sinα sin θ, (2.122)

eG =
sin θ

sinh ρ sinα
, (2.123)

h−2 = sinh2 ρ sin2 α+ sin2 θ. (2.124)
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Using the parametrization

x1 = cosh ρ cos θ, x2 = tanh ρ cosα,

we express cosh ρ, cos θ and sinα in terms of plane coordinates as follows

cosh ρ =
1√

2(1− x2
2)

[
1 + r2 + y2 +

√
(1 + r2 + y2)2 − 4r2

] 1
2

,

cos θ =
1√
2

[
1 + r2 + y2 −

√
(1 + r2 + y2)2 − 4r2

] 1
2

,

sinα =

√
1− x2

2√
2

[
−2y2 + x2

2(r2 + y2 − 1 +
√

(1 + r2 + y2)2 − 4r2)

x2
2(r2 + y2 − 1) + x4

2 − y2

] 1
2

where r = x1

√
1− x2

2. Using (2.69) we find

Z = −1

2

r2 + y2 − 1√
(r2 + y2 + 1)2 − 4r2

. (2.125)

We can now find the Kähler potential using (2.120). The Kähler potential is given by

K =
1

4

[
−R+ (y2 + 2) log(1 + r2 + y2 +R2)− y2 log

(
2

(r2 − 1)R+R2 − y2(1 + r2 + y2)

y(r2 − 1)2

)]
K0 + y2K1

(2.126)

where R ≡
√

(1 + r2 + y2)2 − 4r2. This completes our discussion of the AdS5 × S5 geometry.

2.5.7 Monge-Ampére equation

Our goal here is derive the Monge-Ampére equation that governs the function Z that determines the
1/4 BPS geometry. The Monge-Ampére equation is the differential equation that is solved by the
Kähler potential. Since we know the relationship between the Kähler potential and Z, the Monge-
Ampére equation fixes Z. Following the analysis [50, 51], we start by writing the expression for the
complex structure J , in terms of L and ω, as

dJ = eHL ∧ dω. (2.127)

We recall that L is a closed form. We know that the non-zero component of L is pointing in the y
direction and ω is the Kähler form. The equation (2.127) implies that the complex structure J is
defined on the space perpendicular to the 4-dimensional space and the y direction. Even though J
live in the space that is perpendicular to the space of coordinates (za, z̄a; y), it still has a y, za and z̄a
dependence. Split the exterior derivative as

d = d̃+ dy + dt

where d̃ takes into account the differentiation with respect to the coordinates za and zb and their
conjugates. The complex structure J is closed (i.e d̃J = 0). The y dependence of (2.127) is

∂yJ = eHΛd̃ω (2.128)

where we have used (2.42) and ω is defined on the complex manifold where it derivative is denoted by
d̃. Another usefully identity is the y derivative of ω which is given by

∂yω = −1

y
J · Z.
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Using the consistency condition d(dω) = 0 and using equation (2.128), this last equation becomes

d(∂yω) = d(−1

y
J · Z)

y∂yd̃ω = −d̃(J · Z)

y∂y(
∂yJ
y

) = −d̃(J · Z).

The differential equation

y∂y(
∂yJ
y

) + d̃(J · Z) = 0 (2.129)

is solved by (2.120). Another expression worth describing is the one-form of the Killing vector dK,
given by

dK =
f2

2 − f2
1

f2
2 + f2

1

dG ∧K + dH ∧K − (f2
2 + f2

1 )dω

where the Killing vector K is found by solving the Killing equation (2.97). This expression tells us
that the one-form of the Killing vector dK is pointing in a direction perpendicular to y and t. The
last term hints that this perpendicular direction is tangent to the Kähler manifold. Taking equation
(2.95) and contracting with Lµ, we get

Lµ∂µf
2
1 = −1

4
dΩµρστL

µKρIστ

where Ω is given by Ω = K ∧ I. To make sure that the RHS is non-zero, we can set µ = y and ρ = t,
to obtain

Lyf2
1∂y(H −G) = −e

1
2

(H+G)f1

4
d(K ∧ I)ytστL

yKtIστ

= −e
1
2

(H+G)f1

4

(
f2

2 − f2
1

f2
2 + f2

1

dG ∧K ∧ I + dH ∧K ∧ I − (f2
2 + f2

1 )dω ∧ I
)
ytστ

LyKtIστ

= −e
1
2

(H+G)f1

4

(
− (f2

2 + f2
1 )dω ∧ I

)
ytστ

LyKtIστ .

This simplifies to

f1Λ∂y(H −G) =
e

1
2

(H+G)

4
(f2

2 + f2
1 )d̃ωabI

ab. (2.130)

The LHS tells us that the quantity on the RHS is pointing in the y direction and the relationship
between J and I is given by

J = eG+HI.

We then have

f1∂yΛ(H −G) =
e

1
2

(H−G)

4
e−(G+H)(f2

2 + f2
1 )d̃ωabJ ab

4e−
1
2

(H−G) f1

f2
2 + f2

1

∂y(H −G) = d̃ωabJ ab.

Taking equation (2.128) and contracting with J , we find

J ab∂yJab = J abeHΛd̃ωab

J ab∂yJab = 4eHΛe−
1
2

(H−G) f1

f2
2 + f2

1

∂y(H −G).
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It is natural to associate the term J ab∂yJab with ∂y log dethab , that is

J ab∂yJab ≡
1

2
∂y log dethab.

We now have

∂y log dethab = 2eHe−
1
2

(H−G) e
1
2

(H−G)

e(H+G) + e(H−G)
∂yH − 2eHe−

1
2

(H−G) e
1
2

(H−G)

e(H+G) + e(H−G)
∂yG

= 2
e−G

eG + e−G
∂yH − 2

e−G

eG + e−G
∂yG.

We simplify further by using the identities

∂y log

(
Z +

1

2

)
=

sech2G ∂yG

2
(

1
2 tanhG+ 1

2

)
=

2e−G

eG + e−G
∂yG, (2.131)

1

2
− Z =

1

1 + e2G
, (2.132)

eH = y ⇒ ∂yH =
1

y
. (2.133)

Then we have

∂y log dethab = ∂y log

(
Z +

1

2

)
− 2

y

(
1

2
− Z

)
. (2.134)

Now, we solve this differential equation

log dethab = log

(
Z +

1

2

)
+ c0 − log y + c1 + 2

∫
dy

1

y

(
− 1

2
y∂y(y

−1∂yK)

)
(2.135)

= log

(
Z +

1

2

)
− log y − (y−1∂yK) + c3 (2.136)

dethab = −y
(
Z +

1

2

)
e−(y−1∂yK)+c3 (2.137)

= −y e
−(y−1∂yK)

2

(
− y∂y(y−1∂yK) + 1

)
c4 (2.138)

where the c’s are functions independent of y. To determine them we need to know the boundary
conditions that govern the differential equation. In general c4 is a function of z and z̄

dethab = −y e
−(y−1∂yK)

2

(
− y∂y(y−1∂yK) + 1

)
c4(z, z̄).

This is the Monge-Ampére equation that we were after.

In this section we have managed to solve the Killing spinor equation for the 1/4 BPS geometry. We
find that in order to obtain smooth 1/4 BPS geometries we need to single out a 4-dimensional plane
and impose boundary conditions on this plane. The boundary conditions force Z(za, z̄a) = ±1

2 . Thus
finding 1/4 BPS geometries is replaced by the problem of solving a differential equation, the Monge-
Ampére equation. This Monge-Ampére equation is solved byZ(za, z̄a). In order to gain confidence in
our analysis we will consider an example and test regularity of the 1/4 BPS geometry.
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2.6 Checking regularity of a 1/4 BPS geometry

We would like to test our regularity condition for 1/4 BPS geometries. We will consider an example

and test if we get a smooth geometry. We saw that Z =
1

2
tanhG admits the expansion (2.72). To

solve for K, we equate (2.72) and (2.120) and choose Z = −1

2
. This gives

−1

2
+ y2a0 + · · · = −1

2
y∂y(y

−1∂yK)

1

y
+ a′0 + · · · = ∂y(y

−1∂yK)

ln y + c0 +
1

2
y2a′0 + · · · = y−1∂yK

y ln y + yc0 +
1

2
y3a′0 + · · · = ∂yK∫

y ln y dy +
1

2
y2c0 +

1

8
y4a′0 + c1 + · · · = K.

Up to order y2 this expression simplifies to

K =

∫
y ln y dy +K0 +K1y

2 +O(y4) (2.139)

where a′0, c0, c1,K0 and K1 are functions of z and z̄. In the case where Z =
1

2
we have

1

2
+ y2f0 + · · · = −1

2
y∂y(y

−1∂yK)

and the Kähler potential is expressed as

K = −
∫
y ln y dy +K0 +K1y

2 +O(y4). (2.140)

Unlike in the 1/2 BPS case, here we find an additional constraint is imposed on the 4-dimensional
metric hab̄. This metric solves a Monge-Ampere type differential equation, given by

log(dethab̄) = log(Z +
1

2
) + log y +

1

y
∂yK +D. (2.141)

This equation simplifies to

dethab̄ = y(Z +
1

2
)e

1
y
∂yKE (2.142)

= y(Z +
1

2
)e

1
y
∂yKE, (2.143)

where D and E are functions that are independent of y. This last expression is approximately

dethab̄ = y(−1

2
+ y2f0 +

1

2
)
∞∑
n=0

1

n!

[
1

y
∂y

(∫
dy y log y +K0(z, z̄) + y2K1(z, z̄)

)]n
E

= y2(−1

2
+ y2f0 +

1

2
)

∞∑
n=0

1

n!

[
K1(z, z̄)

]n
E

= y4f0 e
K1(z,z̄)E

= y4g0 e
K1(z,z̄)

where g0 is a function of z and z̄ and both f0 and g0 are positive functions. To check for regularity,
we will consider the metric (2.119) given by

ds2
10 = −h−2(dt+ ω)2 + h2

(
2

Z + 1
2

∂a∂̄bKdz
adz̄b + dy2

)
+ y(e−GdΩ2

3 + eGdψ2).
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2.6.1 Regular geometry in the region Z = ±1

2

Region Z = −1

2

Consider the case where Z = −1

2
which implies that G = +∞. This represents the case where the

S3 shrinks to zero and S1 remains finite size. We can use the following approximate forms for the
functions in the metric

h−2 = 2y coshG ∼ ye−G, (2.144)

ye−Gdψ2 = h−2dψ2, (2.145)

yeGdΩ2
3 = y(yh2)dΩ2

3 = y2h2Ω2
3, (2.146)

2

Z + 1
2

∂a∂̄bKdz
adz̄b =

2

Z + 1
2

hab̄dz
adz̄b

= 2(−1

2
+ y2a0 +

1

2
)−1hab̄dz

adz̄b

= 2y−2a−1
0 hab̄dz

adz̄b. (2.147)

The metric becomes

ds2
10 = h−2

[
− (dt+ ω)2 + dψ2

]
+ h2

[
2y−2a−1

0 hab̄dz
adz̄b + dy2 + y2dΩ2

3

]
. (2.148)

To demonstrate that this metric is regular as y → 0, we need to focus on the term 2y−2a−1
0 hab̄dz

adz̄b

and make sure that it remains finite in this limit. As y → 0 this term blows up unless all the
components of hab̄ vanish as y2. Consider (2.147), in the limit y = 0, to learn

dethab̄ = 0

∂1∂̄1K∂2∂̄2K − ∂1∂̄2K∂2∂̄1K = 0

∂1∂̄1K0∂2∂̄2K0 − ∂1∂̄2K0∂2∂̄1K0 = 0.

In the last line we used (2.140). This is the only restriction we find from equation (2.143). To make
sure that we have a regular solution, we can can either require that K0 = 0 so that

hab̄ = ∂a∂̄bK(z, z̄, y = 0) = 0

or we can require that K0 vanishes on the boundary of the region Z = −1

2
and remains finite inside

the region.

Region Z =
1

2

In the case Z =
1

2
, G = −∞ and the circle S1 shrinks to zero size while S3 remains finite. In this

case, we employ the following approximations

h−2 = 2y coshG ∼ yeG, (2.149)

ye−Gdψ2 = y2h2dψ2, (2.150)

yeGdΩ2
3 = h−2dΩ2

3, (2.151)

2

Z + 1
2

∂a∂̄bKdz
adz̄b = 2(

1

2
+ y2a0 +

1

2
)−1∂a∂̄bKdz

adz̄b

= 2(1 + y2a0)−1∂a∂̄b(−
∫
y ln y dy +K0 +K1y

2 +O(y4))dzadz̄b

= 2∂a∂̄bK0dz
adz̄b. (2.152)
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This last line is only true once we take y = 0. The metric then becomes

ds2
10 = h−2

[
− (dt+ ω)2 + dΩ2

3

]
+ h2

[
2∂a∂̄bK0dz

adz̄b + dy2 + y2dψ2

]
. (2.153)

This metric automatically remains regular at y = 0 and Z =
1

2
.

2.6.2 Shape of the 1/4 BPS droplets

The boundaries of the droplets that determine the 1/2 BPS geometry, were allowed to take any
arbitrary shape. We will now investigate the shape of the boundary of droplets of the 1/4 BPS
description. To do that, we study the example of AdS5 × S5 on R × S3. The metric of this space is
given by

ds2 = − cosh2 ρdt2 + dρ2 + sinh2 ρdΩ2
3 + sin2 θdψ2 + dθ2 + cos2 θ[cos2 αdφ2

1 + sin2 αdφ2
2 + dα2].

(2.154)

To introduce complex coordinates for this metric, we define

z1 = r cosαei(φ1+t), z2 = r sinαei(φ1+t), r = cosh ρ cos θ. (2.155)

Following the same procedure as in section (2.5.6), we find

y = sinh ρ sin θ, (2.156)

h−2 = sinh2 ρ sin2 θ, (2.157)

Z =
h2

2
(r2 + y2 − 1) (2.158)

and the Kähler potential is

K =
1

2
[Ψ− log Ψy2 log(Ψ− r2) + y2 log y − y2] (2.159)

where Ψ ≡ 1

2
(r2 +y2 + 1) +

√
1
2(r2 + y2 + 1)2 + y2. Since the product of the radii of S1 and S3 vanish

when y = 0, we impose the following conditions on (2.156)

ρ = 0 : r = cos θ ≤ 1, Z = −1

2

θ = 0 : r = cosh ρ ≥ 1, Z =
1

2
.

From the equation for Z we see that the regions Z =
1

2
and Z = −1

2
are separated by a 3-sphere with

r = 1. In terms of the complex coordinates this correspond to

z1z̄1 + z2z̄2 = 1. (2.160)

This boundary condition tells us that at each point on the 3-sphere, the space is locally flat. This can
be seen explicitly by moving to new coordinates v,R, ζ such that

√
(r2 + y2 − 1) + 4y2, cos2 ζ =

yeG

R
. (2.161)

Useful relations between the old and the new coordinates are

ye−G = R sin2 ζ, y =
R

2
sin 2ζ, Z =

1

2
cos 2ζ, h−2 = R.
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What we have to do now is to find the one-form ω from the Kähler potential. In general, ω is given
by the equation

ω =
i

2

[
1

y
∂̄∂yK −

1

y
∂∂yK

]
. (2.162)

To prove local flatness of our metric, we expand to order O(R). To write the 4-dimensional metric
using our new coordinates, first note that the Kähler potential from (2.159) depends on v in the new
coordinates, and we have

hab = 2∂a∂̄bKdz
adz̄b

= 2∂vKdzadz̄a + 2∂2
vK|z̄adza|2.

Now, taking the derivative of the Kähler potential, we get

∂vK =
1

4(1 + v)
[(v − y2) +R] =

R

4
(cos 2ζ + 1) +O(R2),

∂2
vK =

1

4
(cos 2ζ + 1) +O(R).

The 4-dimensional metric then becomes

hab = 2(
R

4
(cos 2ζ + 1) +O(R2))dzadz̄b + 2(

1

4
(cos2ζ + 1) +O(R))|z̄adza|2

= (Z +
1

2
)[Rdzadz̄b + |z̄adza|2] + · · ·

Using (2.162) we find

ω =
1

8(1 + v)
(−2 +

4 + v + y2

R
)η

=

[
1

2R
+O(R)

]
where we have defined a new variable η ≡ i(zadz̄a − z̄adza). Plugging this to (2.119) we see that the
subleading contribution to the 10-dimensional metric is given by

ds2
10 ≈ −dtη + dx⊥dx⊥ +

dR2

4R
+R(dζ2 + cos2 ζdΩ2

3 + sin2 ζdψ).

We see that this metric is regular at R = 0 and hence regularity is not affected by the subleading order.
So, the boundary condition implies that each point on the 3-sphere is locally flat. Next consider the
shape of the droplet of this geometry. Choosing suitable coordinates for this analysis, which happen
to be spherical coordinates,

tan ζ = e−G, R =
2y

sin 2ζ
(2.163)

we find

Z =
1

2
cos 2ζ, h−2 = R. (2.164)

Recall that R in these coordinates measures the distance from the wall and we are interested in the
leading term in a small R-expansion. The regularity condition requires that the coordinate v which
is defined by v ≡ R cos 2ζ is independent of the y-coordinate, but it can depend on Kähler base. The
metric that is obtained in the leading term of the R-expansion is a flat metric. It can be checked that
the one-form dv lies in the Kähler subspace, that is ∂yv = 0 and this is true at leading order in R.
Using (2.120) we express Z as

cos 2ζ = −y∂y(y−1∂yK) (2.165)
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where cos 2ζ can also be expressed in terms of the coordinates v and y as cos 2ζ =
v√

v2 + 4y2
. This

allows us to write the Kähler potential in terms of v and y using (2.159) as

K =
v

8

√
v2 + 8y2 +

y2

2

(
log(v +

√
v2 + 4y2)− log y

)
+K0(z, z̄) + y2K1(z, z̄). (2.166)

The expression for ω is given by

ω =
i

2y
∂y∂vK(∂ − ∂̄)v (2.167)

=
1

y
∂y∂vKη (2.168)

∼ 1

R
η (2.169)

where we have used equation (2.162) and that K is a function of y and v, and we used η ≡ i

2
(∂− ∂̄)v.

Plugging this result into the metric (2.119), the leading term is

ds2 = −2Rωdt−Rω +
1

R cos2 ζ

(
2∂2

νK|∂v|2 + 2∂νK∂∂̄v −
1

4
cos2 ζdv2

)
︸ ︷︷ ︸

I

+
dR2

R
+R(dζ2 + cos2 ζdΩ2

3 + sin2 ζdφ2)︸ ︷︷ ︸
II

.

From this metric we can easily tell that (II) gives a regular geometry while (I) has a possible singularity
at R cos2 ζ = 0. To ensure I is regular, we proceed as follows

ds2
4 = −2Rωdt−Rω +

1

R cos2 ζ

(
2∂2

νK|∂v|2 + 2∂vK∂∂̄v −
1

4
cos2 ζdv2

)
= −2Rωdt−

(
R

y2
(∂y∂vK)2 − 2∂vK

R cos2 ζ

)
η2 +

2∂νK

R cos2 ζ
∂∂̄v +

1

4R

(
2∂2

vK

cos2 ζ
− 1

)
dv2.

To move from the first line to the second line we expanded |∂v|2 and used (2.168). Lets analyse each
possible non-regular term of this metric, to leading order in R. Using (2.159) we have

∂vK ∼ R,

∂2
vK =

1

2
cos2 ζ +O(R),

∂y∂vK =
y

R
+O(R).

From this we conclude that the metric ds2
4 is regular and we can write it as

ds2
4 = −2Rωdt−

(
R

y2
(∂y∂vK)2 − 2∂vK

R cos2 ζ

)
η2 +

2∂vK

R cos2 ζ
∂∂̄v +

1

4R

(
2∂2

vK

cos2 ζ
− 1

)
dv2

= −2ηdt+ ∂∂̄v + λ1dv
2 + λ2η

2. (2.170)

From this metric and the above approximation scheme we see that λ1 and λ2 should be independent
of v and y. To make sure that metric (2.170) stays regular we must require that ds2

4 is determined by
a holomorphic one-form ξ. The reason we do this is because we know that ξ is continuous everywhere
and it guarantees regularity. Therefore, we write the metric as

∂∂̄v + λ1dv
2 + λ2η

2 = ξξ̄ +O(v).

The RHS tells us that the anti-holomorphic terms on the LHS must sum to zero. This means all
the terms of form dzadzb and dz̄adz̄b must cancel on the LHS. This tell us that we can split this last
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equation into two parts which are holomorphic and non-holomorphic as follows

ξξ̄ +O(v) = ∂∂̄v + λ1dv
2 + λ2

[
i

2
(∂ − ∂̄)v

][
i

2
(∂ − ∂̄)v

]
= ∂∂̄v + λ1dv

2 − λ2

4

[
∂v∂v + ∂̄v∂̄v − ∂v∂̄v − ∂̄v∂v

]
. (2.171)

The anti-holomorphic part is given by

λ1dv
2 − λ2

4

[
∂v∂v + ∂̄v∂̄v

]
= O(v) (2.172)

and the holomorphic part is given by

∂∂̄v +
λ2

2
∂v∂̄v = ξξ̄ +O(v). (2.173)

To write a general equation of the type (2.173), first notice that on the surface of the regions Z = ±1

2
where v = 0, the one-form ξ describes a two dimensional space. This implies that by changing
coordinates we can always write ξ as ξ = fdw were dw is a one-form and f is an arbitrary continuous
function on this space. Making this kind of change of coordinate and requiring that dv and dw are
independent, we can write the holomorphic equation (2.173) as

∂a∂̄bv + λ∂va∂̄bv = g∂aw∂̄bw +O(v). (2.174)

We conclude that the shape of the droplet whose boundary condition is defined by v(za, z̄b) = 0 will
give a smooth metric only if v satisfies (2.174). Equation (2.174) put an extra constraint on v. In the
1/2 BPS analysis we saw that the droplet can take any shape, while here in the 1/4 BPS case the
boundary condition of the droplet obeys a nontrivial contraint.

2.6.3 Condition for regular droplets

We see that an important equation to understand in the 1/4 BPS analysis is (2.174). By specifying λ
and the boundary condition of v, we can uniquely solve (2.174). To determine λ we need to take the
determinant of (2.174). Taking the determinant we obtain

det(∂a∂̄bv + λ∂av∂̄bv) = O(v). (2.175)

Since dv and dw are independent

det(∂a∂̄bv)

∣∣∣∣
v=0

6= 0. (2.176)

After finding λ, one can go back to the differential equation (2.174) and check the remaining conditions

∂a∂̄bv + λ∂va∂̄bv = ξξ̄ +O(v), ξadz
a = fdw + vξ′. (2.177)

Lets do some examples to test (2.174).

2.6.4 Example: Regular geometry from constrained droplets

We will study various examples of surfaces, and check if they obey (2.174). The procedure that we
will follow in checking the singularity or the regularity of the surface is as follows

1. Write down the equation for the geometry in terms of v such that it allows the condition v = 0
on the surface.

2. Check if the condition (2.176) is satisfied. If it is not satisfied then the surface defined by v is
not regular and we stop the calculation. If it is satisfied, we then proceed to the next step.

42



3. Use (2.175) to determine λ.

4. Once we find λ, we check if the conditions in (2.177) are satisfied, If they are we conclude that
the surface defines a regular solution and if not the surface leads to a singular solution.

It is important to note that the conditions imposed by (2.174) are the same conditions given by (2.176)
and (2.177), but in a more convenient way.

Example: v = zaz̄a − 1

Following the procedure we outlined above, we have

1. v = zaz̄a − 1 represents the surface of a sphere with radius 1.

2.

det(∂a∂̄bv)

∣∣∣∣
v=0

=

(
1 0
0 1

)
= 1.

Since this determinant is not equal to zero, we proceed to step 3.

3.

det(∂a∂̄bv + λ∂av∂̄bv) = det

(
∂1∂̄1v + λ∂1v∂̄1v ∂1∂̄2v + λ∂1v∂̄2v
∂2∂̄1v + λ∂2v∂̄1v ∂2∂̄2v + λ∂2v∂̄2v

)
= det

(
1 + λz1z̄1 λz2z̄1

λz1z̄2 1 + λz2z̄2

)
.

Evaluating this at order O(v), which correspond to O(λ), we get

det(∂a∂̄bv + λ∂av∂̄bv) = 1 + λzaz̄a

= 1 + λ(v + 1)

= 1 + λ+ λv.

To satisfy (2.175), λ = −1.

4. The one-form that corresponds to the solution of λ in step 3 can be read from the equation(
1 + λz1z̄1 λz2z̄1

λz1z̄2 1 + λz2z̄2

)
=

(
ξ1ξ̄1 ξ1ξ̄2

ξ2ξ̄1 ξ2ξ̄2

)
+O(v)

which implies that

ξ1ξ̄2 = −z2z̄1, ξ2ξ̄1 = −z1z̄2.

We can read off the values of the ξ’s. They are given by

ξ1 = z2, ξ̄2 = −z̄1; ξ2 = −z1, ξ̄1 = z̄2.

Using the expansion in (2.177) we have

ξ = ξ1dz1 + ξ2dz2

= z2dz1 − z1dz2. (2.178)

This solution satisfies the differential conditions (2.177). We conclude that this droplet leads to
a regular solution.
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Example: v = z1z̄1 − z2z̄2 − C

1. v = z1z̄1 − z2z̄2 − C, represents the surface of a hyperboloid.

2.

det(∂a∂̄bv)

∣∣∣∣
v=0

=

(
1 0
0 −1

)
= −1.

The determinant is not equal to zero so we proceed to the next step.

3.

det(∂a∂̄bv + λ∂av∂̄bv) = det

(
∂1∂̄1v + λ∂1v∂̄1v ∂1∂̄2v + λ∂1v∂̄2v
∂2∂̄1v + λ∂2v∂̄1v ∂2∂̄2v + λ∂2v∂̄2v

)
= det

(
1 + λz1z̄1 −λz2z̄1

−λz1z̄2 −1 + λz2z̄2

)
.

At order O(v), this determinant is

det(∂a∂̄bv + λ∂av∂̄bv) = −1 + (λz2z̄2 − λz1z̄1)

= −(1 + λv + λC).

To satisfy the (2.175), λ = − 1

C
.

4. The one-form ξ is represented by

ξ =
1√
C

(
− z2dz1 + z1dz2

)
.

This solution satisfies the differential conditions of (2.177). Therefore this droplet again leads
to a regular solution.

Example: v = zaz̄a + az1z2 + az̄1z̄2 − C

1. v = zaz̄a + az1z2 + az̄1z̄2 − C.

2.

det(∂a∂̄bv)

∣∣∣∣
v=0

=

(
1 0
0 1

)
= 1.

The determinant is not equal to zero so proceed to step 3.

3.

det(∂a∂̄bv + λ∂av∂̄bv) = det

(
∂1∂̄1v + λ∂1v∂̄1v ∂1∂̄2v + λ∂1v∂̄2v
∂2∂̄1v + λ∂2v∂̄1v ∂2∂̄2v + λ∂2v∂̄2v

)
= det

(
1 + λ(z̄1 + az2)(z1 + az̄2) λ(z̄1 + az2)(z2 + az̄1)
λ(z̄2 + az1)(z1 + az̄2) 1 + λ(z2 + az̄1)(z̄2 + az1)

)
.

At order O(v), this determinant is

det(∂a∂̄bv + λ∂av∂̄bv) = 1 + λ(z̄1 + az2)(z1 + az̄2) + λ(z2 + az̄1)(z̄2 + az1)

= λ(z̄1z1 + az̄1z̄2 + az2z1 + a2z2z̄2) + λ(z2z̄2 + az2z1 + az̄1z̄2 + a2z̄1z1)

= 1 + λ(v + C) + λa2(z̄aza) + λ(a(z2z1 + z̄1z̄2))

= 1 + λ(v + C) + λa2(v + C − az2z1 − az̄1z̄2) + λ(a(z2z1 + z̄1z̄2))

= 1 + λ(v + C)(1 + a2) + λa(z2z1 + z̄1z̄2)(1− a2).
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Remember that we want to λ to be a constant i.e. it must not depend on z and z̄. To satisfy all
the necessary conditions we need

a(1− a2) = 0, λ = − 1

C(1 + a2)
. (2.179)

There are three possible values of a, which are a = 0 and a = ±1. We have already investigated
the case where a = 0 which leads to a regular solution. Now consider the case where a = 1. The
case a = −1 is very similar. When a = 1, the surface is v = zaz̄a + z1z2 + z̄1z̄2 − C.

4. The one-form ξ is written as

ξ =
1√
2C

(
(z̄1 + z2)dz1 − (z1 + z̄2)dz2

)
.

Plugging this equation to (2.177), we see that there is an extra contribution which is of order
O(1) which now becomes the leading order. We conclude that this droplet leads to a solution
that is not regular because v fails to satisfy condition (2.177).

In summary, the geometries that arise by solving the 1/4 BPS Killing spinor equation are not all
regular. For regular solutions we need to set boundary conditions on the plane y = 0 which fix

Z = ±1

2
. This still does not guarantee regularity of the metric, one need to also check each term on

the resulting metric that it is regular and the best way to do that is to perform some expansion in
one of the parameters of the metric. Once this is done, it is then very crucial that one need to check
this new geometry that it satisfy (2.174). Once it satisfy (2.174) and (2.177) we conclude that the
droplets of the geometry are regular.
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Chapter 3

Field Theory

3.1 Introduction

In this chapter we turn to a study of conformal field theory (CFT). Computing the n-point corre-
lation functions allows one to study physical properties of a given system. The hermitian operators
representing physical quantities are called observables. The possible measured values of observables
correspond to the eigenvalues of the hermitian operators. We want to find a basis for the local opera-
tors of the CFT that will diagonalize the 2-point function. One choice for the operators that does this
job are the Schur and restricted Schur polynomials. To study these operators we will first consider
the simplest case of a single matrix free field theory.

3.2 Single matrix free field theory: Schur polynomial

Schur polynomials diagonalize the free field theory 2-point function. They are functions of a single
matrix Z. Z is a complex N ×N matrix made out of a pair of hermitian N ×N matrix scalar fields

Z = φ1 + iφ2.

The Schur polynomials χR(Z) are expressed as [8]

χR(Z) =
1

n!

∑
σ∈Sn

χR(σ)Tr(σZ⊗n). (3.1)

The different ingredients appearing in this expression are defined as follows

(i.) Sn
Sn is the group of permutations of n objects. Let A be an ordered set of n elements A =
{1, 2, · · · , n} i.e. the order in which the elements appear in this set matters. Permutations will
rearrange the members of this set in a total of n! distinct ways. As an example, consider a set
of three elements A = {1, 2, 3}. For this set the possible permutations are

P = [{1, 2, 3}, {1, 3, 2}, {2, 1, 3}, {2, 3, 1}, {3, 1, 2}, {3, 2, 1}].

These permutation can also be expressed in a cycle notation. Using cycle notation, the possible
permutations are

σ1 = (1)(2)(3)

σ2 = (23)(1)

σ3 = (12)(3)

σ4 = (123)

σ5 = (132)

σ6 = (13)(2). (3.2)
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When σ acts on set A, it shuffles the position or the order of the elements in this set. As an
example, consider the action of σ2 and σ4 on set A.

(23)(1){1, 2, 3} = {1, 3, 2},
(123){1, 2, 3} = {2, 3, 1}.

The details of how we carry out the multiplication of permutations is important. There are
two possible conventions for multiplying permutations. We think of permutations as a map
σω(i) = l where ω = 1, 2, · · · , n! labels the permutation and i = 1, 2, ..., n. l is the number in the
ith position of the set after it has been permuted by σω. The two conventions for multiplying
permutations are

σ · ρ(i) = σ(ρ(i)) (I)

= ρ(σ(i)) (II)

and both of these multiplication rules are consistent. As an example of this new point of view
σ4(i) above is described as

σ4(1) = 2, σ4(2) = 3, σ4(3) = 1.

The operation σ4A then becomes σ4A = {σ4(1), σ4(2), σ4(3)} = {2, 3, 1}. We want to study the
two permutation multiplication rules in what follows.

(I)

This multiplication is the one which is more natural for us. Choose σ = (12) and ρ = (23), then

σ(ρ(1)) = 2, σ(ρ(2)) = 3, σ(ρ(3)) = 1.

This implies that

σ(ρ(i))A = {1, 2, 3}
= (123)A.

Thus for σ = (12) and ρ = (23) we have σ · ρ(i) = σ(ρ(i)) = (123).

(II)

In what follows we will also realize permutations as a matrix acting in the vector space V ⊗nN . In
this space, permutations are realized as

(σ)IJ = δi1jσ(1)
δi2jσ(2)

· · · δinjσ(n)
.

As an example σ4 = (123) acting on V ⊗3
N gives

(123)IKV
K = δi1kσ(1)

δi2kσ(2)
δi3kσ(3)

V k1
1 V k2

2 V k3
3

= δi1k2
δi2k3
δi3k1
V k1

1 V k2
2 V k3

3

= V i3
1 V i1

2 V i2
3 = (V2V3V1)I . (3.3)

Now, act on the same vector space V ⊗3
N with the product of permutations given by (12)(23).

The result is

(12)IJ(23)JKV
K = δi1jσ(1)

δi2jσ(2)
δi3jσ(3)

δj1kσ(1)
δj2kσ(2)

δj3kσ(3)
V k1

1 V k2
2 V k3

3

= δi1j2δ
i2
j1
δi3j3δ

j1
k1
δj2k3
δj3k2
V k1

1 V k2
2 V k3

3

= V i2
1 V i3

2 V i1
3 = (V3V1V2)I . (3.4)
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We see from (3.3) and (3.4) that we get two different answers. We have found that

(12)IJ(23)JK = (132)IK .

This corresponds to the rule σ · ρ(i) = ρ(σ(i)). The cycle notation is cyclic. For example the
3-cycles below are the same permutation

(123) = (231) = (312).

In addition, the cycle made of n 1-cycles

(1)(2) · · · (n)

is the identity (when acting on a set, the identity leaves the set unchanged). From now on we
will not indicate the 1-cycles. The total number of elements that belongs to Sn which is called
the order of Sn is n!.
In group theory, Sn is known as the symmetric group which is a group of permutations. A
representation of the symmetric group is a mapping ΓR(σ) of Sn onto a set of matrices which
respects the following rules:

(I.) ΓR(e) = 1

(II.) ΓR(σ1)ΓR(σ2) = ΓR(σ1σ2)

where ΓR(e) is the identity operator (matrix) and (II) tells us that the group composition law
of the symmetric group can be expressed as matrix multiplication. A complete set of irreducible
inequivalent representations of the symmetric group Sn are labelled by all possible valid Young
diagrams with n boxes.

(ii.) Young diagram R
A Young diagram is a finite collection of n boxes stacked together in a manner that the row
lengths are weakly decreasing i.e. each row has the same or shorter length than its predecessor.
A Young diagram contains the same information as an integer partition. For example consider
S3. We can partition 3 as follows:

n = 3 : 3, 2 + 1, 1 + 1 + 1.

Associate R with the partitions of 3 to get

n = 3 : 3, 2 + 1, 1 + 1 + 1

R ` 3 : , , .

We refer to R as an irreducible representation. We see that S3 has 3 inequivalent irreducible
representations. The basis of an irreducible representation is labelled by the so-called Young-
Yamanouchi symbols. The Young-Yamanouchi symbols are obtained by decorating the Young
diagrams with integers 1, 2, 3, · · · , n. We assign each box a unique integer. The integers that
label the boxes should range from 1 to n, where n corresponds to the total number of boxes of
the Young diagram. The integer entries in each row decrease as we move to the right and in each
column they decrease as we move down. As an example, the valid Young-Yamanouchi symbols

for R = are

4 3
2
1

4 2
3
1

4 1
3
2
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Any other symbol constructed from this R will not be valid. This includes diagrams such as

3 4
2
1

4 2
1
3

2 1
3
4 .

Each Young-Yamanouchi symbol labels a basis vector of a vector space V Sn
R . We will use the

notation |R〉 for the Young-Yamanouchi states belonging to irreducible representation R. We
say that the dimension of this vector space is the dimension of R. Thus the dimension of the

irrep is 3. We can compute the dimensions of the irreducible representations of the symmetric
group using the Young diagrams labelling the irreducible representations. To do this we need to
introduce the hooks of a Young diagram. The hook of a box Q of the Young diagram is equal
to the number of boxes to the right of Q plus the number of boxes below Q plus the box itself.
This is to say, each box Q has an elbow which is formed by a horizontal line moving to right of
the box Q and a vertical line moving from Q to the bottom of the Young diagram. The hook
length associated to the box is the number of boxes that the arm covers.

Figure 3.1: The hooks of the box Q is 7.

The hook lengths of the above Young diagram, are given by

Hook lengths =

9 7 5 3 1
7 5 3 1
5 3 1
3 1
1

and the dimension of the irreducible representation R is given by

dR =
n!∏

x∈R hooks(x)

≡ n!

hooksR
. (3.5)

As an example, for R = we have the hook lengths =

9 7 5 3 1
7 5 3 1
5 3 1
3 1
1 and hence

d =
15!

9 · 7 · 5 · 3 · 1 · 7 · 5 · 3 · 1 · 5 · 3 · 1 · 3 · 1 · 1
= 292864.

Thus, this tells us that there are 292864 valid Young-Yamanouchi symbols for this Young dia-
gram. Each inequivalent irreducible representation of the symmetric group is given by a set of
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matrices ΓR((σ)) which act on a vector space whose basis is labelled by the Young-Yamanouchi
symbols. The matrix elements of ΓR((σ)) are specified by

Γ((k, k + 1))|R〉 =
1

ck − ck+1
|R〉+

√
1− 1

(ck − ck+1)2
|R(k,k+1)〉, (3.6)

where ci is the content of a box of the Young diagram R. The content of a box of a Young
diagram R in row a and column b is given by b− a. The numbers k and k + 1 in (3.6) refer to
boxes labelled k and k + 1 in the Young-Yamanouchi symbol for state R. Below is an example
of a Young diagram with the content of each box displayed

0 1 2 3 4

−1 0 1 2

−2 −1 0

−3 −2

−4

|R〉 are the Young-Yamanouchi states constructed from the Young diagram R. |R(k,k+1)〉 is ob-
tained from the Young-Yamanouchi state |R〉 by exchanging the position of the box labelled k
with the box labelled k + 1, as illustrated below

|R〉 =
k

k+1

, |R(k,k+1)〉 =
k+1

k

.

To illustrate how to compute ΓR((σ)), choose σ = (23) and R = . Then

Γ ((23))

∣∣∣∣ 5 4 3
2 1

〉
= −1

3

∣∣∣∣ 5 4 3
2 1

〉
+

√
8

3

∣∣∣∣ 5 4 2
3 1

〉
Γ ((23))

∣∣∣∣ 5 4 2
3 1

〉
=

1

3

∣∣∣∣ 5 4 2
3 1

〉
+

√
8

3

∣∣∣∣ 5 4 3
2 1

〉
Γ ((23))

∣∣∣∣ 5 3 1
4 2

〉
= −

∣∣∣∣ 5 3 1
4 2

〉
Γ ((23))

∣∣∣∣ 5 3 2
4 1

〉
=

∣∣∣∣ 5 3 2
4 1

〉
Γ ((23))

∣∣∣∣ 5 4 1
3 2

〉
=

∣∣∣∣ 5 4 1
3 2

〉
.

Choosing the following basis

∣∣∣∣ 5 4 3
2 1

〉
=


1
0
0
0
0

 ,
∣∣∣∣ 5 4 2

3 1

〉
=


0
1
0
0
0

 ,
∣∣∣∣ 5 3 1

4 2

〉
=


0
0
1
0
0


∣∣∣∣ 5 3 2

4 1

〉
=


0
0
0
1
0

 ,
∣∣∣∣ 5 4 1

3 2

〉
=


0
0
0
0
1
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we obtain

Γ ((23)) =



−1

3

√
8

3
0 0 0

√
8

3

1

3
0 0 0

0 0 −1 0 0
0 0 0 1 0
0 0 0 0 1


.

There is an important identity obeyed by the matrix elements of the matrix representation of
any finite group, called the fundamental orthogonality relation, and it is given by∑

g∈G
ΓR(g−1)abΓS(g)αβ =

|G|
dR
δRSδaβδbα (3.7)

where |G| is the order of the group G.

Now let us turn our attention to the U(N) group. We have been using Young diagrams to
label the irreducible representations of the symmetric group. How do we label the irreducible
representations of the unitary group? Thanks to Schur-Weyl duality, we can also label the
irreducible representations of the unitary group using Young diagrams. We can compute the
dimensions of R of a U(N) irreducible representation using an equation similar to (3.5), obtained
by replacing n! with fR

DimR =
fR∏

x∈R hooks(x)
.

fR represents the product of factors of the Young diagram R. The factors of U(N) are given by
the Sn content plus N for each box of the Young diagram. As an example, consider the following
Young diagram with its factors displayed

N+0 N+1 N+2 N+3 N+4

N−1 N+0 N+1 N+2

N−2 N−1 N+0

N−3 N−2

N−4

.

(iii.) Character χR(σ)
A character χR(σ) is the trace of the matrix representing group element σ in irreducible repre-
sentation R of the symmetric group

χR(σ) = Tr(ΓR(σ)).

A very useful identity satisfied by the characters of any finite group is the character orthog-
onality relation ∑

g∈G
χR(σ)χS(σ) = |G|δRS . (3.8)

This can be proved by taking suitable traces of the fundamental orthogonality relation (3.7).
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(iv.) Z⊗n and σZ⊗n

Z⊗n is the tensor product of n copies of matrix Z and σZ⊗n simply swaps or permutes indices
of the n copies of Z as follows

(Z⊗n)IJ = Zi1j1Z
i2
j2
Zi3j3 · · ·Z

in
jn

(σZ⊗n)IJ = Zi1jσ(1)
Zi2jσ(2)

Zi3jσ(3)
· · ·Zinjσ(n)

.

Taking a trace of these operators ensures that all the indices are contracted, i.e.

Tr(σZ⊗n) = Zi1iσ(1)
Zi2iσ(2)

Zi3iσ(3)
· · ·Ziniσ(n)

.

(v.) Projectors
Operators that project onto one of the subspaces corresponding to an irreducible representation
of Sn, are given by

PR =
dR
n!

∑
σ∈Sn

χR(σ)σ

where R labels the irreducible representation. In terms of this projection operator, the Schur
polynomial can be written as

χR(Z) = Tr(PRZ
⊗n)

where the above trace is over V ⊗nN .

We have explored the Schur polynomials in some detail. We will now compute correlation functions
that involve the Schur polynomials.

3.2.1 The 2-point function of Schur polynomials

As stated before, the Schur polynomials diagonalize the 2-point function. The 2-point function of the
Schur polynomial is given by [8]

〈χR(Z)χT (Z†)〉 = δRT fR. (3.9)

To understand this formula we will compute one example which has a Young diagram with 3 boxes.
The possible Young diagrams are

(3.10)

and the possible 2-point functions that we can compute from these Young diagrams are

〈χ (Z)χ (Z†)〉 〈χ (Z)χ (Z†)〉 〈χ (Z)χ (Z†)〉

〈χ (Z)χ (Z†)〉 〈χ (Z)χ (Z†)〉 〈χ (Z)χ (Z†)〉. (3.11)

Using the definition of the Schur polynomials, we can write

χ (Z) =
1

3!

(
Tr(Z)3 + 3Tr(Z)Tr(Z2) + 2Tr(Z3)

)
, (3.12)

χ (Z) =
1

3!

(
2Tr(Z)3 − 2Tr(Z3)

)
, (3.13)

χ (Z) =
1

3!

(
Tr(Z)3 − 3Tr(Z)Tr(Z2) + 2Tr(Z3)

)
. (3.14)
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For complex matrix fields, the correlators are computed by Wick contracting Z fields with Z† fields.
The basic contraction is

〈ZijZ†kl〉 = δilδjk. (3.15)

Using this and Wick’s theorem, we easily find, for example

〈Tr(Z)Tr(Z†)〉 = 〈ZiiZ†jj〉
= δijδij

= N (3.16)

and

〈Tr(Z)Tr(Z)〉 = 0, 〈Tr(Z†)Tr(Z†)〉 = 0. (3.17)

We will now state the result of the correlators that will be relevant in computing the 2-point functions
in (3.11). The results are

〈Tr(Z)3Tr(Z†)3〉 = 6N3 (3.18)

〈Tr(Z)3Tr(Z3†)〉 = 6N (3.19)

〈Tr(Z)3Tr(Z2†)Tr(Z†)〉 = 6N2 (3.20)

〈Tr(Z3†)Tr(Z2)Tr(Z)〉 = 6N2 (3.21)

〈Tr(Z3†)Tr(Z3)〉 = 3N + 3N3 (3.22)

〈Tr(Z2†)Tr(Z†)Tr(Z2)Tr(Z)〉 = 4N + 2N3. (3.23)

Using these results, we find

〈χ (Z)χ (Z†)〉 = N(N + 1)(N + 2) = f (3.24)

〈χ (Z)χ (Z†)〉 = N(N + 1)(N − 1) = f (3.25)

〈χ (Z)χ (Z†)〉 = N(N − 1)(N − 2) = f (3.26)

〈χ (Z)χ (Z†)〉 = 0 (3.27)

〈χ (Z)χ (Z†)〉 = 0 (3.28)

〈χ (Z)χ (Z†)〉 = 0. (3.29)

These results confirm (3.9). Higher point correlation functions such as 3-point, 4-point, · · · , of the
Schur polynomials are easily evaluated using

χR(Z)χS(Z) =
∑
T

fRSTχT (Z) (3.30)

where fRST is the Littlewood-Richardson coefficient. This equation tells us that we can always resolve
a product of two Schur polynomials into a sum of Schur polynomials weighted by the factor fRST .
This completes our discussion of the Schur polynomials. The generalization to more than one complex
matrix field leads naturally to the restricted Schur polynomials.

3.3 Multi-matrix free field theory: Restricted Schur polynomials.

The restricted Schur polynomials χR,(r,s)(Z, Y ) are built using two complex matrix fields Y and Z.
They also diagonalize the two point function. They are given by [31]
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χR,(r,s)αβ (Z, Y ) =
1

n!m!

∑
σ∈Sm+n

χR,(r,s)αβ (σ)Tr(σZ⊗n ⊗ Y ⊗m). (3.31)

R labels an irreducible representation of Sn+m, since the Young diagram R has n+m boxes. r and s
label an irreducible representation of Sn×Sm which is a subgroup of Sn+m. r is a Young diagram with
n boxes which we can think of as organizing the Z fields. s is a Young diagram with m boxes which
we can think of as organizing the Y fields. The Young diagram R tells us how the Z and Y fields are
assembled. When the irreducible representation Sn+m subduces a specific irreducible representation
of Sn × Sm more than once, we distinguish these copies by introducing the multiplicity indices α and
β which label the different copies. To see how these multiplicities come about, we will consider an
example. Consider the irreducible representation

.

We restrict this irreducible representation from S6 to S3 × S3 by pulling the boxes off as illustrated
below

→ ⊗︸ ︷︷ ︸
(i)

+ ⊗︸ ︷︷ ︸
(ii)

+ ⊗ ⊗ ⊗︸ ︷︷ ︸
(iii)

.

The rule for restricting S6 to S3 × S3, is that we need to pull off 3 boxes and when assembling the
removed boxes into an irreducible representation of S3 we must respect any shared sides. If we look
at (i) and (ii) above and put stars in the boxes that are removed, the rule we use is demonstrated as
follows

∗ ∗
∗
→ ,

∗ ∗
∗ → .

For term (iii), there are no common sides between the removed boxes, so that

∗
∗

∗ → ⊗ ⊗ .

To form an irreducible representation of S3, ⊗ ⊗ can be combined as follows

⊗ ⊗ = ( ⊕ )⊗

= ⊕ ⊕ 2 .

Therefore, we have

→ 2( , ) + ( , ) + ( , ) + ( , ) + ( , )

Notice that irreducible representation ( , ) appears twice. The role of the multiplicity index
is to distinguish these two copies. Here, we will consider a simple case where the subspace Sn × Sm
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of Sm+n has no multiplicities. In general, when we consider a Young diagram R with p = 2, where
p is the number of rows of the Young diagram, we will not have multiplicities when we restrict the
irreducible representation of Sn+m to Sn×Sm. Another special case that does not lead to multiplicities
arises when we restrict Sn+m to Sn × Sm with m = 1 or m = 2. From now on we will consider m = 2
and we will drop the multiplicity indices. Our restricted Schur polynomial then becomes [31]

χR,(r,s)(Z, Y ) =
1

n!m!

∑
σ∈Sm+n

χR,(r,s)(σ)Tr(σZ⊗n ⊗ σY ⊗m). (3.32)

The restricted character χR,(r,s)(σ) is defined as [60]

χR,(r,s)(σ) = TrR,(r,s)Γ((σ)) (3.33)

=
∑
A

〈R, (r, s);A|ΓR(σ)|R, (r, s);A〉 (3.34)

where A labels different Young-Yamanouchi states and the trace of σZ⊗n ⊗ Y ⊗m is given by

Tr(σZ⊗n ⊗ Y ⊗m) = Zi1iσ(1)
Zi2iσ(2)

Zi3iσ(3)
· · ·Ziniσ(n)

Y
in+1

iσ(n+1)
Y
in+2

iσ(n+2)
Y
in+3

iσ(n+3)
· · ·Y in+m

iσ(n+m)
.

The 2-point function of the restricted Schur polynomial is given by [31]

〈χR,(r,s)(Z, Y )χT,(t,u)(Z, Y )†〉 =
hookR

hooksrhookss
fRδRT δrtδsu.

This complete our discussion of the restricted Schur polynomials. To further understand our formula
for the restricted Schur polynomial we will find it useful to introduce certain projectors.

3.4 Projectors.

The projectors we study in this section will be used to evaluate the restricted characters we need to
construct restricted Schur polynomials. The projectors project to the subspace used to define the
restricted character so that we can write

χR,(r,s)(σ) = Tr(PR,(r,s)ΓR(σ))

where PR,(r,s) is the projector. The projector PR,(r,s) projects from an irreducible representation of
Sn+m to an irreducible representation of Sn × Sm and is given by

PR,(r,s) =
dsdr
m!n!

∑
σ∈Sn×m

χ(r,s)(σ)ΓR(σ) (3.35)

where σ = σ1 ◦ σ2, σ1 ∈ Sn and σ2 ∈ Sm. The character of σ = σ1 ◦ σ2 ∈ Sn × Sm with σ1 ∈ Sn
and σ2 ∈ Sm can be written as χ(r,s)(σ) = χr(σ1)χs(σ2). We want to argue that the projector can be
expressed as

PR,(r,s) =
ds
m!

∑
σ∈Sm

χs(σ)ΓR(σ)⊗ Ir, (3.36)

if we restrict the projector to a carefully chosen subspace. The subspace respects a partition of the

blocks of R into blocks associated to the Zs and the blocks associated to the Y s. Consider R =
∗
∗ ,

r = and s = . We can form two Young-Yamanouchi states by interchanging the position of the
starred boxes

|ψ, i〉 = α

∣∣∣∣ 1
2

〉
+ β

∣∣∣∣ 2
1

〉
.
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The projector (3.36) will only act on the space with states labelled by
5 3 1
4 2 ,

5 3 2
4 1 ,

5 4 1
3 2 and

5 4 2
3 1

which is a proper subspace of the carrier space of R. We represent the Young-Yamanouchi symbols
by |ψ, i〉 as follows

|ψ, 1〉 = α

∣∣∣∣ 5 3 1
4 2

〉
+ β

∣∣∣∣ 5 3 2
4 1

〉
,

|ψ, 2〉 = α

∣∣∣∣ 5 4 1
3 2

〉
+ β

∣∣∣∣ 5 4 2
3 1

〉
.

The subspace we consider respects the partition of R into n and m boxes. Let’s evaluate the action of

dr
n!

∑
σ1∈Sn

χr(σ1)ΓR(σ1)

on the vector

∣∣∣∣ 5 4 ∗
3 ∗

〉
. With the help of the character table we find

χ (I) = 2

χ ((•, •)) = 0

χ ((•, •, •)) = −1

where I is the identity, (•, •) is a 2-cycle and (•, •, •) is a 3-cycle. There are two possible distinct

3-cycles that can be formed from σ1 and they are (345) and (354). ΓR((345))

∣∣∣∣ 5 4 ∗
3 ∗

〉
is given by

(345)

∣∣∣∣ 5 4 ∗
3 ∗

〉
= (34)(45)

∣∣∣∣ 5 4 ∗
3 ∗

〉
= −1

2

∣∣∣∣ 5 4 ∗
3 ∗

〉
+

√
3

2

∣∣∣∣ 5 3 ∗
4 ∗

〉

and ΓR((354))

∣∣∣∣ 5 4 ∗
3 ∗

〉
is given by

(354)

∣∣∣∣ 5 4 ∗
3 ∗

〉
= (54)(34)

∣∣∣∣ 5 4 ∗
3 ∗

〉
= −1

2

∣∣∣∣ 5 4 ∗
3 ∗

〉
−
√

3

2

∣∣∣∣ 5 3 ∗
4 ∗

〉
.

Thus,

dr
n!

∑
σ1∈Sn

χr(σ1)ΓR(σ1)

∣∣∣∣ 5 4 ∗
3 ∗

〉
=

2

3!

(
2 · ΓR(I) + 0[ΓR(12) + ΓR(13) + ΓR(23)]− [ΓR(345) + ΓR(354)]

)∣∣∣∣ 5 4 ∗
3 ∗

〉

=
1

3

(
(2 +

1

2
+

1

2
)

∣∣∣∣ 5 4 ∗
3 ∗

〉
+ (

√
3

2
−
√

3

2
)

∣∣∣∣ 5 3 ∗
4 ∗

〉)
=

∣∣∣∣ 5 4 ∗
3 ∗

〉
.

Therefore this implies that
dr
n!

∑
σ1∈Sn

χr(σ1)ΓR(σ1) = Ir.
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So, we have shown that, after restricting to a carefully chosen subspace, we have(
ds
m!

∑
σ2∈Sm

χs(σ2)ΓR(σ2)

)(
dr
n!

∑
σ1∈Sn

χr(σ1)ΓR(σ1)

)
=

(
ds
m!

∑
σ2∈Sm

χs(σ2)ΓR(σ2)

)
⊗ Ir.

From now on we will always assume we have restricted ourselves to this subspace so that we can simply
write

PR,(r,s) =
ds
m!

∑
σ∈Sm

χs(σ)ΓR(σ). (3.37)

Projectors have the property that they square to themselves and their trace is equal to the dimension
of the subspace they project to. For the projectors we have introduced we can show that

1. PR,(r′,t) · PR,(r,s) = δstδrr′PR,(r′,t).

2. Tr(PR,(r,s)) = dsdr.

Taking the product of PR,(r,s) and PR,(r′,t), we get

PR,(r,s) · PR,(r′,t) =
ds
m!

∑
σ∈Sm

χs(σ)ΓR(σ) · dt
m!

∑
ψ∈Sm

χt(ψ)ΓR(ψ)

=
dsdt
m!m!

∑
σ∈Sm

∑
ψ∈Sm

χs(σ)ΓR(σ)χt(ψ)ΓR(ψ)

=
dsdt
m!m!

∑
σ∈Sm

∑
ψ∈Sm

χs(σ)χt(ψ)ΓR(σψ) set τ = σψ

=
dsdt
m!m!

∑
σ∈Sm

∑
τ∈Sm

χs(σ)χt(σ
−1τ)ΓR(τ)

=
dsdt
m!m!

∑
σ∈Sm

∑
τ∈Sm

Γs(σ)aaΓt(σ
−1)bcΓt(τ)cbΓR(τ) sum over σ and use (3.7)

=
dsdt
m!m!

∑
τ∈Sm

Γt(τ)cbΓR(τ)δabδacδst
m!

ds

=
dt
m!

∑
τ∈Sm

Tr(Γt(τ))ΓR(τ)δst

=
dt
m!

∑
τ∈Sm

χt(τ)ΓR(τ)δst,

which proves the first statement. Taking the trace of PR,(r,s) we have

Tr(PR,(r,s)) = Tr

(
ds
m!

dr
n!

∑
σ2∈Sm

∑
σ1∈Sn

χs(σ2)χr(σ1)ΓR(σ2 ◦ σ1)

)
.

By summing over all of the irreducible representation (a, b) that can be subduced by R we can rewrite
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ΓR(σ2 ◦ σ1) =
∑

a`m,b`n Γa,b(σ2 ◦ σ1). This leads to

Tr(PR,(r,s)) =
ds
m!

dr
n!

∑
σ2∈Sm

∑
σ1∈Sn

χs(σ2)χr(σ1)
∑

a`m,b`n
χa,b(σ2 ◦ σ1)

=
ds
m!

dr
n!

∑
σ2∈Sm

∑
σ1∈Sn

χs(σ2)χr(σ1)
∑
a

χa(σ2)
∑
b

χb(σ1)

=
ds
m!

dr
n!

∑
σ2∈Sm

∑
a

χs(σ2)χa(σ2)
∑
σ1∈Sn

∑
b

χr(σ1)χb(σ1) using (3.8)

=
ds
m!

dr
n!
m!n!δasδbr

= dsdr

where drds are the dimensions of r and s. This proves the second property. Now that we have seen
how the projectors are used, lets construct them.

3.4.1 Construction of the projectors.

Consider the Young diagram

The number of boxes in this Young diagram is order O(N2). We want to construct arbitrary projectors
given that the shaded boxes are associated with Y fields and the unshaded boxes with Z fields 1. The
transparent boxes are associated to Sn and the shaded boxes to Sm. Given a Young diagram R, we
can divide it into r and s boxes where s are the impurities and r is what remains of R after removing
the impurities. To construct the projectors PR,(r,s), we will need to know the possible irreducible
representations that are allowed. This is done by taking the tensor product of the shaded boxes

s = ⊗

s = or s = .

1From now on we will refer to shaded boxes as impurities.
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Having this result, we can construct the projectors following equation (3.37)

PR,(r,s) =
ds
m!

∑
σ∈Sm

χs(σ)ΓR(σ)

=
ds
m!

∑
σ∈Sm

〈s|Γs(σ)|s〉ΓR(σ).

We identify two possible Young-Yamanouchi states |1〉 and |2〉 below

Figure 3.2: The possible Young-Yamanouchi states for operators with two impurities. The labels on
the diagonal of the Young-diagram are the Young-Yamanouchi numberings.

The positions of the boxes are specified by the column and row the box belongs to. We use cab to
denote the box in column a and row b. We always take a > c and b < d such that cab > ccd. To
evaluate the relevant projectors, we will need to know the explicit form of ΓR((1)) and ΓR((12)).
Projectors with two impurities (m = 2) are given by

P =
ds
2

[
〈 |Γ ((1))| 〉ΓR((1)) + 〈 |Γ ((12))| 〉ΓR((12))

]
,

P =
ds
2

[
〈 |Γ ((1))| 〉ΓR((1)) + 〈 |Γ ((12))| 〉ΓR((12))

]
.

Above we have adopted the notation PR,(r, ) = P and P
R,(r, )

= P . The action of ΓR(12) is

ΓR((12))|1〉 =
1

c(ab) − c(cd)
|1〉+

√
1− 1

(c(ab) − c(cd))2
|2〉,

ΓR((12))|2〉 =
1

c(cd) − c(ab)
|2〉+

√
1− 1

(c(cd) − c(ab))2
|1〉.

Solving these two equation, we get

ΓR((12)) =
1

c(ab) − c(cd)
|1〉〈1|+

√
1− 1

(c(ab) − c(cd))2
|2〉〈1|

− 1

c(ab) − c(cd)
|2〉〈2|+

√
1− 1

(c(ab) − c(cd))2
|1〉〈2|, (3.38)

ΓR((1)) = |1〉〈1|+ |2〉〈2|. (3.39)
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Using the fact that the states are orthogonal i.e 〈 | 〉 = 〈 | 〉 = 1, we obtain

P =
ds
2

[
|1〉〈1|+ |2〉〈2|+ 1

c(ab) − c(cd)
|1〉〈1|+

√
1− 1

(c(ab) − c(cd))2
|2〉〈1|

− 1

c(ab) − c(cd)
|2〉〈2|+

√
1− 1

(c(ab) − c(cd))2
|1〉〈2|

]
(3.40)

and

P =
ds
2

[
|1〉〈1|+ |2〉〈2| − 1

c(ab) − c(cd)
|1〉〈1| −

√
1− 1

(c(ab) − c(cd))2
|2〉〈1|

+
1

c(ab) − c(cd)
|2〉〈2| −

√
1− 1

(c(ab) − c(cd))2
|1〉〈2|

]
. (3.41)

It is simple to verify that 2

P · P = P

and
P · P = 0.

Further

Tr(P ) =
1

2
Tr

[
|1〉〈1|+ |2〉〈2|+ 1

c(ab) − c(cd)
|1〉〈1|+

√
1− 1

(c(ab) − c(cd))2
|2〉〈1|

− 1

c(ab) − c(cd)
|2〉〈2|+

√
1− 1

(c(ab) − c(cd))2
|1〉〈2|

]

=
1

2
Tr

[
〈1|1〉+ 〈2|2〉+

1

c(ab) − c(cd)
〈1|1〉+

√
1− 1

(c(ab) − c(cd))2
〈1|2〉

− 1

c(ab) − c(cd)
〈2|2〉+

√
1− 1

(c(ab) − c(cd))2
〈2|1〉

]
=

1

2
Tr

[
1 + 1 +

1

c(ab) − c(cd)
− 1

c(ab) − c(cd)

]
= 1,

and

Tr(P ) =
1

2
Tr

[
〈1|1〉+ 〈2|2〉 − 1

c(ab) − c(cd)
〈1|1〉 −

√
1− 1

(c(ab) − c(cd))2
〈1|2〉

+
1

c(ab) − c(cd)
〈2|2〉 −

√
1− 1

(c(ab) − c(cd))2
〈2|1〉

]
=

1

2
Tr

[
1 + 1− 1

c(ab) − c(cd)
+

1

c(ab) − c(cd)

]
= 1.

Again, these are the expected results.

2See appendix B for detail computations.
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3.5 Non-Interacting Fermions

In this section we will study a system that will allow us to make the connection between non-interacting
fermions and the Schur polynomials. The system that we will consider is of a charged particle subjected
to an external magnetic field. The fermions in this system do not interact with each other. These
fermions feel the potential of a harmonic oscillator. To introduce this subject, we will first study a
single particle in a magnetic field.

3.5.1 Particle in an external magnetic field

The Hamiltonian of the one particle system that we will study is given by

H =
1

2
((Px + y)2 + (Py − x)2). (3.42)

This is the Hamiltonian for an electron that is coupled to an external magnetic field in units where
the charge e, mass m, speed of light c and the magnetic field B are set to unity. This can clearly be
seen from the equation

H =
1

2m

(
Px +

eBy

c

)2

+
1

2m

(
Py −

eBx

c

)2

.

To check if this Hamiltonian is coupled to external magnetic field, we will need to show that the
equations of motion reproduce the Lorentz force. Starting from Hamilton’s equations

~̇x =
∂H

∂~p
, ~̇p = −∂H

∂~x
(3.43)

we find

ẋ = Px + y, ẏ = Py − x
Ṗx = Py − x, Ṗy = −Px + y.

Taking the second derivative of the positions and use the above results, we find

ẍ = 2Py − 2x = 2ẏ, ÿ = −2Px − 2y = −2ẋ. (3.44)

This is the Lorentz force, it might not look like it at first glance but once we restore e,m and B this
last expression is indeed the Lorentz force. Now let’s introducing the coordinates

z = x+ iy z̄ = x− iy.

We know that the momentum operator in position space is given by Px = −i ∂
∂x

(where we have set

~ = 1). We would like to write the linear combination of Px and Py in terms of our new coordinates
z and z̄. Doing so, we find

Px + iPy = −2i
∂

∂z̄
≡ Pz̄, (3.45)

Px − iPy = −2i
∂

∂z
≡ Pz. (3.46)

We can check the commutation relation [Pz, z] using the test function f(z)

[Pz, z]f(z) = [−2i
∂

∂z
, z]f(z)

= (−2i)

(
∂

∂z
(zf(z))− z ∂

∂z
f(z)

)
= (−2i)

(
f(z) + z

∂f(z)

∂z
− z ∂f(z)

∂z

)
= −2if(z).
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Therefore this tells us that

[Pz, z] = −2i.

The commutation relation [Pz, z̄] is given by

[Pz, z̄]g(z, z̄) = [−2i
∂

∂z
, z̄]g(z, z̄)

= (−2i)

(
∂

∂z
(z̄g(z, z̄))− z̄ ∂

∂z
g(z, z̄)

)
= (−2i)

(
0 + z̄

∂g(z, z̄)

∂z
− z̄ ∂g(z, z̄)

∂z
g

)
= 0. (3.47)

Using the same procedure we find that

[Pz̄, z̄] = −2i, [Pz̄, z] = 0. (3.48)

We therefore have the following commutation relation

[Pz, z] = 2i, [Pz, z̄] = 0 (3.49)

[Pz̄, z̄] = −2i, [Pz̄, z] = 0. (3.50)

Since we are dealing with harmonic oscillators, we can always write the Hamiltonian in terms of
creation and annihilation operators (ladder operators). The Hamiltonian given by (3.42) can be
written as

H =
1

4
(a†a+ aa†). (3.51)

One can check that the creation and annihilation operators are given by

a = Px + y + i(Py − x) = Pz̄ − iz, (3.52)

a† = Px + y − i(Py − x) = Pz − iz̄. (3.53)

To check if this is correct, we plug these ladder operators into (3.51)

H =
1

4

[
(Px + y − i(Py − x))(Px + y + i(Py − x)) + (Px + y + i(Py − x))(Px + y − i(Py − x))

]
=

1

4

[
(Px + y)2 + (Py − x)2 + (Px + y)2 + (Py − x)2

]
=

1

2

[
(Px + y)2 + (Py − x)2

]
and we see that this reproduces (3.42). Now consider the commutator of the ladder operators a and
a†

[a, a†] = (Pz̄ − iz)(Pz + iz̄)− (Pz + iz̄)(Pz̄ − iz)

=

[
Pz̄Pz + zz̄ + iPz̄ z̄ − izPz

]
−
[
PzPz̄ + z̄z − Pzz + iz̄Pz̄

]
= [Pz̄, Pz] + [z, z̄] + i[Pz̄, z̄] + [Pz, z]

= 0 + 0 + i(−2i) + i(−2i)

= 2 + 2

= 4.
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Therefore, the commutator of a and a† is

[a, a†] = 4. (3.54)

Our next task is to determine the ground state wave function. This is done by taking the annihilation
operator and letting it act on the vacuum state

a|0〉 = 0.

Writing the ground state in position space as 〈z, z̄|0〉 = ψ0(z, z̄), we find

〈z, z̄|a|0〉 = 0(
− 2i · ∂

∂z̄
− iz

)
ψ0(z, z̄) = 0. (3.55)

This differential equation can easily be solved and the solution is given by

ψ0(z, z̄) = f(z)e−
zz̄
2 . (3.56)

It is convenient to choose the basis of the (degenerate) solutions as follows

ψl(z, z̄) = N zle−
zz̄
2 (3.57)

where l represents the state of angular momentum. The angular momentum operator is defined as

Lz = xPy − yPx (3.58)

= x

(
−i∂
∂y

)
− y
(
−i∂
∂x

)
(3.59)

= −i
(
x
∂

∂y
− y ∂

∂x

)
(3.60)

= −i
[
z + z̄

2

(
Pz̄ − Pz

2

)
− z − z̄

2i

(
Pz̄ + Pz
−2i

)]
. (3.61)

Let this operator act on the wave function ψl(z, z̄)

Lzψl(z, z̄) = −i
[
z + z̄

2

(
Pz̄ − Pz

2

)
− z − z̄

2i

(
Pz̄ + Pz
−2i

)]
ψl(z, z̄) (3.62)

=
−i
4

[
2z̄Pz̄ − 2zPz

]
ψl(z, z̄) (3.63)

=
−i
2

[
z̄Pz̄ − zPz

]
N zle−

zz̄
2 (3.64)

=
−i
2

[
z̄(−2i)

∂

∂z̄
− z(−2i)

∂

∂z

]
N zle−

zz̄
2 (3.65)

= −
[
z̄zl(−1

2
z)− zlzl−1 − zzl(−1

2
z̄)

]
N e−

zz̄
2 (3.66)

= lzlN e−
zz̄
2 (3.67)

= lψl(z, z̄). (3.68)

This confirms that l represents the eigenvalue of angular momentum. Now, lets determine the nor-
malization factor N . N is determine by using the fact that the wave function is normalized, that
is

1 =

∫ ∞
−∞
|ψ|2dzdz̄. (3.69)
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This calculation is easily done by moving to polar coordinates where z = reiθ.

1 = N 2

∫ 2π

0

∫ ∞
0

rdrdθ sin θr2le−r
2

(3.70)

= N 2(2π)

∫ ∞
0

rdrdθ sin θr2le−r
2

(3.71)

= N 2 2π

2
l!

(
12l+2

)
. (3.72)

To move from the second line to the third line we have used the identity∫ ∞
0

x2n+1e
−x2

a2 =
n!

2
a2n+2. (3.73)

The normalization factor then becomes

N =

(
1

πl!

) 1
2

(3.74)

and the wave function is given by

ψl(z, z̄) =
1√
πl!

zle
−zz̄

2 . (3.75)

Now that we have understood the single particle in an external magnetic field, we will now study N
particles.

3.5.2 N particles in an external magnetic field

Focus on N = 4 and recall that we are dealing with fermions, which have distinct states. The ground
state has one particle in l = 0, one in l = 1 , one in l = 2 , one in l = 3. Working in z coordinates, we
write the anti-symmetric wave function between the 4 particles as

ψ0,1,2,3(z1, z̄1, z2, z̄2, z3, z̄3, z4, z̄4) =

∣∣∣∣∣∣∣∣
ψ0(z1) ψ1(z1) ψ2(z1) ψ3(z1)
ψ0(z2) ψ1(z2) ψ2(z2) ψ3(z2)
ψ0(z3) ψ1(z3) ψ2(z3) ψ3(z3)
ψ0(z4) ψ1(z4) ψ2(z4) ψ3(z4)

∣∣∣∣∣∣∣∣ .
Using (3.75), this reduces to

ψ0,1,2,3(z1, z̄1, z2,z̄2, z3, z̄3, z4, z̄4) =

∣∣∣∣∣∣∣∣
1 z1 z2

1 z3
1

1 z2 z2
2 z3

2

1 z3 z2
3 z3

3

1 z4 z2
4 z3

4

∣∣∣∣∣∣∣∣ e
z1z̄1+z2z̄2+z3z̄3+z4z̄4

2

= (z2 − z1)(z3 − z1)(z3 − z2)(z4 − z1)(z4 − z2)(z4 − z3)e
z1z̄1+z2z̄2+z3z̄3+z4z̄4

2 .

Now lets excite each particle by one. This will give

ψ1,2,3,4(z1, z̄1, z2,z̄2, z3, z̄3, z4, z̄4) =

∣∣∣∣∣∣∣∣
ψ1(z1) ψ2(z1) ψ3(z1) ψ4(z1)
ψ1(z2) ψ2(z2) ψ3(z2) ψ4(z2)
ψ1(z3) ψ2(z3) ψ3(z3) ψ4(z3)
ψ1(z4) ψ2(z4) ψ3(z4) ψ4(z4)

∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣
z1 z2

1 z3
1 z4

1

z2 z2
2 z3

2 z4
2

z3 z2
3 z3

3 z4
3

z4 z2
4 z3

4 z4
4

∣∣∣∣∣∣∣∣ e
z1z̄1+z2z̄2+z3z̄3+z4z̄4

2

= (z2 − z1)(z3 − z1)(z3 − z2)(z4 − z1)(z4 − z2)(z4 − z3)z1z2z3z4e
z1z̄1+z2z̄2+z3z̄3+z4z̄4

2 .
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We want to compare these wave functions to Schur polynomials. We choose the basis where Z is
diagonal

Z =


z1 0 0 0
0 z2 0 0
0 0 z3 0
0 0 0 z4

 . (3.76)

Exciting each particle corresponds to a Schur polynomial labelled by a Young diagram with one box

in each row of the Young diagram, R = . The Schur polynomial χ (Z) is given by

χ (Z) =
1

4!

(
Tr(Z)4 − 6Tr(Z)2Tr(Z2) + 8Tr(Z)Tr(Z3) + 3Tr(Z2)Tr(Z2)− Tr(Z4)

)
= z1z2z3z4.

In general there is clear relationship between the wave function of the fermions and the Schur poly-
nomial. The relationship for the example we study is

ψ1,2,3,4(z1, z̄1, z2, z̄2, z3, z̄3, z4, z̄4) = χ (Z)ψ0,1,2,3(z1, z̄1, z2, z̄2, z1, z̄1, z1, z̄1).

As a second example consider the case where we excite only the first 3 particles. Our wave function
becomes

ψ0,2,3,4(z1, z̄1, z2, z̄2, z3, z̄3, z4, z̄4) =

∣∣∣∣∣∣∣∣
ψ0(z1) ψ2(z1) ψ3(z1) ψ4(z1)
ψ0(z2) ψ2(z2) ψ3(z2) ψ4(z2)
ψ0(z3) ψ2(z3) ψ3(z3) ψ4(z3)
ψ0(z4) ψ2(z4) ψ3(z4) ψ4(z4)

∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣
1 z2

1 z3
1 z4

1

1 z2
2 z3

2 z4
2

1 z2
3 z3

3 z4
3

1 z2
4 z3

4 z4
4

∣∣∣∣∣∣∣∣ e
z1z̄1+z2z̄2+z3z̄3+z4z̄4

2

=(z2 − z1)(z3 − z1)(z3 − z2)(z4 − z1)(z4 − z2)(z4 − z3)

× (z2z3z4 + z1z3z4 + z1z2z4 + z1z2z3)e
z1z̄1+z2z̄2+z3z̄3+z4z̄4

2 .

Since we excite 3 particles the Schur polynomial becomes

χ (Z) =
1

3!

(
Tr(Z)3 − 3Tr(Z)Tr(Z2) + 2Tr(Z3)

)
(3.77)

= (z2z3z4 + z1z3z4 + z1z2z4 + z1z2z3). (3.78)

Therefore

ψ0,2,3,4(z1, z̄1, z2, z̄2, z3, z̄3, z4, z̄4) = χ (Z)ψ0,1,2,3(z1, z̄1, z2, z̄2, z3, z̄3, z4, z̄4). (3.79)

If we denote the row length of r by ri, the general rule is

ψ0+r4,1+r3,2+r2,3+r1(z1, z̄1, z2, z̄2, z3, z̄3, z4, z̄4) = χr(Z)ψ0,1,2,3(z1, z̄1, z2, z̄2, z3, z̄3, z4, z̄4). (3.80)

3.5.3 State operator correspondence

We compute correlators using the formula

〈· · · 〉 =

∫
[dZdZ†]e−Tr(ZZ

†) · · · (3.81)
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where Z is an N ×N matrix. Using a change of coordinates we can write this integral in terms of the
eigenvalues of Z as ∫

[dZdZ†]e−Tr(ZZ
†) · · · →

∫ N∏
i=1

dzidz̄iJ(z, z̄)e−
∑
j zj z̄j · · ·

where the Jacobian above can be expressed as 3

J = ∆(z)∆(z̄), and ∆(λ) ≡
∏
i<j

(λi − λj). (3.82)

Now we want to show that the two point function of Schur polynomials is equal to the overlap of
fermion wave functions. The connection is

〈χR(Z)χS(Z†)〉 =

∫
[dZdZ†]e−Tr(ZZ

†
χR(Z)χS(Z†)

=

∫ N∏
i=1

dzidz̄i∆(z)∆(z̄)e−
∑
j zj z̄jχR(Z)χS(Z†). (3.83)

The fermion wave function in (3.80) can be written as

ψ0+RN ,1+RN−1,2+RN−2,3+RN−3,··· ,N−1+R1(z1, z̄1, z2, z̄2, · · · , zN , z̄N ) = χR(Z)∆(z)e−
1
2

∑
j zj z̄j . (3.84)

Then we find

〈χR(Z)χS(Z†)〉 =

∫ N∏
i=1

dzidz̄iψ0+RN ,1+RN−1,2+RN−2,3+RN−3,··· ,N−1+R1ψ
∗
0+SN ,1+SN−1,2+SN−2,3+SN−3,··· ,N−1+S1

.

(3.85)

To illustrate this last equation, we will consider an example.

Example: correlators and overlaps

Here we will compute the two point function of 〈χR(Z†)χR(Z)〉 where R = of (3.85). First, let
write the ground state wave function as

ψ̃gs(z1, z̄1, · · · , zN , z̄N ) = εa1a2···anψ̃0(za1 , z̄a1)ψ̃1(za2 , z̄a2) · · · ψ̃N−1(zaN , z̄aN ) (3.86)

where ψ̃l(z, z̄) = zle−
zz̄
2 . Lets first compute the normalization of this ground state

1 = N 2

∫ N∏
i=1

dzidz̄iψ̃gs(z1, z̄1, · · · , zN , z̄N )ψ̃∗gs(z1, z̄1, · · · , zN , z̄N ) (3.87)

= N 2N !

N∏
i=1

dzidz̄i

N∏
j=1

|ψ̄j−1(zj , z̄j)|2 (3.88)

= N 2N !
N∏
j=0

j! (3.89)

which tells us that the normalization is given by

N =
1√
N !

1∏N
j=0 j!

. (3.90)

3See appendix C for the derivation of this Jacobian.
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Now that we have the normalization, we can compute the overlaps of our choice. The wave function
that will correspond to an arbitrary Young diagram R is given by

ψ̃R(z1, · · · , z̄N ) = εa1a2···anψ̃0+RN (za1 , z̄a1)ψ̃1+RN−1
(za2 , z̄a2) · · · ψ̃N−1+R1(zaN , z̄aN ). (3.91)

The correlation function of Schur polynomials is given by

〈ψ̃R|ψ̃R〉 =
1∏N
j=0 j!

∫ N∏
i=1

dzidz̄i|ψ̃R(z1, · · · , zN )|2 (3.92)

=
1∏N
j=0 j!

∫ N∏
i=1

dzidz̄i|ψ̃0+RN (za1 , z̄a1)|2|ψ̃1+RN−1
(za2 , z̄a2)|2 · · · |ψ̃N−1+R1(zaN , z̄aN )|2

(3.93)

=
N−1∏
j=0

(j +RN−j)!

j!
. (3.94)

Specialize to our original example where R = and take N = 7. From this Young diagram, we
have the row length R1 = 4, which correspond to the number of boxes in the first row of R. The other
row lengths are given by R2 = 3, R3 = 2, R4 = 1, R5 = 0, R6 = 0, R7 = 0. This correlator is evaluated
to be

〈χR(Z†)χR(Z)〉 =

6∏
j=0

(j +R7−j)!

j!

=
(0 +R7)!

0!

(1 +R6)!

1!

(2 +R5)!

2!

(3 +R4)!

3!

(4 +R3)!

4!

(5 +R2)!

5!

(6 +R1)!

6!

=
4!

3!

6!

4!

8!

5!

10!

6!
= (4) · (6 · 5) · (8 · 7 · 6) · (10 · 9 · 8 · 7). (3.95)

Recall that the 2-point function of the Schur polynomials is given by

〈χR(Z†)χR(Z)〉 = fR (3.96)

⇒ 〈χ χ† 〉 = N(N + 1)(N + 2)(N + 3) · (N − 1)N(N + 1) · (N − 2)(N − 1) · (N − 3) (3.97)

= (7 · 8 · 9 · 10) · (6 · 7 · 8) · (5 · 6) · 4. (3.98)

To move from the second line to the third line we set N = 7. We see that (3.95) and (3.98) are the
same and this verifies that (3.85) holds for this example. This results tells us that for every operator
i.e Schur polynomial, there is a corresponding state (fermion wave function). Computing correlators
of operators maps into computing overlaps of the states.

3.5.4 Correspondence between row lengths and the eigenvalues

Recall that the matrix Z has a total of N eigenvalues and the Schur polynomial has a total of N
rows. Our goal here is map the eigenvalues into row lengths of the Young diagram which labels the
Schur polynomial. It is known that the row length determine the angular momenta of the fermions
according to

li = N − i+ ri (3.99)

and each eigenvalue is the coordinate of the particle. In the large N limit the variance of the eigenvalues
vanishes, so each eigenvalue takes on a definite value. Using the rules of quantum mechanics we can
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compute this value of the eigenvalue by computing the expected value of zz̄. This is done by using

ψl(z, z̄) =
1√
πl!

zle−
zz̄
2 = 〈z, z̄|ψl〉. (3.100)

Computing 〈ψl|zz̄|ψl〉 we get

〈ψl|zz̄|ψl〉 =

∫ ∞
∞

dzdz̄ψ̄lzz̄ψl

=
1

πl!

∫ ∞
∞

dzdz̄z2le−zz̄|z|2

=
1

πl!

∫ 2π

0

∫ r

0
r sin θdθdrr2lr2e−r

2

=
2π

πl!

∫ r

0
drr2l+3e−r

2

=
2

l!

(
1

2
Γ(2 + l)

)
=

2

l!

(
1

2
(l + 1)!

)
= l + 1. (3.101)

The Schur polynomial corresponds to some definite state of the large N theory. The large N state
will have a definite eigenvalue distribution associated with it. The eigenvalues and the row lengths
give the same information.

3.6 Generalizing to 2 matrices

Our goal here is to go beyond one matrix which will allow us to go beyond the 1/2 BPS sector. We
approach this problem on the field theory side by using the restricted Schur polynomial operators.

3.6.1 BPS Operator for two matrices

We consider a local gauge invariant operator that is constructed using the m Y fields and n Z fields.
Any such operator can be written as a sum of terms of the form

Tr(σY ⊗mY ⊗n) = Y i1
iσ(1)
· · ·Y im

iσ(m)
Z
im+1

iσ(m+1)
· · ·Zim+n

iσ(m+n)
. (3.102)

Recall that the restricted Schur polynomial is

χR,(r,s)αβ (Z, Y ) =
1

n!m!

∑
σ∈Sn+m

χR,(r,s)αβ (σ)Tr(σY ⊗mZ⊗n) (3.103)

and that Tr(σZ⊗nY ⊗m) can be written as

Tr(σZ⊗nY ⊗m) =
∑

T,(t,u)αβ

dTn!m!

dtdu(n+m)!
χT,(t,u)αβ (σ−1)χT,(t,u)αβ (Z, Y ) (3.104)

where χT,(t,u)αβ (σ−1) is the restricted character, which can be written as

χR,(r,s)αβ (σ) = Tr(PR,(r,s)αβΓ(R)(σ)) (3.105)

where the intertwining map is

PR,(r,s)αβ = 1r ⊗
∑
a

|s, a;α〉〈s, a;β|. (3.106)
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BPS operators can be represented in terms of Gauss graphs and they correspond to the Gauss graphs
with open strings that loop back to the same giant. Using the language of restricted Schur polynomials
labelled by Young diagram, the Gauss graph operator is given by

O ~m
R,r(σ) =

|H|√
m!

∑
j,k

∑
s`m

∑
µ1,µ2

√
dsΓ

(s)
jk (σ)Bs→1H

jµ1
Bs→1H
kµ2

OR,(r,s)µ1µ2
(3.107)

where |H| is given by
H = Sm1 × Sm2 × · · ·Smp

and

1

|H|
∑
γ∈H

Γ
(s)
jk (γ) =

∑
µ

Bs→1H
jµ Bs→1H

kµ . (3.108)

Notice that the LHS looks like a projector for character χ(γ) = 1, that is

1

|H|
∑
γ∈H

χ(γ)Γ
(s)
jk (γ) =

1

|H|
∑
γ∈H

1 · Γ(s)
jk (γ)

= Pjk.

We will work out an example that will allow us to illustrate this last equation.

Example:Bs→1H
jµ for two rows with m1 = 2 and m2 = 1

Consider the case where we have a Young diagram with two impurities in the first row and one impurity
in the second row i.e m1 = 2 and m2 = 1.

∗ ∗
∗ (3.109)

For this case |H| is given by

H = Sm1 × Sm2

= S2 × S1

= {I, (12)} × {I}
= {I, (12)}. (3.110)

Picking s = this Young diagram has two Young-Yamanouchi states which are

|1〉 =
3 1
2 , |2〉 =

3 2
1 .

Now the LHS of (3.108) gives

1

2

[
Γ (I) + Γ (12)

]
=

1

2

[(
1 0
0 1

)
+

(
−1

2

√
3

2√
3

2
1
2

)]

=
1

2

(
1
2

√
3

2√
3

2
3
2

)
.

This final expression is the projector, it satisfy both the projector properties which are

P 2 = P, Tr(P ) = 1.

To find the vector Bs→1H
jµ , we will solve

P |v〉 = |v〉.
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Choosing the vector to be

[
a
b

]
, we have

1

2

(
1
2

√
3

2√
3

2
3
2

)[
a
b

]
=

[
a
b

]
.

Solving this we get

a =

√
3b

3

and the vector becomes

[√
3b
3
b

]
. Using the fact that this vector is normalized we have

3b2

9
+ b2 = 1

b =

√
3

2

and

|v〉 =

[
1
2√
3

2

]
.

This vector is the branching coefficient

Bs→1H
jµ =

[
1
2√
3

2

]
. (3.111)

One can easily check that
|v〉〈v| = P.

The BPS Gauss graph operators correspond to σ = 1. Using this we can write (3.107) as

OBPSR,r,~m(σ) = O ~m
R,r(1)

=
|H|√
m!

∑
j,k

∑
s`m

∑
µ1,µ2

√
dsΓ

s
jk(1)Bs→1H

jµ1
Bs→1H
kµ2

OR,(r,s)µ1µ2

=
|H|√
m!

∑
j,k

∑
s`m

∑
µ1,µ2

√
dsδjkB

s→1H
jµ1

Bs→1H
kµ2

OR,(r,s)µ1µ2

=
|H|√
m!

∑
j,k

∑
s`m

∑
µ1,µ2

√
dsB

s→1H
kµ1

Bs→1H
kµ2

OR,(r,s)µ1µ2

=
|H|√
m!

∑
s`m

∑
µ

√
dsOR,(r,s)µµ .

On the third line we used
Bs→1H
kµ1

Bs→1H
kµ2

= δµ1µ2 .

This completes our discussion of the BPS operators. In the next chapter we will motivate a description
of these BPS operators in terms of the eigenvalues of the Z and Y matrices.
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Chapter 4

Eigenvalue Dynamics for Multimatrix
Models

4.1 Motivation

The large N expansion continues to be a promising approach towards the strong coupling dynamics
of quantum field theories. For example, ’t Hooft’s proposal that the large N expansions of Yang-Mills
theories are equivalent to the usual perturbation expansion in terms of topologies of worldsheets in
string theory[4] has been realized concretely in the AdS/CFT correspondence[1]. Besides the usual
planar limit where classical operator dimensions are held fixed as we take N →∞, there are non-planar
large N limits of the theory [11] defined by considering operators with a bare dimension that is allowed
to scale with N as we take N →∞. These limits are also relevant for the AdS/CFT correspondence.
Indeed, operators with a dimension that scales as N include operators relevant for the description of
giant graviton branes[12, 13, 14] while operators with a dimension of order N2 include operators that
correspond to new geometries in supergravity[10, 8, 9]. These convincing motivations have motivated
sustained study of large N field theory. Despite this, carrying out the large N expansion for most
matrix models is still beyond our current capabilities.

One class of models for which the large N expansion can be computed are the singlet sector of matrix
quantum mechanics of a single hermitian matrix[15]. We can also consider a complex matrix model as
long as we restrict ourselves to potentials that are analytic in Z (summed with the dagger of this which
needs to be added to get a real potential) and observables constructed out of traces of a product of Zs
or out of a product of Z†s[16]. In these situations we can reduce the problem to eigenvalue dynamics.
This is a huge reduction in degrees of freedom since we have reduced from O(N2) degrees of freedom,
associated to the matrix itself, to O(N) eigenvalue degrees of freedom. Studying saddle points of the
original matrix action does not reproduce the large N values of observables. This is a consequence
of the large number of degrees of freedom: we expect fluctuations to be suppressed by 1/N2 so that
if N2 variables in total are fluctuating, then we can have fluctuations of size 1/N2 × N2 ∼ 1 which
are not suppressed as N →∞. In terms of eigenvalues there are only N variables fluctuating so that
fluctuations are bounded by N × 1/N2 ∼ 1/N which vanishes as N →∞. Thus, classical eigenvalue
dynamics captures the large N limit. For example, one can formulate the physics of the planar limit
by using the density of eigenvalues as a dynamical variable. The resulting collective field theory de-
fines a field theory that explicitly has 1/N as the loop expansion parameter[17, 18]. It has found both
application in the context of the c = 1 string[19, 20, 21] and in descriptions of the LLM geometries[22].

Standard arguments show that eigenvalue dynamics corresponds to a familiar system: non-interacting
fermions in an external potential[15]. This makes the description extremely convenient because the
fermion dynamics is rather simple. This eigenvalue dynamics is also a natural description of the large
N but non-planar limits discussed above. Giant graviton branes which have expanded into the AdS5

of the spacetime correspond to highly excited fermions or, equivalently, to single highly excited eigen-
values: the giant graviton is an eigenvalue[13, 9]. Giant graviton branes which have expanded into
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the S5 of the spacetime correspond to holes in the Fermi sea, and hence to collective excitations of
the eigenvalues where many eigenvalues are excited[9]. Half-BPS geometries also have a natural inter-
pretation in terms of the eigenvalue dynamics: every fermion state can be identified with a particular
supergravity geometry[8, 9]. The map between the two descriptions was discovered by Lin, Lunin
and Maldacena in [10]. The fermion state can be specified by stating which states in phase space are
occupied by a fermion, so we can divide phase space up into occupied and unoccupied states. By
requiring regularity of the corresponding supergravity solution exactly the same structure arises: the
complete set of regular solutions are specified by boundary conditions obtained by dividing a certain
plane into black (identified with occupied states in the fermion phase space) and white (unoccupied
states) regions. See [10] for the details.

Our main goal in this chapter is to ask if a similar eigenvalue description can be constructed for
a two matrix model. Further, if such a construction exists, does it have a natural AdS/CFT inter-
pretation? Work with a similar motivation but focusing on a different set of questions has appeared
in[23, 24, 25, 26, 27]. We will consider the dynamics of two complex matrices, corresponding to the
SU(2) sector of N = 4 super Yang-Mills theory. Further, we consider the theory on R×S3 and expand
all fields in spherical harmonics of the S3. We will consider only the lowest s-wave components of
these expansions so that the matrices are constant on the S3. The reduction to the s-wave will be
motivated below. In this way we find a matrix model quantum mechanics of two complex matrices.
Expectation values are computed as follows

〈· · · 〉 =

∫
[dZdZ†dY dY †]e−S · · · (4.1)

At first sight it appears that any attempts to reduce (4.1) to an eigenvalue description are doomed
to fail: the integral in (4.1) runs over two independent complex matrices Z and Y which will almost
never be simultaneously diagonalizable. However, perhaps there is a class of questions, generalizing
the singlet sector of a single hermitian matrix model, that can be studied using eigenvalue dynamics.
To explore this possibility, let’s review the arguments that lead to eigenvalue dynamics for a single
complex matrix Z. We can use the Schur decomposition[16, 28, 29],

Z = U †DU (4.2)

with U a unitary matrix and D an upper triangular matrix, to explicitly change variables. Since we
only consider observables that depend on the eigenvalues (the diagonal elements of D) we can integrate
U and the off diagonal elements of D out of the model, leaving only the eigenvalues. The result of
the integrations over U and the off diagonal elements of D is a non trivial Jacobian. Denoting the
eigenvalues of Z by zi, those of Z† are given by complex conjugation, z̄i. The resulting Jacobian 1

is[16]

J = ∆(z)∆(z̄) (4.3)

where

∆(z) =

∣∣∣∣∣∣∣∣∣
1 1 · · · 1
z1 z2 · · · zN
...

...
...

...
...

...

zN−1
1 zN−1

2 · · · zN−1
N

∣∣∣∣∣∣∣∣∣
=

N∏
j>k

(zj − zk) (4.4)

is the usual Van der Monde determinant. A standard argument now maps this into non-interacting
fermion dynamics[15]. Trying to apply a very direct change of variables argument to the two matrix

1The alternative derivation of this Jacobian is found in appendix C
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model problem appears difficult. There is however an approach which both agrees with the above
non-interacting fermion dynamics and can be generalized to the two matrix model. The idea is to
construct a basis of operators that diagonalizes the inner product of the free theory. The construction
of an orthogonal basis, given by the Schur polynomials, was achieved in [8]. Each Schur polynomial
χR(Z) is labelled by a Young diagram R with no more than N rows. In [8] the exact (to all orders in
1/N) two point function of Schur polynomials was constructed. The result is

〈χR(Z)χS(Z†)〉 = fRδRS (4.5)

where all spacetime dependence in the correlator has been suppressed. This dependence is trivial as it
is completely determined by conformal invariance. The notation fR denotes the product of the factors
of Young diagram R. Remarkably there is an immediate and direct connection to non-interacting
fermions: the fermion wave function can be written as

ψR({zi, z̄i}) = χR(Z)∆(z)e−
1
2

∑
i ziz̄i . (4.6)

This relation can be understood as a combination of the state operator correspondence (we associate
a Schur polynomial operator on R4 to a wave function on R × S3) and the reduction to eigenvalues
(which is responsible for the ∆(z) factor)[9]. In this map the number of boxes in each row of R
determines the amount by which each fermion is excited. In this way, each row in the Young diagram
corresponds to a fermion and hence to an eigenvalue. Having one very long row corresponds to exciting
a single fermion by a large amount, which corresponds to a single large (highly excited) eigenvalue.
In the dual AdS gravity, a single long row is a giant graviton brane that has expanded in the AdS5

spacetime. Having one very long column corresponds to exciting many fermions by a single quantum,
which corresponds to many eigenvalues excited by a small amount. In the dual AdS gravity, a single
long column is a giant graviton brane that has expanded in the S5 space.

The first questions we should tackle when approaching the two matrix problem should involve op-
erators built using many Z fields and only a few Y fields. In this case at least a rough outline of
the one matrix physics should be visible, and experience with the one matrix model will prove to be
valuable.

Figure 4.1: An example of a graph labelling an operator with a definite scaling dimension. Each node
corresponds to an eigenvalue. Edges connect the different nodes so that the eigenvalues are interacting.

For the case of two matrices we can again construct a basis of operators that diagonalize the free field
two point function. These operators χR,(r,s)ab(Z, Y ) are a generalization of the Schur polynomials,
called restricted Schur polynomials[30, 31, 32]. They are labelled by three Young diagrams (R, r, s)
and two multiplicity labels (a, b). For an operator constructed using n Zs and m Y s, R ` n + m,
r ` n and s ` m. The multiplicity labels distinguish between different copies of the (r, s) irreducible
representation of Sn×Sm that arise when we restrict the irreducible representation R of Sn+m to the
Sn × Sm subgroup. The two point function is

〈χR,(r,s)ab(Z, Y )χT,(t,u)cd(Z
†, Y †)〉 = fR

hooksR
hooksrhookss

δRT δrtδsuδacδbd (4.7)
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where fR was defined after (4.5) and hooksa denotes the product of the hook lengths associated to
Young diagram a. These operators do not have a definite dimension. However, they only mix weakly
under the action of the dilatation operator and they form a convenient basis in which to study the
spectrum of anomalous dimensions[33]. This action has been diagonalized in a limit in which R has
order 1 rows (or columns), m� n and n is of order N . Operators of a definite dimension are labelled
by graphs composed of nodes that are traversed by oriented edges[34, 35]. There is one node for
each row, so that each node corresponds to an eigenvalue. The directed edges start and end on the
nodes. There is one edge for each Y field and the number of oriented edges ending on a node must
equal the number of oriented edges emanating from a node. See figure 1 for an example of a graph
labelling an operator. This picture, derived in the Yang-Mills theory, has an immediate and compelling
interpretation in the dual gravity: each node corresponds to a giant graviton brane and the directed
edges are open string excitations of these branes. The constraint that the number of edges ending
on a node equals the number of edges emanating from the node is simply encoding the Gauss law
on the brane world volume, which is topologically an S3. For this reason the graphs labelling the
operators are called Gauss graphs. If we are to obtain a system of non-interacting eigenvalues, we
should only consider Gauss graphs that have no directed edges stretching between nodes. See figure
2 for an example. In fact, these all correspond to BPS operators. We thus arrive at a very concrete
proposal:

Figure 4.2: An example of a graph labelling a BPS operator. Each node corresponds to an eigenvalue.
There are no edges connecting the different nodes so that these eigenvalues are not interacting.

If there is a free fermion description arising from the eigenvalue dynamics of the two
matrix model, it will describe the BPS operators of the SU(2) sector.

The BPS operators are associated to supergravity solutions of string theory. Indeed, the only one-
particle states saturating the BPS bound in gravity are associated to massless particles and lie in the
supergravity multiplet. Thus, eigenvalue dynamics will reproduce the supergravity dynamics of the
gravity dual.

The BPS operators are all constructed from the s-wave of the spherical harmonic expansion on S3[9].
This is our motivation for only considering operators constructed using the s-wave of the fields Y
and Z. One further comment is that it is usually not consistent to simply restrict to a subset of the
dynamical degrees of freedom. Indeed, this is only possible if the subset of degrees of freedom dynam-
ically decouples from the rest of the theory. In the case that we are considering this is guaranteed to
be the case, in the large N limit, because the Chan-Paton indices of the directed edges are frozen at
large N [34].

We should mention that eigenvalue dynamics as dual to supergravity has also been advocated by
Berenstein and his collaborators[36, 37, 38, 39, 40, 41, 42]. See also [43, 44, 45, 46] for related studies.
Using a combination of numerical and physical arguments, which are rather different to the route we
have followed, compelling evidence for this proposal has already been found. The basic idea is that
at strong coupling the commutator squared term in the action forces the Higgs fields to commute and
hence, at strong coupling, the Higgs fields of the theory should be simultaneously diagonalizable. In
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this case, an eigenvalue description is possible. Notice that our argument is a weak coupling large N
argument, based on diagonalization of the one loop dilatation operator, that comes to precisely the
same conclusion. In this chapter we will make some exact analytic statements that agree with and,
in our opinion, refine some of the physical picture of the above studies. For example, we will start to
make precise statements about what eigenvalue dynamics does and does not correctly reproduce.

4.2 Eigenvalue Dynamics for AdS5×S5

To motivate our proposal for eigenvalue dynamics, we will review the 1
2 -BPS sector stressing the logic

that we will subsequently use. The way in which a direct change of variables is used to derive the
eigenvalue dynamics can be motivated by considering correlation functions of arbitrary observables
· · · that are functions only of the eigenvalues. Because we are considering BPS operators, correlators
computed in the free field theory agree with the same computations at strong coupling[47], so that we
now work in the free field theory. Performing the change of variables we find

〈· · · 〉 =

∫
[dZdZ†]e−TrZZ† · · ·

=

∫ N∏
i=1

dzidz̄ie
−
∑
k zk z̄k∆(z)∆(z̄) · · ·

=

∫ N∏
i=1

dzidz̄i|ψgs({zi, z̄i})|2 · · ·

where the groundstate wave function is given by

ψgs({zi, z̄i}) = ∆(z)e−
1
2

∑
i ziz̄i . (4.8)

We will shortly qualify the adjective “groundstate”. Under the state-operator correspondence, this
wave function is the state corresponding to the identity operator. The above transformation is equiv-
alent to the identification

[dZ]e−
1
2

Tr(ZZ†) ↔
N∏
i=1

dzi ψgs({zi, z̄i}). (4.9)

The role of each of the elements of the wave function is now clear:

1. Under the state operator correspondence, dimensions of operators map to energies of states.
The dimensions of BPS operators are not corrected, i.e. they take their free field values. This
implies an evenly spaced spectrum and hence a harmonic oscillator wave function. This explains
the e−

1
2

∑
i ziz̄i factor. It also suggests that the wavefunction will be a polynomial times this

Gaussian factor.

2. There is a gauge symmetry Z → UZU † that is able to permute the eigenvalues. Consequently
we are discussing identical particles. Two matrices drawn at random from the complex Gaussian
ensemble will not have degenerate eigenvalues, so we choose the particles to be fermions. This
matches the fact that the wave function is a Slater determinant.

The wave function (4.8) satisfies these properties. Further, if we require that the wavefunction is a

polynomial in the eigenvalues zi times the exponential e−
1
2

∑
i ziz̄i , then (4.8) is the state of lowest

energy (we did not write down a Hamiltonian, but any other wave function has more nodes and hence
a higher energy) so it deserves to be called the ground state. The wave function (4.8) is the state
corresponding to the AdS5×S5 spacetime in the 1

2 -BPS sector.

The above discussion can be generalized to write down a wave function corresponding to the AdS5×S5

spacetime in the SU(2) sector. The equation (4.9) is generalized to

[dZdY ]e−
1
2

Tr(ZZ†)− 1
2

Tr(Y Y †) →
N∏
i=1

dzidyi Ψgs({zi, z̄i, yi, ȳi}). (4.10)
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The wave function must obey the following properties:

1. Our wave functions again describe states that correspond to BPS operators. The dimensions of
the BPS operators take their free field values, implying an evenly spaced spectrum and hence
a harmonic oscillator wave function. This suggests the wave function is a polynomial times the
Gaussian e−

1
2

∑
i ziz̄i−

1
2

∑
i yiȳi factor.

2. There is a gauge symmetry Z → UZU † and Y → UY U † that is able to permute the eigenvalues.
Consequently we are discussing N identical particles. Matrices drawn at random will not have
degenerate eigenvalues, so we choose the particles to be fermions. Thus we expect the wave
function is a Slater determinant.

We are working within the AdS/CFT correspondence. Our main goal is to understand how geometry
in the dual gravity theory emerges. We expect a smooth geometry with small curvature emerges in
the strongly coupled limit of the CFT. Correlators of operators belonging to the BPS sector of N = 4
SYM take their free field values even in the strong coupling limit[47]. Thus, although we study the
free field theory our intuition should come from the dual gravity. In the free field theory the eigenvalue
density is expected to have a U(1)×U(1) symmetry (as in (4.18)). This follows simply by integrating
over the non-eigenvalue degrees of freedom in the Gaussian two matrix model. The strong coupling
answer, where we again integrate over the non-eigenvalue degrees of freedom of the two matrices, but
now in the strong coupling limit, will not match this free matrix model. It will match the dual gravity.
In the AdS5×S5 geometry we have an SO(6) isometry of the S5, which acts in the dual field theory
as SO(6) rotations of the six adjoint scalars of N = 4 SYM (see (4.69)). These are R symmetry
rotations. When we restrict to the eigenvalues of Z and Y , we reduce this to an SO(4) symmetry.
Since the geometry should emerge from the eigenvalues[36], this symmetry should manifest in the
single eigenvalue probability density. This leads us to the last property we impose on our theory:

3. The probability density associated to a single particle ρgs(z1, z̄1, y1, ȳ1) must have an SO(4)
symmetry, i.e. it should be a function of |zi|2 + |yi|2.

The single particle probability density referred to in point 3 above is given, for any state Ψ({zi, z̄i, yi, ȳi})
as usual, by

ρ(z1, z̄1, y1, ȳ1) =

∫ N∏
i=2

dzidz̄idyidȳi|Ψ({zi, z̄i, yi, ȳi})|2. (4.11)

There is a good reason why the single particle probability density is an interesting quantity to look at:
at short distances the eigenvalues feel a repulsion from the Slater determinant, which vanishes when
two eigenvalues are equal. At long distances the confining harmonic oscillator potential dominates,
ensuring the eigenvalues are clumped together in some finite region and do not wander off to infinity.
In the end we expect that at large N the locus where the eigenvalues lie defines a specific surface,
generalizing the idea of a density of eigenvalues for the single matrix model. This large N surface is
captured by ρ(z1, z̄1, y1, ȳ1). We will make this connection more explicit in a later section.

There appears to be a unique wave function singled out by the above requirements. It is given
by

Ψgs({zi, z̄i, yi, ȳi}) = N∆(z, y)e−
1
2

∑
k zk z̄k−

1
2

∑
k ykȳk (4.12)

where

∆(z, y) =

∣∣∣∣∣∣∣∣∣∣∣

yN−1
1 yN−1

2 · · · yN−1
N

z1y
N−2
1 z2y

N−2
2 · · · zNy

N−2
N

...
...

...
...

...
...

zN−2
1 y1 zN−2

2 y2 · · · zN−2
N yN

zN−1
1 zN−1

2 · · · zN−1
N

∣∣∣∣∣∣∣∣∣∣∣
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=

N∏
j>k

(zjyk − yjzk) (4.13)

generalizes the usual Van der Monde determinant and N is fixed by normalizing the wave function.
Normalizing the wave function in the state picture corresponds to choosing a normalization in the
original matrix model so that the expectation value of 1 is 1. In the next section we will discuss the
proposal (4.12) with a special emphasis on the symmetries realized by this wavefunction. As we will
review, a wave function given as a product of Van der Monde determinants is also a natural guess.
We will argue that (4.12) realizes more symmetries than a product of Van der Monde determinants
does. We will then use the wave function to compute correlators. Surprisingly, for a large class of
correlators the wave function (4.12) gives the exact answer.

4.3 Symmetries of the AdS5×S5 Wavefunction

The original two (complex) matrix model enjoys an SO(4) ' SU(2)L × SU(2)R symmetry. Indeed,
the generators

JR3 = Zij
∂

∂Zij
− Z†ij

∂

∂Z†ij
+ Yij

∂

∂Yij
− Y †ij

∂

∂Y †ij
,

JR+ = Yij
∂

∂Z†ij
− Zij

∂

∂Y †ij
JR− = Z†ij

∂

∂Yij
− Y †ij

∂

∂Zij
,

JL3 = Zij
∂

∂Zij
− Z†ij

∂

∂Z†ij
− Yij

∂

∂Yij
+ Y †ij

∂

∂Y †ij
,

JL+ = Y †ij
∂

∂Z†ij
− Zij

∂

∂Yij
JL− = Z†ij

∂

∂Y †ij
− Yij

∂

∂Zij
, (4.14)

annihilate Tr(ZZ†) + Tr(Y Y †). The above SO(4) symmetry can also be realized at the level of the
eigenvalues. In this case, the generators are

JR3 = zi
∂

∂zi
− z̄i

∂

∂z̄i
+ yi

∂

∂yi
− ȳi

∂

∂ȳi
,

JR+ = yi
∂

∂z̄i
− zi

∂

∂ȳi
JR− = z̄i

∂

∂yi
− ȳi

∂

∂zi
,

JL3 = zi
∂

∂zi
− z̄i

∂

∂z̄i
− yi

∂

∂yi
+ ȳi

∂

∂ȳi
,

JL+ = ȳi
∂

∂z̄i
− zi

∂

∂yi
JL− = z̄i

∂

∂ȳi
− yi

∂

∂zi
. (4.15)

It is simple to verify that

JL3 Ψgs({zi, z̄i, yi, ȳi}) = JL+Ψgs({zi, z̄i, yi, ȳi}) = JL−Ψgs({zi, z̄i, yi, ȳi}) = 0 (4.16)

so that the wave function is manifestly invariant under SU(2)L. Further, since

JR3 Ψgs({zi, z̄i, yi, ȳi}) = N(N − 1) Ψgs({zi, z̄i, yi, ȳi}) (4.17)

it transforms covariantly under U(1) ⊂ SU(2)R generated by JR3 . Thus, in summary, out of the original
SO(4) symmetry, the wave function is invariant under SU(2)L and covariant under a U(1) ⊂ SU(2)R.
Since we will restrict to the subset of BPS operators that are holomorphic in Y and Z, this is the
biggest symmetry we should expect.

A few comments are in order. If the interaction is switched off, the system is invariant under separate
U(N) actions on Z and Y . Thus, in this case, the model has a U(N)×U(N) symmetry. If we restrict
ourselves to correlators of operators that never have Y s and Zs in the same trace, the wave function

ΨVdM = N∆(z)∆(y)e−
1
2

∑
j(zj z̄j+yj ȳj) (4.18)

77



will reproduce the exact values for all correlators. Notice that this wave function is covariant under
U(1)L × U(1)R ⊂ SU(2)L × SU(2)R generated by JL3 and JR3 , i.e. it has less symmetry than (4.12).
Further, if we consider correlators of operators that include products of Z and Y matrices the sym-
metry is broken to U(N). The integration over the non-eigenvalue degrees of freedom is nontrivial,
but the result will again be a polynomial in the eigenvalues. The precise form of the polynomial will
depend on the choice of operators in the correlator and we will not get a simple rule for translating a
specific operator. In the next section we will show that using (4.12), we will in fact obtain a simple rule
for translating a specific operator into the eigenvalue language and the translation will not depend on
the choice of the other operators in the correlator. For these reasons, we do not discuss ΨVdM further.

To end this section we consider the location of the zeros of (4.12). For each eigenvalue we have a vector
with coordinates (zi, yi) on C2. Physically we expect that the wave function must vanish whenever
n > 1 eigenvalues coincide, leading to an enhanced symmetry of the joint eigenvalue configuration[36].
The wave function vanishes whenever the vectors associated to two distinct eigenvalues are parallel,
i.e. whenever (zi, yi) = λ(zj , yj). If λ 6= 1 the eigenvalues are not coincident, there is no enhanced
symmetry of the joint eigenvalue configuration and physically there is no reason why such an eigen-
value configuration should be weighted with zero. Thus, there are more zeroes than what we expect.
Clearly then (4.12) will get various things wrong, but given that it realizes more symmetries that
ΨVdM, it may be good enough for some computations. We will confirm this in the next section by
showing that this wave function reproduces the correct exact answer for a large class of matrix model
correlators.

Finally, note that it is useful to think of the wave function as a function of two points in CP 1 × C∗,
with (zi, yi) simultaneously the coordinates of a point and the affine coordinates of the projective
sphere base. With this interpretation, the singularities are associated with points coinciding in the
base which is physically more sensible.

4.4 Correlators

In this section we will provide detailed tests of this wave function by computing correlators with the
wave function and comparing them to the exact results from the matrix model. The comparison is
accomplished by using the equation∫

[dY dZdY †dZ†]e−Tr(ZZ†)−Tr(Y Y †) · · · =
∫ N∏

i=1

dzidz̄idyidȳi|Ψgs({zi, z̄i, yi, ȳi})|2 · · · (4.19)

to compute correlators of observables (denoted by · · · above) that depend only on the eigenvalues.
We have already argued above that we expect that the observables that are correctly computed using
eigenvalue dynamics are the BPS operators of the CFT. As a first example, consider correlators of
traces OJ = Tr(ZJ). These can be computed exactly in the matrix model, using a variety of different
techniques - see for example [16, 48, 28]. The result is

〈Tr(ZJ)Tr(Z†J)〉 =
1

J + 1

[(J +N)!

(N − 1)!
− N !

(N − J − 1)!

]
(4.20)

if J < N and

〈Tr(ZJ)Tr(Z†J)〉 =
1

J + 1

(J +N)!

(N − 1)!
(4.21)

if J ≥ N . These expressions could easily be expanded to generate the 1/N expansion if we wanted
to do that. We would now like to consider the eigenvalue computation. It is useful to write the wave
function as
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Ψgs({zi, z̄i, yi, ȳi}) =
π−N√
N !
εa1a2···aN z0

a1
yN−1
a1√

0!(N − 1)!
· · ·

zk−1
ak

yN−kak√
(k − 1)!(N − k)!

· · ·

· · ·
zN−1
aN

y0
aN√

(N − 1)!0!
e−

1
2

∑
q zq z̄q−

1
2

∑
q yq ȳq . (4.22)

The gauge invariant observable in this case is given by

Tr(ZJ)Tr(Z†J) =

N∑
i=1

zJi

N∑
j=1

z̄Jj . (4.23)

It is now straightforward to find∫ N∏
i=1

dzidz̄idyidȳi|Ψgs({zi, z̄i, yi, ȳi})|2
N∑
i=1

zJi

N∑
j=1

z̄Jj =
1

J + 1

(J +N)!

(N − 1)!
. (4.24)

When evaluating the above integral, only the terms with i = j contribute. From this result we see
that we have not reproduced traces with J < N correctly - we don’t even get the leading large N
behaviour right. We have, however, correctly reproduced the exact answer (to all orders in 1/N) of
the two point function for all single traces of dimension N or greater. For J > N there are trace
relations of the form

Tr(ZJ) =
∑
i,j,...,k

cij...kTr(Zi)Tr(Zj) · · ·Tr(Zk) (4.25)

i, j, ..., k ≤ N and i + j + · · · + k = J . The fact that we reproduce two point correlators of traces
with J > N exactly implies that we also start to reproduce sums of products of traces of less than N
fields. This suggests that the important thing is not the trace structure of the operator, but rather
the dimension of the state.

The fact that we only reproduce observables that have a large enough dimension is not too surprising.
Indeed, supergravity can’t be expected to correctly describe the back reaction of a single graviton or
a single string. To produce a state in the CFT dual to a geometry that is different from the AdS
vacuum one needs to allow a number of giant gravitons (eigenvalues) to condense. The eigenvalue
dynamics is correctly reproducing the two point function of traces when their energy is greater than
that required to blow up into a giant graviton.

With a very simple extension of the above argument we can argue that we also correctly reproduce
the correlator 〈Tr(Y J)Tr(Y †J)〉 with J ≥ N . A much more interesting class of observables to consider
are mixed traces, which contain both Y and Z fields. To build BPS operators using both Y and Z
fields we need to construct symmetrized traces. A very convenient way to perform this construction
is as follows

OJ,K =
J !

(J +K)!
Tr

(
Y
∂

∂Z

)K
Tr(ZJ+K). (4.26)

The normalization up front is just the inverse of the number of terms that appear. With this normal-
ization, the translation between the matrix model observable and an eigenvalue observable is

OJ,K ↔
∑
i

zJi y
K
i . (4.27)

Since we could not find this computation in the literature, we will now explain how to evaluate the
matrix model two point function exactly, in the free field theory limit. Since the dimension of BPS
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operators are not corrected, this answer is in fact exact. To start, perform the contraction over the
Y, Y † fields

〈OJ,KO†J,K〉 =

(
J !

(J +K)!

)2

〈Tr

(
Y
∂

∂Z

)K
Tr(ZJ+K)Tr

(
Y †

∂

∂Z†

)K
Tr(Z† J+K)〉

=

(
J !

(J +K)!

)2

K!〈Tr

(
∂

∂Z

∂

∂Z†

)K
Tr(ZJ+K)Tr(Z† J+K)〉. (4.28)

Given the form of the matrix model two point function

〈ZijZ†kl〉 = δilδjk (4.29)

we know that we can write any free field theory correlator as

〈· · · 〉 = e
Tr
(
∂
∂Z

∂

∂Z†

)
· · ·
∣∣∣
Z=Z†=0

. (4.30)

Using this identity we now find

〈OJ,KO†J,K〉 =

(
J !

(J +K)!

)2

K!
(J +K)!

J !
〈Tr(ZJ+K)Tr(Z† J+K)〉. (4.31)

Thus, the result of the matrix model computation is

〈OJ,KO†J,K〉 =
J !K!

(J +K + 1)!

[
(J +K +N)!

(N − 1)!
− N !

(N − J −K − 1)!

]
(4.32)

if J +K < N and

〈OJ,KO†J,K〉 =
J !K!

(J +K + 1)!

(J +K +N)!

(N − 1)!
(4.33)

if J +K ≥ N . Notice that for these two matrix observables we again get a change in the form of the
correlator as the dimension of the trace exceeds N .

Next, consider the eigenvalue computation. We need to perform the integral

〈OJ,KO†J,K〉 =

∫ N∏
i=1

dzidz̄idyidȳi|Ψgs({zi, z̄i, yi, ȳi})|2
N∑
k=1

zJk y
K
k

N∑
j=1

z̄Jj ȳ
K
j . (4.34)

After some straightforward manipulations we have

〈OJ,KO†J,K〉 = π−2N

∫ N∏
i=1

dzidz̄idyidȳi
|z1|0|y1|2N−2

0!(N − 1)!
· · · |zk|

2k−2|yk|2N−2k

(k − 1)!(N − k)!
· · ·

|zN |2N−2|yN |0

(N − 1)!0!
× e−

∑
q zq z̄q−

∑
q yq ȳq

N∑
k,j=1

zJk y
K
k z̄

J
j ȳ

K
j . (4.35)

Only terms with k = j contribute so that

〈OJ,KO†J,K〉 =

N∑
k=1

(N − k +K)!

(N − k)!

(J + k − 1)!

(k − 1)!
=

K!J !

(K + J + 1)!

(J +K +N)!

(N − 1)!
. (4.36)

Thus, we again correctly reproduce the exact (to all orders in 1/N) answer for the two point func-
tion of single trace operators of dimension N or greater. Inspecting (4.14) we notice that we have
obtained OJ,K from OJ+K by applying JL−, that is, by applying an SU(2)L rotation. Since both the
original matrix description and the eigenvalue description enjoy SU(2)L symmetry, the agreement of

the 〈O†J,KOJ,K〉 correlator is not independent of the agreement of the 〈O†J+KOJ+K〉 correlator.
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It is also interesting to consider multi trace correlators. We will start with the correlator between
a double trace and a single trace and we will again start with the matrix model computation

〈OJ1,K1OJ2,K2O
†
J1+J2,K1+K2

〉 =
J1!

(J1 +K1)!

J2!

(J2 +K2)!

(J1 + J2)!

(J1 +K1 + J2 +K2)!
×

〈Tr

(
Y
∂

∂Z

)K1

Tr(ZJ1+K1)Tr

(
Y
∂

∂Z

)K2

Tr(ZJ2+K2)Tr

(
Y †

∂

∂Z†

)K1+K2

Tr(Z†J1+K1+J2+K2)〉.

(4.37)

We could easily set K1 = K2 = 0 and obtain traces involving only a single matrix. Begin by contracting
all Y, Y † fields to obtain

〈OJ1,K1OJ2,K2O
†
J1+J2,K1+K2

〉 =
J1!

(J1 +K1)!

J2!

(J2 +K2)!

(J1 + J2)!

(J1 +K1 + J2 +K2)!
(K1 +K2)!×

〈 ∂

∂Zi1j1
· · · ∂

∂ZiK1
jK1

Tr(ZJ1+K1)
∂

∂ZiK1+1jK1+1

· · · ∂

∂ZiK1+K2
jK1+K2

Tr(ZJ2+K2)

∂

∂Z†j1i1

· · · ∂

∂Z†jK1+K2
iK1+K2

Tr(Z†J1+K1+J2+K2)〉.

(4.38)

It is now useful to integrate by parts with respect to Z†, using the identity

〈 ∂

∂Zij
f(Z) g(Z)

∂

∂Z†ji
h(Z†)〉 = nf 〈f(Z) g(Z)h(Z†)〉 (4.39)

where f(Z) is of degree nf in Z. Repeatedly using this identity, we find

〈OJ1,K1OJ2,K2O
†
J1+J2,K1+K2

〉 =
J1!

(J1 +K1)!

J2!

(J2 +K2)!

(J1 + J2)!

(J1 +K1 + J2 +K2)!
(K1 +K2)!×

(J1 +K1)!

J1!

(J2 +K2)!

J2!
〈Tr(ZJ1+K1)Tr(ZJ2+K2)Tr(Z†J1+K1+J2+K2)〉

=
(J1 + J2)!(K1 +K2)!

(J1 +K1 + J2 +K2)!
〈Tr(ZJ1+K1)Tr(ZJ2+K2)Tr(Z†J1+K1+J2+K2)〉.

(4.40)

This last correlator is easily computed. For example, if J1 +K1 < N and J2 +K2 < N we have

〈OJ1,K1OJ2,K2O
†
J1+J2,K1+K2

〉 =
(J1 + J2)!(K1 +K2)!

(J1 +K1 + J2 +K2 + 1)!

[ (J1 +K1 + J2 +K2 +N)!

(N − 1)!

+
N !

(N − J1 −K1 − J2 −K2 − 1)!
− (N + J1 +K1)!

(N − J2 −K2 − 1)!

− (N + J2 +K2)!

(N − J1 −K1 − 1)!

]
(4.41)

and if J1 +K1 ≥ N and J2 +K2 ≥ N we have

〈OJ1,K1OJ2,K2O
†
J1+J2,K1+K2

〉 =
(J1 + J2)!(K1 +K2)!

(J1 +K1 + J2 +K2 + 1)!

(J1 +K1 + J2 +K2 +N)!

(N − 1)!
.

(4.42)

It is a simple exercise to check that, in terms of eigenvalues, we have
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〈OJ1,K1OJ2,K2O
†
J1+J2,K1+K2

〉 =

∫ N∏
i=1

dzidz̄idyidȳi|Ψgs({zi, z̄i, yi, ȳi})|2

×
N∑
k=1

zJ1
k y

K1
k

N∑
l=1

zJ2
l y

K2
l

N∑
j=1

z̄J1+J2
j ȳK1+K2

j

=
(J1 + J2)!(K1 +K2)!

(J1 +K1 + J2 +K2 + 1)!

(J1 +K1 + J2 +K2 +N)!

(N − 1)!
(4.43)

so that once again we have reproduced the exact answer as long as the dimension of each trace is not
less than N . The agreement that we have observed for multi trace correlators continues as follows:
as long as the dimension of each trace is greater than N − 1 the matrix model and the eigenvalue
descriptions agree and both give

〈OJ1,K1OJ2,K2 · · ·OJn,KnO
†
J,K〉 =

J !K!

(J +K + 1)!

(J +K +N)!

(N − 1)!
δJ1+···+Jn,JδK1+···+Kn,K

(4.44)

for the exact value of this correlator. We have limited ourselves to a single daggered observable in the
above expression for purely technical reasons: it is only in this case that we can compute the matrix
model correlator using the identity (4.39). It would be interesting to develop analytic methods that
allow more general computations.

Finally, we can also test multi trace correlators with a dimension of order N2. A particularly simple
operator is the Schur polynomial labelled by a Young diagram R with N rows and M columns (i.e R
is rectangular). For this R we have

χR(Z) = (detZ)M = zM1 zM2 · · · zMN , (4.45)

χR(Z†) = (detZ†)M = z̄M1 z̄M2 · · · z̄MN . (4.46)

The dual LLM geometry is labelled by an annulus boundary condition that has an inner radius of√
M and an outer radius of

√
M +N . The two point correlator of this Schur polynomial is

〈χR(Z)χR(Z†)〉 =

∫ N∏
i=1

dzidz̄idyidȳiχR(Z)χR(Z†)|Ψgs({zi, z̄i, yi, ȳi})|2

= π−2N

∫ N∏
i=1

dzidz̄idyidȳi
|z1|0+2M |y1|2N−2

0!(N − 1)!
· · · |zk|

2k−2+2M |yk|2N−2k

(k − 1)!(N − k)!

× · · · |zN |
2N−2+2M |yN |0

(N − 1)!0!
× e−

∑
q zq z̄q−

∑
q yq ȳq

=
N∏
i=1

(i− 1 +M)!

(i− 1)!
(4.47)

which is again the exact answer for this correlator.

After this warm up example we will now make a few comments that are relevant for the general
case. The details are much more messy, so we will not manage to make very precise statements. We
have however included this discussion as it does provide a guide as to when eigenvalue dynamics is
applicable. A Schur polynomial labelled with a Young diagram R that has row lengths ri is given in
terms of eigenvalues as (our labelling of the rows is defined by r1 ≥ r2 ≥ · · · ≥ rN )

χR(Z) =
εa1a2···aN z

N−1+r1
a1

zN−2+r2
a2

· · · zrNaN
εb1b2···bN z

N−1
b1

zN−2
b2
· · · zbN−1

. (4.48)
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Using this expression, we can easily write the exact two point function as follows

〈χR(Z)χR(Z†)〉 =
1

N !πN

N−1∏
j=0

1

j!

∫ N∏
i=1

dzidz̄iεa1a2···aN z
N−1+r1
a1

zN−2+r2
a2

· · · zrNaN

×εb1b2···bN z̄
N−1+r1
b1

z̄N−2+r2
b2

· · · z̄rNbN e
−
∑
k zk z̄k

=

N−1∏
j=0

(j + rN−j)!

j!
= fR. (4.49)

Using our wave function we can compute the two point function of Schur polynomials. The result is

〈χR(Z)χR(Z†)〉 =

∫ N∏
i=1

dzidz̄idyidȳiχR(Z)χR(Z†)|Ψgs({zi, z̄i, yi, ȳi})|2

=
1

πN

N−1∏
j=0

1

j!

∫ N∏
i=1

dzidz̄i |za1 |2N−2|za2 |2N−4 · · · |zaN−1 |
2

×
εb1b2···bN z

N−1+r1
b1

zN−2+r2
b2

· · · zrNbN
εc1c2···cN z

N−1
c1 zN−2

c2 · · · zcN−1

×
εd1d2···dN z̄

N−1+r1
d1

z̄N−2+r2
d2

· · · z̄rNdN
εe1e2···eN z̄

N−1
e1 z̄N−2

e2 · · · z̄eN−1

e−
∑
k zk z̄k . (4.50)

When the integration over the angles θi associated to zi = rie
iθi are performed, a non-zero result

is only obtained if powers of the zi match the powers of the z̄i. The difference between the above
expression and the exact answer is simply that in the eigenvalue expression these powers are separately
set to be equal in the measure and in the product of Schur polynomials - there are two matchings,
while in the exact answer the power of zi arising from the product of the measure and the product
of Schur polynomials is matched to the power of z̄i from the product of the measure and the product
of Schur polynomials - there is a single matching happening. Thus, the eigenvalue computation may
miss some terms that are present in the exact answer2. For Young diagrams with a few corners and
O(N2) boxes (the annulus above is a good example) the eigenvalues clump into groupings, with each
grouping collecting eigenvalues of a similar size corresponding to rows with a similar row length[46].
This happens because the product of the Gaussian fall off e−zz̄ and a polynomial of fixed degree |z2|n
is sharply peaked at |z| = n. Thus, for example if ri ≈ M1 for i = 1, 2, · · · , N2 and ri ≈ M2 for
i = 1 + N

2 , 2 + N
2 , · · · , N with M1 and M2 well separated (M1 −M2 ≥ O(N)), under the integral we

can replace

εb1b2···bN z
N−1+r1
b1

zN−2+r2
b2

· · · zrNbN
εc1c2···cN z

N−1
c1 zN−2

c2 · · · zcN−1

→

N
2∏
i=1

zM1
ai z

M2
a
i+N

2

. (4.51)

After making a replacement of this type, we recover the exact answer. This replacement is not exact
- we need to appeal to large N to justify it. It would be very interesting to explore this point further
and to quantify in general (if possible) what the corrections to the above replacement are. For Young
diagrams with many corners, row lengths are not well separated and there is no similar grouping that
occurs, so that the eigenvalue description will not agree with the exact result, even at large N . A good
example of a geometry with many corners is the superstar[49]. The corresponding LLM boundary con-
dition is a number of very thin concentric annuli, so that we effectively obtain a gray disk, signaling a
singular supergravity geometry. It is then perhaps not surprising that the eigenvalue dynamics does
not correctly reproduce this two point correlator.

Having discussed the two point function of Schur polynomials in detail, the product rule

χR(Z)χS(Z) =
∑
T

fRSTχT (Z) (4.52)

2This is the reason why (4.24) only captures one of the terms present in the two point function for J < N .
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with fRST a Littlewood-Richardson coefficient, implies that there is no need to consider correlation
functions of products of Schur polynomials.

4.5 Other backgrounds

In the 1
2 BPS sector there is a wave function corresponding to every LLM geometry. The (not

normalized) wave function has already been given in (4.6). In this section we consider the problem of
writing eigenvalue wave functions that correspond to geometries other than AdS5×S5. The simplest
geometry we can consider is the annulus geometry considered in the previous section, where we argued
that the eigenvalue dynamics reproduces the exact correlator of the Schur polynomials dual to this
geometry. Our proposal for the state that corresponds to this LLM spacetime is

ΨLLM({zi, z̄i, yi, ȳi}) =
π−N√
N !
εa1a2···aN zMa1

yN−1
a1√

M !(N − 1)!
· · ·

zk−1+M
ak

yN−kak√
(k − 1 +M)!(N − k)!

· · ·
zN−1+M
aN

y0
aN√

(N − 1 +M)!0!
e−

1
2

∑
q zq z̄q−

1
2

∑
q yq ȳq . (4.53)

This is simply obtained by multiplying the ground state wave function by the relevant Schur polynomial
and normalizing the resulting state. The connection between matrix model correlators and expectation
values computed using the above wave function is the following3

〈 · · · 〉LLM =
〈 · · · χR(Z)χR(Z†)〉
〈χR(Z)χR(Z†)〉

=

∫ N∏
i=1

dzidz̄idyidȳi|ΨLLM({zi, z̄i, yi, ȳi})|2 · · · (4.54)

We can use this wave function to compute correlators that we are interested in. Traces involving only
Zs for example lead to

〈Tr(ZJ)Tr(Z†J)〉LLM =

∫ N∏
i=1

dzidz̄idyidȳi|ΨLLM({zi, z̄i, yi, ȳi})|2
N∑
k=1

zJk

N∑
l=1

z̄Jl

=
N−1∑
k=0

(J + k +M)!

(k +M)!

=
1

J + 1

[
(J +M +N)!

(M +N − 1)!
− (J +M)!

(M − 1)!

]
(4.55)

which agrees with the exact result, as long as J > N − 1. Thus, in this background, eigenvalue
dynamics is correctly reproducing the same set of correlators as in the original AdS5×S5 background.
Traces involving only Y fields are also correctly reproduced

〈Tr(Y J)Tr(Y †J)〉LLM =

∫ N∏
i=1

dzidz̄idyidȳi|ΨLLM({zi, z̄i, yi, ȳi})|2
N∑
k=1

yJk

N∑
l=1

ȳJl

=
1

J + 1

(J +N)!

(N − 1)!
(4.56)

where J ≥ N . Notice that these results are again exact, i.e. we reproduce the matrix model correlators
to all orders in 1/N . Finally, let’s consider the most interesting case of traces involving both matrices.
The LLM wave function we have proposed does not reproduce the exact matrix model computation.
The matrix model computation gives

3The new normalization for matrix model correlators is needed to ensure that the identity operator has expectation
value 1. This matches the normalization adopted in the eigenvalue description.
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〈OJ,KO†J,K〉LLM =

(
J !

(J +K)!

)2

〈Tr

(
Y
∂

∂Z

)K
Tr(ZJ+K)Tr

(
Y †

∂

∂Z†

)K
Tr(Z† J+K)〉LLM

=

(
J !

(J +K)!

)2

K!〈Tr

(
∂

∂Z

∂

∂Z†

)K
Tr(ZJ+K)Tr(Z† J+K)〉LLM

=

(
J !

(J +K)!

)2

K!
(J +K)!

J !
〈Tr(ZJ+K)Tr(Z† J+K)〉LLM

=
J !K!

(J +K + 1)!

[
(J +K +M +N)!

(M +N − 1)!
− (J +K +M)!

(M − 1)!

]
(4.57)

if J +K ≥ N . Next, consider the eigenvalue computation. We need to perform the integral

〈OJ,KO†J,K〉LLM,eigen =

∫ N∏
i=1

dzidz̄idyidȳi|ΨLLM({zi, z̄i, yi, ȳi})|2
N∑
k=1

zJk y
K
k

N∑
j=1

z̄Jj ȳ
K
j

=

N∑
k=1

(N − k +K)!

(N − k)!

(J +M + k − 1)!

(M + k − 1)!
. (4.58)

It is not completely trivial to compare (4.57) and (4.58), but it is already clear that they do not
reproduce exactly the same answer. To simplify the discussion, let’s consider the case that M =
O(
√
N). In this case, in the large N limit, we can drop the second term in (4.57) to obtain

〈OJ,KO†J,K〉LLM =
J !K!

(J +K + 1)!

(J +K +M +N)!

(M +N − 1)!
(1 + · · · ) (4.59)

where · · · stand for terms that vanish as N → ∞. In the sum appearing in (4.58), change variables
from k to k′ −M and again appeal to large N to write

〈OJ,KO†J,K〉LLM,eigen =
M+N∑
k′=M+1

(N +M − k′ +K)!

(N +M − k′)!
(J + k′ − 1)!

(k′ − 1)!

=

M+N∑
k′=1

(N +M − k′ +K)!

(N +M − k′)!
(J + k′ − 1)!

(k′ − 1)!
(1 + · · · )

=
J !K!

(J +K + 1)!

(J +K +M +N)!

(M +N − 1)!
(1 + · · · ). (4.60)

In the last two lines above · · · again stands for terms that vanish as N →∞. Thus, we find agreement
between (4.57) and (4.58). It is again convincing to see genuine multi matrix observables reproduced
by the eigenvalue dynamics. Notice that in this case the agreement is not exact, but rather is realized
in the large N limit. This is what we expect for the generic situation - the AdS5×S5 case is highly
symmetric and the fact that eigenvalue dynamics reproduces so many observables exactly is a conse-
quence of this symmetry. We only expect eigenvalue dynamics to reproduce classical gravity, which
should emerge from the CFT at N =∞.

Much of our intuition came from thinking about the Gauss graph operators constructed in [34, 35]. It
is natural to ask if we can write down wave functions dual to the Gauss graph operators. The simplest
possibility is to consider a Gauss graph operator obtained by exciting a single eigenvalue by J levels,
and then attaching a total of K Y strings to it. The extreme simplicity of this case follows because
we can write the (normalized) Gauss graph operator in terms of a familiar Schur polynomial as

Ô =

√
J !

K!(J +K)!

(N − 1)!

(N + J +K − 1)!
Tr

(
Y
∂

∂Z

)K
χ(J+K)(Z) (4.61)

where we have used the notation (n) to denote a Young diagram with a single row of n boxes. Consider
the correlator

85



〈ÔTr(Y †)KTr(Z†J)〉 = 〈Tr

(
∂

∂Y

)K
ÔTr(Z†J)〉

=

√
J !K!

(J +K)!

(N + J +K − 1)!

(N − 1)!
. (4.62)

This answer is exact, in the free field theory. In what limit should we compare this answer to eigenvalue
dynamics? Our intuition is coming from the 1

2 - BPS sector where we know that rows of Schur
polynomials correspond to eigenvalues and we know exactly how to write the corresponding wave
function. If we only want small perturbations of this picture, we should keep K � J . In this case we
should simplify

J !

(J +K)!
→ 1

JK

(N + J +K − 1)!

(N − 1)!
=

(N + J +K − 1)!

(N + J − 1)!

(N + J − 1)!

(N − 1)!

→ (N + J − 1)K
(N + J − 1)!

(N − 1)!
. (4.63)

How should we scale J as we take N →∞? The Schur polynomials are a sum over all possible matrix
trace structures. We want these sums to be dominated by traces with a large number of matrices (N
or more) in each trace. To accomplish this we will scale J = O(N1+ε) with ε > 0. In this case, at
large N , we can replace

1

JK
(N + J − 1)K → 1 (4.64)

and hence, the result that should be reproduced by the eigenvalue dynamics is given by

〈ÔTr(Y †)KTr(Z†J)〉 =

√
K!

(N + J − 1)!

(N − 1)!
. (4.65)

In the eigenvalue computation, we will use the wave function of the ground state and the wave function
of the Gauss graph operator (ΨGG({zi, z̄i, yi, ȳi})) to compute the amplitude∫ N∏

i=1

dzidz̄idyidȳiΨ
∗
gs({zi, z̄i, yi, ȳi})(

∑
i

ȳi)
K
∑
j

z̄Jj ΨGG({zi, z̄i, yi, ȳi}). (4.66)

We expect the amplitude (4.66) to reproduce (4.65). Our proposal for the wave function corresponding
to the above Gauss graph operator is

ΨGG({zi, z̄i, yi, ȳi}) =
π−N√
N !
εa1a2···aN z0

a1
yN−1
a1√

0!(N − 1)!
· · ·

zk−1
ak

yN−kak√
(k − 1)!(N − k)!

· · ·

· · ·
zN−2
aN−1

yaN−1√
(N − 2)!1!

zJ+N−1
aN

yKaN√
(J +N − 1)!K!

e−
1
2

∑
q zq z̄q−

1
2

∑
q yq ȳq . (4.67)

The eigenvalue with the largest power of z (i.e. zaN ) was the fermion at the very top of the Fermi sea.
It has been excited by J powers of z and K powers of y. It is now trivial to verify that (4.66) does
indeed reproduce (4.65).

Finally, the state with three eigenvalues excited by J1 > J2 > J3 and with K1 > K2 > K3 strings
attached to each eigenvalue is given by
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ΨGG({zi, z̄i, yi, ȳi}) =
π−N√
N !
εa1a2···aN z0

a1
yN−1
a1√

0!(N − 1)!
· · ·

zk−1
ak

yN−kak√
(k − 1)!(N − k)!

· · ·

· · ·
zN−4
aN−3

y3
aN−3√

(N − 4)!3!

zJ3+N−3
aN−2

y2+K3
aN−2√

(J3 +N − 3)!(2 +K3)!

zJ2+N−2
aN−1

yK2+1
aN−1√

(J2 +N − 2)!(K2 + 1)!

×
zJ1+N−1
aN

yK1
aN√

(J1 +N − 1)!K1!
e−

1
2

∑
q zq z̄q−

1
2

∑
q yq ȳq . (4.68)

The generalization to any Gauss graph operator is now clear.

4.6 Connection to Supergravity

In this section we would like to explore the possibility that the eigenvalue dynamics of the SU(2)
sector has a natural interpretation in supergravity. The relevant supergravity solutions have been
considered in [50, 51, 52, 53].

There are 6 adjoint scalars in the N = 4 super Yang-Mills theory that can be assembled into the
following three complex combinations

Z = φ1 + iφ2, Y = φ3 + iφ4, X = φ5 + iφ6. (4.69)

The operators we consider are constructed using only Z and Y so that they are invariant under the
U(1) which rotates φ5 and φ6. Further, since our operators are BPS they are built only from the s-wave
spherical harmonic components of Y and Z, so that they are invariant under the SO(4) symmetry
which acts on the S3 of the R × S3 spacetime on which the CFT is defined. Local supersymmetric
geometries with SO(4)× U(1) isometries have the form[50, 53]

ds2
10 = −h−2(dt+ ω)2 + h2

[ 2

Z + 1
2

∂a∂̄bKdz
adz̄b + dy2

]
+ y(eGdΩ2

3 + e−Gdψ2) (4.70)

dω =
i

y

(
∂a∂̄b∂yKdz

adz̄b − ∂aZdzady + ∂̄aZdz̄
ady
)
. (4.71)

Here z1 and z2 is a pair of complex coordinates and K is a Kahler potential which may depend on
y, za and z̄a. y2 is the product of warp factors for S3 and S1. Thus we must be careful and impose
the correct boundary conditions at the y = 0 hypersurface if we are to avoid singularities. The y = 0
hypersurface includes the four dimensional space with coordinates given by the za. These boundary
conditions require that when the S3 contracts to zero, we need Z = −1

2 and when the ψ-circle col-
lapses we need Z = 1

2 [50, 53]. There is a surface separating these two regions, and hence, defining
the supergravity solution. So far the discussion given closely matches what is found for the 1

2 -BPS
supergravity solutions. In that case the y = 0 hypersurface includes a two dimensional space which
is similarly divided into two regions, giving the black droplets on a white plane. The edges of the
droplets are completely arbitrary, which is an important difference from the case we are considering.
The surface defining local supersymmetric geometries with SO(4)×U(1) isometries is not completely
arbitrary - it too has to satisfy some additional constraints as spelled out in [53]. It is natural to ask
if the surface defining the supergravity solution is visible in the eigenvalue dynamics?

To answer this question we will now review how the surface defining the local supersymmetric ge-
ometries with SO(4) × U(1) isometries corresponding to the 1

4 -BPS LLM geometries is constructed.
According to [53], the boundary condition for these geometries have walls between the two boundary
conditions determined by the equation4

z2z̄2 = e−2D̂(z1,z̄1) (4.72)

4This next equation is (6.35) of [53]. We will relate z1 and z2 to zi (the eigenvalues of Z) and yi (the eigenvalues of
Y ) when we make the correspondence to eigenvalues.
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where D̂(z1, z̄1) is determined by expanding the function D as follows (it is the y coordinate that we
set to zero to get the LLM plane)

D = log(y) + D̂(z, z̄) +O(y). (4.73)

The function D is determined by the equations

y∂yD =
1

2
− Z, V = −i(dz∂z − dz̄∂z̄)D (4.74)

where Z(y, z1, z̄1) is the function obeying Laplace’s equation that determines the LLM solution and
V (y, z1, z̄1) is the one form appearing in the combination (dt+ V )2 in the LLM metric.

Consider an annulus that has an outer edge at radius M + N and an inner edge at a radius M .
This solution has (these solutions were constructed in the original LLM paper [10])

Z(y, z1, z̄1) = −1

2

(
|z1|2 + y2 −M√

(|z1|2 + y2 +M)2 − 4|z1|2M

+
|z1|2 + y2 −M −N√

(|z1|2 + y2 +M +N)2 − 4|z1|2(M +N)

)
,

V (y, z1, z̄1) =
dφ

2

(
|z1|2 + y2 +M√

(|z1|2 + y2 +M)2 − 4|z1|2M−

+
|z1|2 + y2 +M +N√

(|z1|2 + y2 +M +N)2 − 4|z1|2(M +N)

)
.

Evaluating at y = 0, the second of (4.74) says

V = −i(dz∂z − dz̄∂z̄)D̂. (4.75)

Setting z1 = re−iφ and assuming that D̂ depends only on r we find

r
∂D̂

∂r
= − M +N

r2 −M −N
+

M

r2 −M
(4.76)

which is solved by

D̂ =
1

2
log

|z1z̄1 −M |
|z1z̄1 −M −N |

. (4.77)

Thus, the wall between the two boundary conditions is given by

|z2|2 =
M +N − z1z̄1

z1z̄1 −M
. (4.78)

The same analysis applied to the AdS5×S5 solution gives

|z1|2 + |z2|2 = N. (4.79)

For the pair of geometries described above, we know the wave function in the eigenvalue description.
We will now return to the eigenvalue description and see how these surfaces are related to the eigen-
value wave functions.

At large N , since fluctuations are controlled by 1/N2, we expect a definite eigenvalue distribution.
These eigenvalues will trace out a surface specified by the support of the single fermion probability
density

ρ(z1, z̄1, y1, ȳ1) =

∫ N∏
i=2

dzidz̄idyidȳi|Ψ({zi, z̄i, yi, ȳi})|2. (4.80)
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Denote the points lying on this surface using coordinates z, y.

Using the wave function Ψgs({zi, z̄i, yi, ȳi}) corresponding to the AdS5×S5 spacetime, the probability
density for a single eigenvalue is

ρ(z, z̄, y, ȳ) =
1

Nπ2

N−1∑
i=0

(zz̄)i

i!

(yȳ)N−i−1

(N − i− 1)!
e−zz̄−yȳ

=
(zz̄ + yȳ)N−1

Nπ2(N − 1)!
e−zz̄−yȳ. (4.81)

Which is maximised at

zz̄ + yȳ = N − 1. (4.82)

Thus, if we identify the points z, y with the supergravity coordinates z1, z2 as follows

z2 = y, z1 = z (4.83)

we find

|z1|2 + |z2|2 = N (4.84)

at large N, so that the eigenvalues condense on the surface that defines the wall between the two
boundary conditions.

Let’s now compute the positions of our eigenvalues, using ΨLLM({zi, z̄i, yi, ȳi}). The probability density
for a single eigenvalue is easily obtained by computing the following integral

ρ(z1, z̄1, y1, ȳ1) =

∫ N∏
i=2

dzidz̄idyidȳi|ΨLLM({zi, z̄i, yi, ȳi})|2

=
1

Nπ2

N−1∑
i=0

(z1z̄1)M+i

(M + i)!

(y1ȳ1)N−i−1

(N − i− 1)!
e−z1z̄1−y1ȳ1 . (4.85)

Following the analysis we performed above, we find that the probability density is maximised when
the following relations are satisfied

N−1∑
i=0

[
(yȳ)N−i−1

(N − i− 1)!

(
(zz̄)M+i−1

(M + i− 1)!
− (zz̄)M+i

(M + i)!

)]
= 0 (4.86)

N−1∑
i=0

[
(zz̄)M+i

(M + i)!

(
(yȳ)N−i−2

(N − i− 2)!
− (yȳ)N−i−1

(N − i− 1)!

)]
= 0. (4.87)

The above holds only if each term in each sum is zero. We find

zz̄ = M + i, yȳ = N − i− 1, i = 1, 2, ..., N − 1. (4.88)

Thus, if we identify the points z, y and the supergravity coordinate z1, z2 as follows

z2 =
y√

|z|2 −M
, z1 = z (4.89)

we find that (4.78) gives

|y|2

i
=
M +N − |z|2

|z|2 −M
(4.90)
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in complete agreement with where our wave function is localized. This again shows that the eigenval-
ues are collecting on the surface that defines the wall between the two boundary conditions. Although
these examples are rather simple, they teach us something important: the map between the eigenval-
ues and the supergravity coordinates depends on the specific geometry we consider.

The fact that eigenvalues condense on the surface that defines the wall between the two boundary
conditions is something that was already anticipated by Berenstein and Cotta in [38]. The proposal of
[38] identifies the support of the eigenvalue distribution with the degeneration locus of the three sphere
in the full ten dimensional metric. Our results appear to be in perfect accord with this proposal.

4.7 Outlook

There are a number of definite conclusions resulting from our study. One of our key results is that
we have found substantial evidence for the proposal that there is a sector of the two matrix model
that is described (sometimes exactly) by eigenvalue dynamics. This is rather non-trivial since, as we
have already noted, it is simply not true that the two matrices can be simultaneously diagonalized.
The fact that we have reproduced correlators of operators that involve products of both matrices in
a single trace is convincing evidence that we are reproducing genuine two matrix observables. The
observables we can reproduce correspond to BPS operators. In the dual gravity these operators map to
supergravity states corresponding to classical geometries. The local supersymmetric geometries with
SO(4) × U(1) isometries are determined by a surface that defines the boundary conditions needed
to obtain a non-singular supergravity solution. At large N where we expect classical geometry, the
eigenvalues condense on this surface. In this way the supergravity boundary conditions appear to
match the large N eigenvalue description perfectly.

The eigenvalue dynamics appears to provide some sort of a coarse grained description. Correlators of
operators dual to states with a very small energy are not reproduced correctly: for example the energy
of states dual to single traces has to be above some threshold (N) before they are correctly reproduced.
For complicated operators with a detailed multi trace structure we would thus expect to get the gross
features correct, but we may miss certain finer details - see the discussion after (4.50). Developing
this point of view, perhaps using the ideas outlined in [43], may provide a deeper understanding of
the eigenvalue wave functions.

The eigenvalue description we have developed here is explicit enough that we could formulate the
dynamics in terms of the density of eigenvalues. This would provide a field theory that has 1/N
appearing explicitly as a coupling. It would be very interesting to work out, for example, what the
generalization of the Das-Jevicki Hamiltonian[54] is.

The picture of eigenvalue dynamics that we are finding here is almost identical to the proposal discussed
by Berenstein and his collaborators[36, 37, 38, 39, 40, 41, 42], developed using numerical methods and
clever heuristic arguments. The idea of these works is that the eigenvalues represent microscopic
degrees of freedom. At large N one can move to collective degrees of freedom that represent the 10
dimensional geometry of the dual gravitational description. This is indeed what we are seeing. They
have also considered cases with reduced supersymmetry and orbifold geometries[55, 56, 57]. These
are natural examples to consider using the ideas and methods we have developed in this chapter.
Developing other examples of eigenvalue dynamics will allow us to further test the proposals for wave
functions and the large N distributions of eigenvalues that we have put forward in this chapter.

An important question that should be tackled is to ask how one could derive (and not guess) the
wave functions we have described. Progress with this question is likely to give some insights into
how it is even possible to have a consistent eigenvalue dynamics. One would like to know when an
eigenvalue description is relevant and to what classes of observables it is applicable.
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Another important question is to consider the extension to more matrices, including gauge and fermion
degrees of freedom. The Gauss graph labelling of operators continues to work when we include gauge
fields and fermions[58, 59], so that our argument goes through without modification and we again
expect that eigenvalue dynamics in these more general settings will be an effective approach to com-
pute these more general correlators of BPS operators. Another important extension is to consider the
eigenvalue dynamics, perturbed by off diagonal elements, which should allow one to start including
stringy degrees of freedom. Can this be done in a controlled systematic fashion? In this context, the
studies carried out in [60, 61, 62], will be relevant.
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Chapter 5

From Giants to Gauss graphs

5.1 Chapter introduction

The AdS/CFT correspondence[1] provides a beautiful realization of ’t Hooft’s proposal that the large
N limit of Yang-Mills theories are equivalent to string theory[4]. Most studies of the correspondence
have focused on the planar limit, which holds classical operator dimensions fixed as we take N →∞.
There are non-planar large N limits of the theory [11], which are defined by considering operators
with a bare dimension that is allowed to scale with N as we take N → ∞. These limits are relevant
for the AdS/CFT correspondence. The limit on which we will focus in this study considers operators
with a dimension that scales as N . Our focus is on operators relevant for the description of giant
graviton branes[12, 13, 14].

The worldvolume of the most general 1
8 -BPS giant graviton can be described as the intersection

of a holomorphic complex surface in C3 with the five sphere S5 of the AdS5×S5 spacetime[63]. It
is possible to quantize these giant graviton configurations and then to count them[64]. Remarkably,
this quantization leads to the Hilbert Space of N noninteracting Bose particles in a 3d harmonic
oscillator potential, a result conjectured in [65]. In [66] 1

8 -BPS states which carry three independent
angular momenta on S5 were counted. This counting problem can again be mapped to counting energy
eigenstates of a system of N bosons in a 3-dimensional harmonic oscillator. Both of these analysis
[64, 66] make use of a world volume description of the branes. Finally, an index to count single trace
BPS operators operators has been constructed [67, 68]. The index has been computed both at weak
coupling (using the gauge theory) and at strong coupling (as a sum over the spectrum of free massless
particles in AdS5×S5) and the results again agree with [64, 66].

Given the AdS/CFT correspondence, this counting should also arise in the dual N = 4 super Yang-
Mills theory, when the operators of a bare dimension of order N and vanishing anomalous dimension
are considered. One of our goals in this study is to demonstrate this.

A crucial ingredient in the study of operators with a bare dimension of order N , has been the
construction of bases of operators developed in [8, 30, 69, 70, 71, 31, 32, 72]. These bases diagonalize
the free field theory two point function to all order in 1/N and mix weakly when the Yang-Mills
coupling is switched on. Using these bases as a starting point, the spectrum of anomalous dimensions
for a class operators of bare dimension of order N has been computed in [73, 34, 35]. The operators
are constructed using the three complex adjoint scalars Z, Y and X. We use n Zs, m Y s and p Xs,
fixing n ∼ N and m, p� n. This implies that we are focusing on small deformations of 1

2 -BPS giant
gravitons. The operators of a definite scaling dimension are labeled by a permutation σ ∈ Sm × Sp
and a triple of Young diagrams R ` n+m+ p and r ` n. The explicit form of these operators is

O ~m,~p
R,r (σ) =

|HX ×HY |√
p!m!

∑
j,k

∑
s`m

∑
t`p

∑
~µ1,~µ2

√
dsdtΓ

(s,t)
jk (σ)

×B(s,t)→1HX×HY
j~µ1

B
(s,t)→1HX×HY
k~µ2

OR,(r,s,t)~µ1~µ2
. (5.1)

The Young diagrams R and r both have q rows for operators dual to a state of q giant gravitons.
Each box in R is associated with one of the complex fields, so that we can talk of a box as being a

92



Z box, a Y box or an X box. r collects all of the Z boxes. The difference in the row length of the
qth row in R and qth row in r is equal to the number of Xs (= pq) and Y s (= mq) in row q, so that
Rq − rq = mq + pq. The right most boxes are X boxes, the left most boxes Z boxes and the Y boxes
are sandwiched in the middle. The q dimensional vector ~m collects the mi, while ~p collects the pi.

The branching coefficients B
(s,t)→1HY ×HX
j~µ resolve the operator that projects from (s, t), with s ` m,

t ` p, an irreducible representation of Sm × Sp, to the trivial (identity) representation of the product
group HY ×HX with HY = Sm1 × Sm2 × · · ·Smq and HX = Sp1 × Sp2 × · · ·Spq , i.e.

1

|HX ×HY |
∑

γ∈HX×HY

Γ
(s,t)
ik (γ) =

∑
~µ

B
(s,t)→1HX×HY
i~µ B

(s,t)→1HX×HY
k~µ . (5.2)

The operators OR,(r,s,t)~µ1~µ2
are normalized versions of the restricted Schur polynomials [31]

χR,(r,s,t)~µ1~µ2
(Z,X, Y ) =

1

n!m!p!

∑
σ∈Sn+m+p

χR,(r,s,t)~µ1~µ2
(σ)Tr(σZ⊗nY ⊗mX⊗p), (5.3)

which themselves provide a basis for the gauge invariant operators of the theory. The restricted char-
acters χR,(r,s,t)~µ1~µ2

(σ) are defined by tracing the matrix representing group element σ in representation
R over the subspace giving an irreducible representation (r, s, t) of the subgroup Sn×Sm×Sp. There
is more than one choice for this subspace and the multiplicity labels ~µ1~µ2 resolve this ambiguity. The
operators OR,(r,s,t)~µ1~µ2

given by

OR,(r,s,t)~µ1~µ2
=

√
hooksrhooksshookst

hooksRfR
χR,(r,s,t)~µ1~µ2

(5.4)

have unit two point function. Although the definition of the Gauss graph operators OR,r(σ) is tech-
nically rather involved, they have a very natural and simple interpretation in terms of the dual giant
graviton branes plus open string excitations. A Gauss graph operator that is labeled by a Young dia-
gram R that has q rows corresponds to a system of q giant gravitons. The Y and X fields describe the
open string excitations of the giants. Each such field corresponds to a directed edge, an open string,
which can end on any two (not necessarily distinct) of the q branes. The permutation σ ∈ Sm × Sp is
a label which tells us precisely how the m Y ’s and the p X’s are draped between the q giant gravitons.
The picture of directed edges stretched between q dots is highly suggestive of a brane plus open string
system, as reflected in our language. This interpretation is further supported by that fact that the
only configurations that appear have the same number of strings starting or terminating on any given
giant. This nicely implements the Gauss Law of the brane world volume theory implied by the fact
that the giant graviton has a compact world volume. The Gauss graph operators which correspond
to BPS states have all open strings described by loops that start at a given giant and loop back to
the same giant, i.e. no open strings stretch between giants. In this case, we simply need to specify
which brane the open string belongs to and this is most conveniently done by partially labeling Young
diagram R: in each box we place a z, an x or a y. Each row in the operator consists mainly of Z
fields, corresponding to the fact that the unexcited giant graviton is dual to a half-BPS operator built
only from Zs. The number of x and y boxes in a given row tell us how many X and Y strings attach
to the corresponding giant.

In the next section we will show the counting of these BPS states agrees with the counting of [64, 66].
Motivated by this observation, we explore the link between the N particle description employing the
3d harmonic oscillator and the super Yang-Mills operators in section 5.3. Our results shed light on
the attractive possibility of an N particle description of multi matrix models, suggesting that there
maybe an extension of the famous free fermion/eigenvalue description of single matrix models [15].
Finally, we refer the reader to [74] and [75] for further related background.

5.2 Counting

As discussed in the introduction, our description of 1
8 -BPS operators is in terms of a Young diagram

R with partially labeled boxes. When the boxes corresponding to Y and X fields are removed from
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the rows of R, we are left with the valid Young diagram r. An example of a valid 1
8 -BPS operator is

z z z z z z z z y y x
z z z z z z z y x
z z z y y (5.5)

The boxes with label z belong to the Young diagram r and the boxes with label y or x are the ones
that are removed from the Young diagram R to obtain r. The operator labeled by the Young diagram
shown in (5.5) corresponds to a system of 3 giant gravitons, with 2 Y strings and an X string attached
to the first giant, a Y and an X string attached to the second giant and 2 Y strings attached to the
third giant. This description in terms of Gauss graph operators is valid in the case where n the total
number of boxes of the Young diagram r and m+ p the total number of the boxes that are added to
the Young diagram r to form R, are both large and of order N � 1. In addition, m+ p� n and the
number of rows of the Young diagram R is of order 1 = N0. Finally, the length of any row of R is of
order N , as is the difference between the length of any two consecutive rows.

Let us first start by fixing our notation. We will denote by Ri the number of boxes in the ith row
of R, and we will denote by mi and pi the number of Y and X boxes to be removed from the ith row
of R to obtain r. Furthermore, q will stand for the number of rows of R, n will stand for the total
number of boxes of r, m =

∑q
i=1mi and p =

∑q
i=1 pi. Hence, the total number of boxes of R is then

n+m+ p. If we denote by ri the number of boxes in the ith row of r, then we have

ri = Ri −mi − pi.

In our conventions, we start the numbering of rows from top to bottom. As already mentioned above,
this description of 1

8 -BPS states is proved to work[34] in the cases that

Ri ∼ N, Ri+1 −Ri � m+ p ∼ N, q ∼ N0. (5.6)

We call this the displaced corners approximation because the neighboring corners of R are separated
by a huge number of columns. Outside this regime, things are more complicated and it is not even
known if partially labeled Young diagrams can be used to describe these 1

8 -BPS states. The number
of 1

8 -BPS operators is the same as the number of possible pairs (R; r) counted with multiplicity equal
to the number of ways of assigning a valid vector ~m = (m1,m2, . . . ,mq). Note that once the pair
(R; r) and the vector ~m are given, the vector ~p = (p1, p2, . . . , pq) is determined. The first step towards
counting the number of Gauss graph operators entails writing a generating function for the number
of pairs (R; r). Our starting point is the observation that the Young diagrams are in one to one
correspondence with partitions of integers. The generating function of the latter is given by

Z =

∞∏
n=1

1

1− qn
=

∞∑
k=0

Dkq
k (5.7)

where Dk is the number of possible ways to partition an integer k. This counting is too coarse for us
to reach our goals: we need to track the number of parts in the partition which corresponds to the
number of rows in the Young diagram. Indeed, we must encode the information about q the number
of rows of R, as well as the information about the different possible mi’s and pi’s in such a partition,
to ensure that we are counting states in the regime in which the Gauss graph operators provide a
trustworthy description. Both modifications are easy to take into account in our case of interest where
mi + pi + ri � mi+1 + pi+1 + ri+1 for all values of i = 1, 2, . . . , q. The number of ways to partition an
integer k is given by the number of solutions to the equation

k =
∑
i

χini, n1 ≥ n2 ≥ · · · > 0, χi ≥ 0. (5.8)

Notice that the term χini in the above equation is associated to the term (qni)χi in the expansion
of Z. This term appears in the expansion for the term (1 − qni)−1. Clearly then, to keep track of
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contributions from different rows χi we just need to multiply qn by an extra parameter χ and track
the power of χ. So, we consider the following modification of the partition function Z

Z =
∞∏
i=1

1

1− χqn
=

∞∑
k,d=0

Dk;dχ
dqk (5.9)

where Dk;d counts the number of Young diagrams with k boxes and d rows. Next consider the
information associated to the mi’s and pi’s. There is a potential complication because we want both
R and r to be Young diagrams. However, in the displaced corners limit, we can ensure that this is
not an issue. Indeed, by taking m, p � |ri+1 − ri| for all i, we ensure that we can never pile enough
Y and X boxes onto a row to make it longer than the row above it. Thus, we may treat the mi’s
and pi’s as independent, except for the requirement that

∑q
i=1mi = m and

∑q
i=1 pi = p. In terms of

the partition function Z, this is equivalent to associating to each term qχini , a term pbimircipi , where
bi 6= χi and ci 6= χi in general. The latter condition is equivalent to associating the term plrm, with
l,m = 0, 1, . . . for each term qn in the product form of Z in equation (5.9). Thus, we finally obtain
the generating function

Z =
∞∏
l=0

∞∏
m=0

∞∏
n=0

1

1− χplrmqn
=

∑
d,m,p,n

Dm,p,n;dχ
dpmrpqn (5.10)

where Dm,p,n;d counts the number of diagrams R with (n + m + p) boxes and d rows, that is the
result of adding m + p boxes that are randomly distributed over the d rows of the Young diagram r
with n boxes. Our construction of the Gauss graph operators only holds when the displaced corners
approximation holds. Thus, we trust Dm,p,n;d to count the number of Gauss graph operators for a
system of d ∼ N0 giant gravitons when n,m, p ∼ N and n � m + p. This is the main result of this
section.

We want to compare this to the counting of 1
8 -BPS giant gravitons. As we discussed in the

introduction, this counting problem can be mapped to counting energy eigenstates of a system of N
bosons in a 3-dimensional harmonic oscillator. The grand canonical partition function for bosons in a
3-dimensional simple harmonic oscillator is given by

Z(ζ, q1, q2, q3) =

∞∏
n1=0

∞∏
n2=0

∞∏
n3=0

1

1− ζqn1
1 qn2

2 qn3
3

(5.11)

with the fugacity ζ being dual to particle number[66]. Notice that (5.10) exactly matches the grand
canonical partition function (5.11) for bosons in a harmonic oscillator potential with χ playing the
role of the fugacity. This is in harmony with the fact that the number of rows matches the number of
giant gravitons. In the 3-dimensional harmonic oscillator we have 3 types of excitations, counted by
q1, q2 and q3. These map into the three types of boxes (X, Y or Z boxes) appearing in R, counted
by p, q and r. Thus, long rows in R map to highly excited particles. This proves our first claim: the
counting of the Gauss graph operators matches the counting of 1

8 BPS giant gravitons.

5.3 Matching States to Operators

The fact that the number of Gauss graph operators matches the number of energy eigenstates states
of a system of bosons in a 3-dimensional harmonic oscillator potential, motivates us to look for a
correspondence between the two. To start we will consider operators O ~m,~p

R,r (σ) labeled by Young
diagrams that have a single row. In this case we don’t need to encode a complicated shape for R, so
we will simply list the number of Zs, Y s and Xs in the operator as On,m,p. Since this row has O(N)
boxes, we have a system of N bosons and one of them is highly excited. The idea is that since we
have one highly excited particle, we can use a single particle description and overlaps of the single
particle wave functions will match correlation functions of Gauss graph operators in the CFT. We
focus on R’s with a single row because the computations are so simple to carry out in this case that
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we can compute many quantities exactly. There is a simple formula for the Gauss graph operators we
consider, in terms of the Schur polynomials

On,m,p(Z, Y,X) = NTr

(
Y
d

dZ

)m
Tr

(
X

d

dZ

)p
χ(n+m+p)(Z) (5.12)

where

N =

√
n!(N − 1)!

m!p!(n+m+ p)!(N + n+m+ p− 1)!
. (5.13)

We are using the notation (k) to denote a Young diagram that has a single row of k boxes. There are
a number of natural operators that act on the Gauss graphs. For example, we have

Tr(Y
d

dZ
)k1Tr(X

d

dZ
)k2On,m,p(Z, Y,X) ∝ On−k1−k2,m+k1,p+k2(Z, Y,X). (5.14)

Thus, a natural correlator to consider is given by

〈O†n−k1−k2,m+k1,p+k2
Tr

(
Y
d

dZ

)k1

Tr

(
X

d

dZ

)k2

On,m,p〉 =

√
(m+ k1)!(p+ k2)!n!

m!p!(n− k1 − k2)!
. (5.15)

To describe a single particle in a 3d harmonic oscillator, we need three sets of creation and annihilation
operators [

az, a
†
z

]
=
[
ay, a

†
y

]
=
[
ax, a

†
x

]
= 1. (5.16)

Using the above oscillators we can create a state with an arbitrary number of z quanta, y quanta or
x quanta. We suggest that the correspondence between Gauss graph operators and particle states is
as follows

On,m,p ↔ |On,m,p〉 =
1√

n!m!p!
(a†x)p(a†y)

m(a†z)
n|0〉. (5.17)

The correspondence identifies the number of z, y or x quanta in the particle state with the number
of Zs, Y s or Xs in the Gauss graph operator. There is a natural extension to include operators,
suggested by this identification. For example

Tr(Y
d

dZ
)k1Tr(X

d

dZ
)k2 ↔ (a†y)

k1(a†x)k2(az)
k1+k2 . (5.18)

As a test of the proposed correspondence, note that

〈On−k1−k2,m+k1,p+k2 |(a†y)k1(a†x)k2(az)
k1+k2 |On,m,p〉

=
〈0|(az)n(ay)

m+k1(ax)p+k2(a†z)n(a†y)m+k1(a†x)p+k2 |0〉√
n!m!p!(n− k1 − k2)!(m+ k1)!(p+ k2)!

=

√
n!(m+ k1)!(p+ k2)!

(n− k1 − k2)!m!p!
(5.19)

which is in complete agreement with (5.15). Very similar computations comparing, for example

〈O†n−k1,m−k2,p−k3

(
Tr

d

dZ

)k1
(

Tr
d

dY

)k2
(

Tr
d

dX

)k3

On,m,p〉 (5.20)

and

〈On−k1,m−k2,p−k3 |(az)k1(ay)
k2(ax)k3 |On,m,p〉 (5.21)
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show that we should identify

ax ↔
√

m+ n+ p

N +m+ n+ p
Tr

(
d

dX

)
,

ay ↔
√

m+ n+ p

N +m+ n+ p
Tr

(
d

dY

)
,

az ↔
√

m+ n+ p

N +m+ n+ p
Tr

(
d

dZ

)
. (5.22)

These computations make use of the reduction rule of [76, 60].
We now want to argue that the identifications we have developed above have a natural extension

which identifies Gauss graph operators with q rows with a q particle system. Towards this end, we
first point out a dramatic simplification in the formula for the Gauss graph operators, arising when
we specialize to BPS operators. As discussed in the introduction, in this case we set the permutation
σ appearing in (5.1) to the identity. Using the orthogonality of the branching coefficients we then find∑

j,k

Γ
(s,t)
jk (1)B

(s,t)→1HX×HY
j~µ1

B
(s,t)→1HX×HY
k~µ2

=
∑
j,k

δjkB
(s,t)→1HX×HY
j~µ1

B
(s,t)→1HX×HY
k~µ2

= δ~µ1~µ2
. (5.23)

This leads to the following formula (the operators below are normalized to have a unit two point
function; they differ from the operators in (5.1) that are not normalized, by a factor of

√
|HX ×HY |)

O ~m,~p
R,r (X,Y, Z) =

1

n!m!p!

√
|HX ×HY |hooksr

hooksRfR

∑
σ∈Sn+m+p

Tr (PR,rΓR(σ)) Tr(σX⊗pY ⊗mZ⊗n).

(5.24)

PR,r is a projector on the carrier space of R. It projects to the subspace of Young-Yammonouchi states
that have 1, 2, ...,m+p distributed in the boxes that belong to R but not r and m+p+1, ...,m+p+n
distributed in the boxes that belong to R and r. Using this formula, it is straight forward to prove
that

Tr

(
d

dX

)
O ~m,~p
R,r (X,Y, Z) =

q∑
i=1

√
pi cRR(1)

i

ni +mi + pi
O
~m,~p

(1)
i

R
(1)
i ,r

(X,Y, Z), (5.25)

Tr

(
d

dY

)
O ~m,~p
R,r (X,Y, Z) =

q∑
i=1

√
mi cRR(1)

i

ni +mi + pi
O
~m

(1)
i ,~p

R
(1)
i ,r

(X,Y, Z), (5.26)

Tr

(
d

dZ

)
O ~m,~p
R,r (X,Y, Z) =

q∑
i=1

√
ni cRR(1)

i

ni +mi + pi
O ~m,~p

R
(1)
i ,r

(1)
i

(X,Y, Z). (5.27)

The first formula above is exact. The last two hold only in the large N limit. We have introduced

some new notation: the Young diagram R
(n)
i is obtained from R by dropping n boxes from row i of R.

Further, ~p
(n)
i is obtained from vector ~p by replacing pi → pi−n and similarly for ~m

(n)
i . Finally, c

RR
(1)
i

is the factor of the box that belongs to R but not to R
(1)
i . Recall that a box in row i and column j

has factor N − i+ j. For the proof of these formulas, we use the notation

N =
1

n!m!p!

√
|HX ×HY |hooksr

hooksRfR

and

Tr(σ · X⊗p ⊗ Y ⊗m ⊗ Z⊗n) = Xi1
iσ(1)
· · ·Xip

iσ(p)
Y
ip+1

iσ(p+1)
· · ·Y ip+m

iσ(p+m)
Z
ip+m+1

iσ(p+m+1)
· · ·Zip+m+n

iσ(p+m+n)
.
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We will now prove (5.25). A simple computation shows

dO ~m,~p
R,r

dXi
i

= pN
∑

σ∈Sn+m+p

Tr(PR,rΓ
(R)(σ) )Tr(σ · 1⊗ X⊗p−1 ⊗ Y ⊗m ⊗ Z⊗n)

= pN
∑

σ∈Sn+m+p−1

n+m∑
i=1

Tr(PR,rΓ
(R)(σ (i, 1))Tr(σ(i, 1) · 1⊗ X⊗p−1 ⊗ Y ⊗m ⊗ Z⊗n)

= pN
∑

σ∈Sn+m+p−1

Tr(PR,rΓ
(R)(σ)[N +

n+m∑
i=2

(i, 1)] )Tr(σ · 1⊗ X⊗p−1 ⊗ Y ⊗m ⊗ Z⊗n).

Since we are summing over elements of the subgroup Sn+m+p−1 ⊂ Sn+m+p we can decompose the
trace over the irreducible representation of Sn+m+p as a sum of traces over irreducible representation

R
(1)
i of the subgroup Sn+m+p−1. Now use the fact that N +

∑n+m
i=2 (i, 1) gives c

RR
(1)
i

= the factor of

the box dropped from R when acting on any state in the carrier space of R that also belongs to the

R
(1)
i subspace. We find

dO ~m,~p
R,r

dXj
j

=

q∑
i=1

f
(i)
N c

RR
(1)
i

O
~m,~p

(1)
i

R
(1)
i ,r

(5.28)

where the factor

f
(i)
N =

√
pi

(ni +mi + pi)cRR(1)
i

(5.29)

accounts for the change in the normalization factor N of the operator. This is an exact formula - it
does not depend on large N or on the displaced corners approximation. Next consider the proof of
(5.26) and (5.27). Consider

dO ~m,~p
R,r

dY i
i

= mN
∑

σ∈Sn+m+p

Tr(PR,rΓ
(R)(σ) )Tr(σ · X⊗p ⊗ 1 ⊗ Y ⊗m−1 ⊗ Z⊗n)

= mN
∑

σ∈Sn+m+p−1

n+m∑
i=1

Tr(PR,rΓ
(R)(σ)Tr((p+ 1, 1)σ(p+ 1, 1) · 1 ⊗ X⊗p ⊗ Y ⊗m−1 ⊗ Z⊗n)

= mN
∑

σ∈Sn+m+p−1

Tr(PR,rΓ
(R)((1, p+ 1)σ)(1, p+ 1))Tr(σ · 1 ⊗ X⊗p ⊗ Y ⊗m−1 ⊗ Z⊗n).

The new feature in the above derivation is the presence of the (1, p+1) ∈ Sn+m+p factors needed to swap
the removed Y box to the end of the row so that it can be removed, using the same manipulations as
above. The evaluation of the action of these factors is most easily performed using Young’s orthogonal
representation, which gives a rule for the action of adjacent permutations (i.e. permutations of the
form (i, i+ 1)) on Young-Yamanouchi (hereafter abbreviated YY) states. Let |Y 〉 denote a YY state,
and let |Y (i ↔ i+ 1)〉 denote the YY state obtained by swapping boxes i and i+ 1. A box in row a
and column b has content given by b − a. Denote the content of the box in |Y 〉 filled with j by cj .
The rule is

(i, i+ 1)|Y 〉 =
1

ci − ci+1
|Y 〉+

√
1− 1

(ci − ci+1)2
|Y (i↔ i+ 1)〉. (5.30)

This rule simplifies dramatically in the displaced corners limit, at large N . If the two boxes belong
to the same row we find (i, i + 1)|Y 〉 = |Y 〉 and if not (i, i + 1)|Y 〉 = |Y (i ↔ i + 1)〉. This is all
that is needed to complete the proof of (5.26) and (5.27) and it proceeds exactly as for the first rule
proved above. Note that because we used simplifications of the large N limit, (5.26) and (5.27) are not
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exact statements but hold only at large N . The three statements derived above admit some natural
generalizations. For example, we can consider tracing over a product of derivatives to obtain

Tr

(
dk

dXk

)
O ~m~p
R,r(X,Y, Z) =

q∑
i=1

( c
RR

(1)
i

ni +mi + pi

) k
2

k−1∏
a=0

√
pi − a O

~p
(k)
i ~m

R
(k)
i ,r

(X,Y, Z). (5.31)

There are obvious generalization when we have a product of Y or Z derivatives. We could also allow
more than one type of derivative in a given trace, for example (in what follows k = k1 + k2)

Tr

(
dk1

dXk1

dk2

dY k2

)
O ~m~p
R,r(X,Y, Z)

=

q∑
i=1

( c
RR

(1)
i

ni +mi + pi

) k
2

k1−1∏
a=0

√
pi − a

k2−1∏
b=0

√
mi − b O

~m
(k2)
i ~p

(k1)
i

R
(k)
i ,r

(X,Y, Z). (5.32)

By using these formulas for each trace successively, we can also easily evaluate expressions of this form

Tr

(
dk1

dXk1

dk2

dY k2

)
· · ·Tr

(
dk3

dZk3

)
O ~m~p
R,r(X,Y, Z). (5.33)

To compare to a multi particle system of q noninteracting particles, again in a 3-dimensional harmonic
oscillator potential, we need to introduce q copies of the oscillators (I, J = 1, ..., q)[

a(I)
z , a(J)†

z

]
=
[
a(I)
y , a(J)†

y

]
=
[
a(I)
x , a(J)†

x

]
= δIJ (5.34)

one copy for each particle. Each Gauss graph operator O ~m~p
R,r is specified by giving the number of Z

boxes (ri), Y boxes (mi) and X boxes (pi) in the ith row for i = 1, ..., q. The corresponding multi
particle state is

|O ~m~p
R,r〉 =

q∏
I=1

(a
(I)†
z )rI√
rI !

(a
(I)†
y )mI√
mI !

(a
(I)†
x )pI√
pI !

|0〉. (5.35)

Using these formulas we can compare (for example) the matrix elements

〈O ~m~p

R
(k)
q ,r

(k)
q

|(a(I)
z )k|O ~m~p

R,r〉 (5.36)

to the correlation functions

〈O ~m~p †
R

(k)
q ,r

(k)
q

Tr

(
dk

dZk

)
O ~m~p
R,r〉 (5.37)

to learn that we should identify

Tr

(
dk

dZk

)
↔

q∑
I=1

(√
N +mI + nI + pI
mI + nI + pI

)k
(a(I)
z )k. (5.38)

In the above formula nI is the number of Z boxes in row I, mI the number of Y boxes and pI the
number of X boxes. The general rule is (k = k1 + k2 + k3)

Tr

(
dk1

dXk1

dk2

dY k2

dk3

dZk3

)
↔

q∑
I=1

(√
N +mI + nI + pI
mI + nI + pI

)k
(a(I)
x )k1(a(I)

y )k2(a(I)
z )k3 . (5.39)

It is easy to check that the ordering of operators inside the trace on the left hand side above does not
matter, when acting on the operators we consider, at large N . Multi trace formulas use the above
identification for each trace separately. For example
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Tr

(
dk1

dXk1

dk2

dY k2

dk3

dZk3

)
Tr

(
dk4

dXk4

)

↔
q∑
I=1

(√
N +mI + nI + pI
mI + nI + pI

)k
(a(I)
x )k1(a(I)

y )k2(a(I)
z )k3

×
q∑

J=1

(√
N +mJ + nJ + pJ
mJ + nJ + pJ

)k4

(a(I)
x )k4 . (5.40)

By comparing overlaps between states with polynomials of creation and annihilation operators sand-
wiched in between and correlators of Gauss graph operators with traces of polynomials of the matrices
and derivatives with respect to the matrices acting on the Gauss graph operators as in the examples
we studied above, we can build any entry in the dictionary between the q particle system and Gauss
graph operators with q rows.

5.4 Outlook

The description of giant gravitons, constructed using a world volume analysis, allows one to count the
set of all 1

8 -BPS giant gravitons. This counting matches N bosons in a 3-dimensional harmonic oscilla-
tor. It is also possible to define an index to count single trace BPS operators, and it can be computed
both at weak coupling (using the gauge theory) and at strong coupling (as a sum over the spectrum
of free massless particles in AdS5×S5). The results of these different computations are in complete
accord. One can compute the spectrum of anomalous dimensions, for operators with a bare dimension
of order N , in the N = 4 super Yang-Mills theory[73, 34, 35]. In this study we have demonstrated
that exactly the same counting (i.e. N bosons in a 3-dimensional harmonic oscillator) results from
counting operators of vanishing anomalous dimension in this spectrum. Motivated by this agreement,
we have looked for a relation between multi particle wave functions and Gauss graph operators. Our
basic result is that a map between particle wave functions for particles in a 3-dimensional harmonic
oscillator and Gauss graph operators is easily constructed by comparing overlaps of wave functions
of the particle system with correlators of Gauss graph operators. The correlator computations have
made use of significant simplifications that arise for the BPS Gauss graph operators. The number
of particles match the number of rows in the Young diagram labeling the Gauss graph operator. In
our opinion, these results provide concrete evidence that the Gauss graph operators are indeed the
operators dual to the 1

8 -BPS giant gravitons. To interpret the link between the particle system and
the Gauss graph operators, recall the link between giant gravitons and an eigenvalue description of
the multi matrix dynamics, which has been pursued in [9, 77]. Thus, the fact that the matrix model
computations appear to be related to the dynamics of non-interacting particles gives hints as to how
matrix model dynamics may simplify, along the line of the proposals of [36, 46, 42, 79].
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Chapter 6

Discussion and Conclusion

We have studied the AdS/CFT correspondence between type IIB string theory on asymptotically
AdS5 × S5 backgrounds and N = 4 super Yang-Mills theory on R× S3. The boundary of AdS5 × S5

in global coordinate is R×S3. We considered BPS operators in the field theory that are dual to BPS
geometries on the gravity side of the correspondence. To confirm the equality of these dual theories,
we computed observables such as correlation functions and we also counted gauge invariant operators
in the field theory that correspond to giant gravitons in the gravity theory.

We showed that there is a dictionary that can be used to map the free fermion field (that is dual
to an LLM geometry) to a Schur polynomial. We needed to know the ground state wave function
of the free fermion field. This picture was tested by using the operator state correspondence where
correlation functions of the Schur polynomial were compared to the overlaps of the wave function of
the non-interacting fermion field theory. The results were in complete agreement.

We discussed the 1/2 BPS geometries that are dual to free fermions in phase space. The 1/2 BPS
geometries are smooth geometries determined by a single function z(xi, y) which satisfies the Laplace
equation. The fermions that are dual to 1/2 BPS geometries form an incompressible fluid in phase
space. Each configuration of droplets in this phase space was assigned a geometry in the dual grav-
ity. In order to obtain smooth geometries, the function z(x1, x2, y = 0) must only take the values
z(x1, x2, y = 0) = ±1/2.

We also looked at 1/4 BPS geometries, which are also smooth geometries. The 1/4 BPS geome-
tries were determined by a single function Z(za, z̄a, y) which satisfies the Monge-Ampere equation.
The Monge-Ampere equation is a collection of coupled non-linear partial differential equations which
are hard to solve.

An important difference between the analysis of the 1/2 and 1/4 BPS geometries is that the droplets
of the 1/2 BPS geometries can take any arbitrary shape while the droplets of the 1/4 BPS geometry
are constrained to take certain shapes. The shapes of the droplets of the 1/4 BPS geometries are
described by the equation v(za, z̄a) = 0 and the function v is governed by the differential equation
(2.174). Up to this point, the thesis was a review of existing results.

A picture that links 1/4 BPS geometries with free fermion fields was developed. The proposed ground
state wave function was used to compute several BPS correlators which were tested against the multi
matrix model correlators with Z and Y fields. This wave function was constructed using eigenvalues
of 2 complex matrix fields, Z and Y . The computation of correlation functions using eigenvalues and
then using the matrix model were in agreement only for correlation functions that have at least N
fields in each trace. We checked that the surface defining the supergravity solution is visible in the
eigenvalues dynamics. This was achieved by looking at the surface where the eigenvalues condense
and identifying it with the wall defining the boundary conditions in supergravity [79].
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We also perfomed the counting of 1/8 BPS giant gravitons by deriving the grand partition func-
tion of N bosons in a 3-dimensional harmonic oscillator. We find that the counting of the 1/8 BPS
giant gravitons agrees with the counting of BPS Gauss graphs with Z, Y and X fields. We also
confirm that the computation of correlation functions of these Gauss graphs match the overlaps of the
proposed dual multi-particle states [80].

Our results have added yet more evidence to the validity of the AdS/CFT correspondence and it
sheds light on how to study BPS geometries and giant gravitons in the CFT.

For future work, it would be nice to devise a systematic way of deriving the Van der Monde de-
terminant for two matrices, which will confirm our proposal. It is interesting to extend the study of
two matrices of the SU(2) sector of N = 4 super Yang-Mills to a study of three matrices of the SU(3)
sector of N = 4 super Yang-Mills and to reduce it to eigenvalue dynamics. In our study of 1/8 BPS
giant gravitons we did not consider 1/8 BPS operators corresponding to new geometries. It would be
nice to extend our analysis and include the 1/8 BPS geometries.

102



Appendix A

Supergravity Background

In this chapter, we study the BPS geometries in type IIB string theory. These are smooth geometries
that live in 10-dimensions and are described by a metric. They are all asymptotically AdS5 × S5.
The 1/2 BPS metric that we are interested in has R× SO(4)× SO(4) isometry. The 1/4 BPS metric
enjoys R × SO(4)× SO(2) isometry. Both the 1/2 BPS and the 1/4 BPS geometries have an SO(4)
isometry. This corresponds to a 3-sphere. To start, we will review the metric of a 3-sphere.

A.0.1 Metric of a round 3-sphere of radius R

The equation for the 3-sphere embedded in R4 is

x2 + y2 + z2 + w2 = R2. (A.0.1)

In spherical coordinates, this equation is solved by

x = R sin θ1 sin θ2 cos θ3,

y = R sin θ1 sin θ2 sin θ3,

z = R sin θ1 cos θ2,

w = R cos θ1.

θ1, θ2 and θ3 are the coordinates of the 3-sphere. The range of θ1 and θ2 is [0, π] and θ3 ranges from
0 to 2π. Any distance between two points in the 3-sphere can be measured by the metric of R4.
Therefore we can induce the metric of a 3-sphere from the metric in R4. The distance between two
points in R4 is measured by the metric

ds2 = gµνdx
µdxν = dx2 + dy2 + dz2 + dw2. (A.0.2)

Consider the change coordinates from x to x̃. Writing x = x(x̃), dxµ and dxν transform as dxm =
∂xm

∂x̃q
dx̃q. The metric transforms as follows

ds2 = gµν
∂xµ

∂x̃σ
∂xν

∂x̃λ
dx̃σdx̃λ (A.0.3)

and the new metric tensor is given by g̃σλ = gµν
∂xµ

∂x̃σ
∂xν

∂x̃λ
. The metric tensor induced on a manifold

that is embedded in a larger manifold is called an induced metric. The induced metric of a 3-sphere
embedded in R4 is given by

gab = gµν
∂xµ

∂x̃a
∂xν

∂x̃b
(A.0.4)
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where a, b = θ1, θ2 and θ3. We will now use (A.0.4) to compute the components of the metric tensor
of the 3-sphere. The non-vanishing terms are

gµν
∂xµ

∂θ1

∂xν

∂θ1
dθ2

1 = R2dθ2
1

(
cos2 θ1 sin2 θ2 cos2 θ3 + cos2 θ1 sin2 θ2 sin2 θ3 + cos2 θ1 cos2 θ2 + sin2 θ1

)
=R2dθ2

1.

gµν
∂xµ

∂θ2

∂xν

∂θ2
dθ2

2 = R2dθ2
2

(
sin2 θ1 cos2 θ2 cos2 θ3 + sin2 θ1 cos2 θ2 sin2 θ3 + sin2 θ1 sin2 θ2

)
=R2 sin2 θ1dθ

2
2.

gµν
∂xµ

∂θ3

∂xν

∂θ3
dθ2

3 = R2dθ2
3

(
sin2 θ1 sin2 θ2 sin2 θ3 + sin2 θ1 sin2 θ2 cos2 θ3

)
=R2 sin2 θ1 sin2 θ2dθ

2
3.

Therefore the metric of the round 3-sphere is given by

dΩ2
3 = R2dθ2

1 +R2 sin2 θ1dθ
2
2 +R2 sin2 θ1 sin2 θ2dθ

2
3. (A.0.5)

A.0.2 Hodge dual

Among the fields of type II B gravity there is a self dual five form field strength. To check if forms are
self dual or anti self dual, we need to use the Hodge dual. The Hodge dual is an operation that maps
k-forms to the space of (n − k)-forms. This operation is represented by a star ∗. To understand the
operation of the Hodge dual on forms, we will first have to understand how the Levi-Civita symbol ε
changes in different coordinates.

εMNP in spherical coordinates

The map between Cartesian coordinates and spherical coordinates can be written as

x = r cos θ sinφ,

y = r sin θ sinφ,

z = r cosφ.

Consequently

dx = cos θ sinφdr − r sin θ sinφdθ + r cos θ cosφdφ

dy = sin θ sinφdr + r cos θ sinφdθ + r sin θ cosφdφ

dz = cosφdr − r sinφdφ.

We want to transform the Levi-Civita symbol to spherical coordinates starting from its expression in
Cartesian coordinates. There is a one-to-one correspondence between vectors and directional vectors,
that is

V = V m ∂

∂xm
. (A.0.6)

We have basis vectors that are given by ê(m) =
∂

∂xm
. In other coordinate systems, these basis vectors

are written as

∂

∂x̃n
=
∂xm

∂x̃n
∂

∂xm
.
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Using this last expression and requiring that (A.0.6) remains the same under a change of basis, we
find the following relation

V = V m ∂

∂xm
= Ṽ n ∂

∂x̃n

⇒ V m ∂

∂xm
= Ṽ n∂x

m

∂x̃n
∂

∂xm
.

From this result we conclude that the vector transformation law is given by

V m = Ṽ n∂x
m

∂x̃n
. (A.0.7)

The Levi-Civita symbol is totally anti-symmetric. It transforms as follows

εMNP =
∂xM

∂x̃Q
∂xN

∂x̃R
∂xP

∂x̃S
ε̃QRS

where ε123 = 1 and x1 = x, x2 = y and x3 = z. Computing ε̃rφθ, we find

ε123 =
∂x1

∂x̃r
∂x2

∂x̃θ
∂x3

∂x̃φ
ε̃rθφ +

∂x1

∂x̃φ
∂x2

∂x̃θ
∂x3

∂x̃r
ε̃φθr +

∂x1

∂x̃θ
∂x2

∂x̃r
∂x3

∂x̃φ
ε̃θrφ +

∂x1

∂x̃θ
∂x2

∂x̃φ
∂x3

∂x̃r
ε̃θφr (A.0.8)

1 = r2 sinφε̃rφθ

ε̃rφθ =
1

r2 sinφ
.

We see that the term r2 sinφ is the same as
√
|detgαβ|, where gαβ is the metric written using spherical

coordinates. It is given by

gαβ =

 1 0 0
0 r2 sin2 φ 0
0 0 r2

 .

The Levi-Civita symbol in Cartesian coordinates ε123 = 1 is ε̃rφθ =
1√
|detgαβ|

in spherical coordinates.

This last formula is general. To see this, consider the determinant of the 3× 3 matrix A

det(A) =

∣∣∣∣∣∣
A11 A12 A13

A21 A22 A23

A31 A32 A33

∣∣∣∣∣∣
= A11A22A33 +A31A12A23 +A21A32A13 −A21A12A33 −A11A32A23 −A31A22A13.

This determinant can be re-written as

det(A) = εi1i2i3Ai11Ai22Ai33. (A.0.9)

Now, consider the Jacobian

|detJ | =

∣∣∣∣∣∣∣∣∣∣∣

∂x1

∂x̃i1
∂x2

∂x̃i1
∂x3

∂x̃i1
∂x1

∂x̃i2
∂x2

∂x̃i2
∂x3

∂x̃i2
∂x1

∂x̃i3
∂x2

∂x̃i3
∂x3

∂x̃i3

∣∣∣∣∣∣∣∣∣∣∣
.

We can write this Jacobian as
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|detJ | = εi1i2i3
∂x1

∂x̃i1
∂x2

∂x̃i2
∂x3

∂x̃i3
. (A.0.10)

The right hand side of (A.0.10) looks exactly like the right hand of side of (A.0.8). Requiring that
the inner product remain invariant under the change in coordinate (dxµdx

µ = dx̃µdx̃
µ), the metric

transforms as

g̃kl = gij
∂xi

∂x̃k
∂xj

∂x̃l
.

Taking the determinant of the metric tensor

det(g) =
1

3!
εklmεijqgkigljgmq

=
1

3!
(εklm

∂xa

∂x̃k
∂xb

∂x̃l
∂xc

∂x̃m
)(εijq

∂xa

∂x̃i
∂xb

∂x̃j
∂xc

∂x̃q
)gaagbbgcc.

Define

εklm
∂xa

∂x̃k
∂xb

∂x̃l
∂xc

∂x̃m
= T abc

where T abc is totally anti-symmetric that is T abc = −T bac. Looking at equation (A.0.10) we see that
T 123 = |detJ |, therefore

det(g) =
6

3!
(εklm

∂x1

∂x̃k
∂x2

∂x̃l
∂x3

∂x̃m
)(εijq

∂x1

∂x̃i
∂x2

∂x̃j
∂x3

∂x̃q
)

= (T 123)2

⇒ T 123 =
√
det(g)

where on the first line we used the fact that T abcT abc = 6(T 123)2. Therefore

|detJ | =
√
|detg|. (A.0.11)

This is a general statement. We conclude that

√
|detg| = εi1i2i3

∂x1

∂x̃i1
∂x2

∂x̃i2
∂x3

∂x̃i3
.

εMNP in spherical coordinates

Following the reasoning used to derive (A.0.6), one can show that VM transforms as

VM =
∂x̃Q

∂xM
ṼQ.

We can derive the Levi-Civita symbol in spherical coordinates with lower indices, where ε123 = 1 as
follows

ε123 =
∂x̃r

∂x1

∂x̃θ

∂x2

∂x̃φ

∂x3
ε̃rθφ +

∂x̃φ

∂x1

∂x̃θ

∂x2

∂x̃r

∂x3
ε̃φθr +

∂x̃θ

∂x1

∂x̃r

∂x2

∂x̃φ

∂x3
ε̃θrφ +

∂x̃θ

∂x1

∂x̃φ

∂x2

∂x̃r

∂x3
ε̃θφr

ε̃rφθ = r2 sinφ.

Again, the Cartesian coordinate Levi-Civita symbol ε123 = 1 is related to the spherical coordinate
Levi-Civita symbol ε̃rφθ =

√
|detgαβ|. Now that we know how to compute the Levi-Civita symbol in

different coordinates, we would like to investigate products of Levi-Civita symbols.
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The products of the Levi-Civita symbol with an anti-symmetric tensor in d dimensional
flat space: εµ1µ2···µdεµ1µ2···µnνn+1···νdA

νn+1···νd

LetAνn+1···νd be a completely antisymmetric tensor. For the computation of εµ1µ2···µdεµ1µ2···µnνn+1···νdA
νn+1···νd ,

we start with simple cases until we manage to motivate the general formula. We will use the formula

εi1i2···inεi1i2···in = δi1i2···ini1i2···in
= n!.

To illustrate this formula, consider εijkεpqr where all indices runs from 1 to 3 (i, j, k, p, q, r = 1, 2, 3).
Now consider

εijkεpqr = δipδ
j
qδ
k
r − δipδjrδkq − δiqδjpδkr + δiqδ

j
rδ
k
p + δirδ

j
pδ
k
q − δirδjqδkp .

Setting k = r, j = q and i = p, we find

εijkεijk = 3!.

Proceeding with εµ1µ2···µdεµ1µ2···µnνn+1···νdA
νn+1···νd , we will consider different values for d and n, until

we understand the pattern.

Case 1: d− n = 1

(I) d = 2 and d− n = 1:

εµ1µ2εµ1ν2A
ν2 = (δµ1

µ1
δµ2
ν2
− δµ1

ν2
δµ2
µ1

)Aν2

= (2δµ2
ν2
− δµ2

ν2
)Aν2

= δµ2
ν2
Aν2

= Aµ2 .

(II) d = 3 and d− n = 1:

εµ1µ2µ3εµ1µ2ν3A
ν3 = (δµ1

µ1
δµ2
µ2
δµ3
ν3
− δµ1

µ1
δµ2
ν3
δµ3
µ2
− δµ1

µ2
δµ2
µ1
δµ3
ν3

+ δµ1
µ2
δµ2
ν3
δµ3
µ1

+ δµ1
ν3
δµ2
µ1
δµ3
µ2
− δµ1

ν3
δµ2
µ2
δµ3
µ1

)Aν3

= (3 · 3δµ3
ν3
− 3δµ3

ν3
− 3δµ3

ν3
+ δµ3

ν3
+ δµ3

ν3
− 3δµ3

ν3
)Aν3

= 2δµ3
ν3
Aν3

= 2Aµ3 .

(III) d = d and d− n = 1:
Following the same procedure as above, we find

εµ1µ2···µdεµ1µ2···µd−1νdA
νd = (d− 1)!δµdνdA

νd

= (d− 1)!Aµd .

Case 2: d− n = 2

(IV) d = 3 and d− n = 2 :

εµ1µ2µ3εµ1ν2ν3A
ν2ν3 = (δµ2

ν2
δµ3
ν3
− δµ2

ν3
δµ3
ν2

)Aν2ν3

= 2Aµ2µ3 .
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(V) d = d and d− n = 2 :
Following the same calculation as above we notice the following pattern

εµ1µ2···µdεµ1µ2···µd−2νd−1νdA
νd−1νd = (d− 2)!(δ

µd−1
νd−1 δ

µd
νd
− δµd−1

νd δµdνd−1
)Aνd−1νd

= 2(d− 2)!Aµd−1µd

Case 3: d− n

(VI) εµ1µ2···µdεµ1µ2···µnνn+1···νdA
νn+1νn+2···νd :

We are now in a position to compute this expression. With experience from the above examples
we conclude that the general formula is given by

εµ1µ2···µdεµ1µ2···µnνn+1···νdA
νn+1νn+2···νd = n!(d− n)!Aµn+1µn+2···µd . (A.0.12)

A.0.3 Self-dual operators.

Using our knowledge of the Hodge dual, we will compute ∗F and show that it is self-dual. We will
use the metric

ds2 = gµνdx
µdxν + eH+GdΩ2

3 + eH−GdΩ̃2
3 (A.0.13)

and we define the 5-form F(5) to be

F(5) = Fµνθ1θ2θ3dx
µ ∧ dxν ∧ sin2 θ1 sin θ2dθ1 ∧ dθ2 ∧ θ3 + F̃µνθ̃1θ̃2θ̃3dx

µ ∧ dxν ∧ sin2 θ̃1 sin θ̃2dθ̃1 ∧ dθ̃2 ∧ θ̃3

= Fµνdx
µ ∧ dxν ∧ dΩ3 + F̃µνdx

µ ∧ dxν ∧ dΩ̃3

where
dΩ3 = sin2 θ1 sin θ2dθ1 ∧ dθ2 ∧ dθ3

and
dΩ̃3 = sin2 θ̃1 sin θ̃2dθ̃1 ∧ dθ̃2 ∧ dθ̃3

are the two 3-spheres with a unit radius. The integral of dΩ3 is∫
dΩ3 =

∫ π

0
sin2 θ1dθ1

∫ π

0
sin θ2dθ1

∫ 2π

0
dθ3

= 2π2.

Using

α(k) = αi1···ikdx
i1 ∧ · · · ∧ dxik

∗α(k) =
1

(n− k)!
εi1,··· ,in

√
|det(g)|αi1,i2,··· ,ikdxik+1 ∧ dxik+2 ∧ · · · ∧ dxin ,

we can re-write F(5) as

∗F(5) =
1

(4− 2)!
Fµν

√
|det(g)| εµνρλ(dxρ ∧ dxλ ∧ dΩ̃3)

+
1

(4− 2)!
F̃µν

√
|det(g̃)|εµνρλ(dxρ ∧ dxλ ∧ dΩ3)
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where
√
|det(g)| is given by √

|det(g)| =
√
|det(gθ)|

= e−3Gdet(R(θ))

= e−3G.

Likewise

√
|det(g̃)| =

√
|det(gθ̃)|

= e3G.

Therefore this reduces to

∗F(5) =
1

2!
εµνρλ

(
Fµνe−3G(dxρ ∧ dxλ ∧ dΩ̃3) + F̃µνe3G(dxρ ∧ dxλ ∧ dΩ3)

)
.

Comparing this expression to the original 5-form we conclude that the field strength in 4-dimensions
is

F = e3GF̃µνdx
µ ∧ dxν

F̃ =
1

2
εµνσλe

−3GF σλdxµ ∧ dxν

= (±)e−3G ∗4 F̃ . (A.0.14)

Note that since εµνσλ is in Minkowski space, raising the indices of the Levi-Civita symbol will cost us
a minus sign εµνσλ = −εµνσλ

F̃ = − ∗4 e−3GF. (A.0.15)

Taking the double Hodge dual, we obtain

∗ ∗ F = ∗
[

1

2!
εµνρλ

(
Fµν(dxρ ∧ dxλ ∧ dΩ̃3)) + F̃µν(dxρ ∧ dxλ ∧ dΩ3)

)]
=

1

2!

1

2!
εµνρλ(−εµνρλ)

(
Fµν(dxµ ∧ dxν ∧ dΩ3) + F̃µν(dxµ ∧ dxν ∧ dΩ̃3)

)
= −2!(4− 2)!

2!2!

(
Fµν(dxµ ∧ dxν ∧ dΩ3) + F̃µν(dxµ ∧ dxν ∧ dΩ̃3)

)
= −F.

So, we see that by taking the double Hodge dual we get back our original 5-form with an extra negative
sign. From our study of electromagnetism, we know that the field strength is defined to be

F = dA

where A is a 1-form, given by

A(1) = Aidx
i.

Then

F = dA(1)

= ∂jAidx
j ∧ dxi.
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We know that we can break a tensor into a symmetric part and an anti-symmetric part, that is

∂jAi =
∂jAi + ∂iAj

2
+
∂jAi − ∂iAj

2
.

Using the fact that dxj ∧ dxi = −dxi ∧ dxj , we can write F as

F =
1

2
(∂jAi − ∂iAj)dxj ∧ dxi

=
1

2
Fjidx

j ∧ dxi. (A.0.16)

The Hodge operator on this field strength in 4 dimensions is given by

∗F =
1

2

1

(4− 2)!
F ijεijkldx

k ∧ dxl. (A.0.17)

Recall the expression from our F(5)

F = e3GFµνdx
µ ∧ dxν

Comparing this expression with (A.0.16), we conclude that from our F(5) we can also write

F = dB.

Again, recall the expression

F̃ =
1

2
εµνσλe

3GF σλdxµ ∧ dxν .

Comparing this expression with (A.0.17), we learn that

F̃ = dB̃.

A.0.4 Geometry and Tensors

Geometry is a mathematical field that focus on the study of shape, size (such as lengths, areas,
and volumes), relative position of figures, and the properties of space. The geometries of spaces are
independent of the coordinates used to describe points in the space. Geometries are best described
by mathematical objects called tensors. Tensors, just like scalars and vectors, can be used to describe
physical properties. In fact tensors are a generalization of scalars and vectors. When we compute
observables in the theory of gravity, we require that the physical quantities should be coordinate
independent. It turns out that tensors are the right language to use when studying the theory of
gravity because they are coordinate independent. To prove that tensor equations are coordinate
independent, consider the tensor equation Tµναβ(x) = 0 . Under a coordinate transformation x→ x′,
we expect that

Tµναβ(x)→ Tµ
′ν′

α′β′(x
′) = 0.

We can write Tµ
′ν′

α′β′(x
′) in terms of Tµναβ(x). Using the coordinate transformation laws for tensors,

we have

Tµ
′ν′

α′β′(x
′) =

∂x′µ
′

∂xµ
∂x′ν

′

∂xν
∂xα

∂x′α
∂xβ

∂x′β
Tµναβ(x).

Notice that
∂x′µ

′

∂xµ
,
∂x′ν

′

∂xν
,
∂xα

∂x′α
and

∂xβ

∂x′β
can be represented by matrices and these matrices are always

invertible since their determinant is non-zero. Therefore Tµ
′ν′

α′β′(x
′) = 0 implies that Tµναβ(x) = 0.
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So we conclude that tensor equations are coordinate independent. Not every object is a tensors. Here
are examples of objects which are tensors and objects which are not

∂φ

∂xν
tensor,

∂V µ

∂xν
not a tensor.

However, it is possible that a tensor is composed of objects that are not tensors. An example of such
a tensor is the covariant derivative

DνV
µ =

∂V µ

∂xν
+ ΓµναV

α, (A.0.18)

DνVµ =
∂Vµ
∂xν
− ΓανµVα. (A.0.19)

In the above expression, the first term on the right hand side is not a tensor but the second term on
the right hand side corects it. This behaviour can be understood in the following way. Consider a
function that depends on two variables f(x, y). If we apply a change in this function df(x, y) we must
make sure that we consider the change in both the x and y direction

df(x, y) =
∂f

∂x
dx+

∂f

∂y
dy.

If we only take the change in one direction, this would not have represented the full change of the
function. The same thing happened in the covariant derivative. The first term alone does not mean
anything but the full change is the covariant derivative. The second term in the covariant derivative
contains the affine connection which is known as the Christoffel symbol Γµνα.

A.0.5 Christoffel symbols

The Christoffel symbols belong to a larger class of objects called connections. The affine connection
connects nearby tangent space on a smooth manifold. It allows tangent vector fields to be differentiated
as functions on the manifold with values in a fixed vector space. Given a metric, one can calculate
the Christoffel symbol using the formula

Γµνλ =
1

2
gµρ(∂λgρν + ∂νgρλ − ∂ρgνλ). (A.0.20)

This method of computing the Christoffel symbol is long and tedious. Fortunately, there is another
simpler way that one can use to compute the Christoffel symbols. This is the geodesic method.

Geodesic equation

The geodesic equation is derived using the variational principle. This is done as follows: consider a
Lorentz invariant action of a free massive particle

S = −m
∫
dτ

where dτ2 = gµν(x)dxµdxν . We can re-write this action as

S = −m
∫ √

gµν(x)dxµdxν .

To perform the variation (S → S′ = S + δS), we introduce parameter λ such that dτ becomes

dτ =

√
gµν

dxµ

dλ

dxν

dλ
dλ. (A.0.21)
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Then we have ∫
dτ =

∫ (
dτ

dλ

)
dλ

=

∫ √
gµν

dxµ

dλ

dxν

dλ
dλ.

Now, we vary the path xµ(τ)→ xµ(τ) + δxµ(τ), and only focus on δS. We will set this equal to zero

δ

∫
dτ =

∫
δ

√
gµν

dxµ

dλ

dxν

dλ
dλ

=

∫
1

2

(
gµν

dxµ

dλ

dxν

dλ

)− 1
2

δ

(
gµν

dxµ

dλ

dxν

dλ

)
dλ

=

∫
1

2

(
gµν

dxµ

dλ

dxν

dλ

)− 1
2
(
δgµν

dxµ

dλ

dxν

dλ
+ gµν

dδxµ

dλ

dxν

dλ
+ gµν

dxµ

dλ

dδxν

dλ

)
dλ

=

∫
1

2

(
gµν

dxµ

dλ

dxν

dλ

)− 1
2
(
∂gµν
∂xα

δxα
dxµ

dλ

dxν

dλ
+ 2gµν

dδxµ

dλ

dxν

dλ

)
dλ.

We have used the fact that gµν is a function of x and that the metric is symmetric in µ and ν.

Integrating by parts the term 2gµν
dδxµ

dλ

dxν

dλ
, we have

2gµν
dδxµ

dλ

dxν

dλ
=

d

dλ

(
2gµνδx

µdx
ν

dλ

)
− 2δxµ

d

dλ

(
gµν

dxν

dλ

)
.

When performing the integral the first term will vanish because a total derivative integrates to zero.
Therefore

2gµν
dδxµ

dλ

dxν

dλ
= −2δxµ

d

dλ

(
gµν

dxν

dλ

)
= −2δxµ

∂gµν
∂xα

dxα

dλ

dxν

dλ
− 2δxµgµν

d2xν

dλ2

Then we have

δ

∫
dτ =

∫
1

2

(
gµν

dxµ

dλ

dxν

dλ

)− 1
2
(
∂gµν
∂xα

δxα
dxµ

dλ

dxν

dλ
− 2δxµ

∂gµν
∂xα

dxα

dλ

dxν

dλ
− 2δxµgµν

d2xν

dλ2

)
dλ

=

∫
1

2

(
gµν

dxµ

dλ

dxν

dλ

)− 1
2

δxµ
(
∂gαν
∂xµ

dxα

dλ

dxν

dλ
− 2

∂gµν
∂xα

dxα

dλ

dxν

dλ
− 2gµν

d2xν

dλ2

)
dλ.

Using (A.0.21) we can re-write the right hand side in terms of dτ

δ

∫
dτ =

∫
1

2
δxµ
(
∂gαν
∂xµ

dxα

dτ

dxν

dτ
− 2

∂gµν
∂xα

dxα

dτ

dxν

dτ
− 2gµν

d2xν

dτ2

)
dτ.

Rewrite

2
∂gµν
∂xα

dxα

dτ

dxν

dτ
=
∂gµν
∂xα

dxα

dτ

dxν

dτ
+
∂gµν
∂xα

dxα

dτ

dxν

dτ

=
∂gµν
∂xα

dxα

dτ

dxν

dτ
+
∂gµα
∂xν

dxν

dτ

dxα

dτ
.

In the second term on the last line we used the symmetry of the indices of
dxα

dτ

dxν

dτ
. Now, denote the

τ -derivative by ẋν and set δ
∫
dτ = δS = 0 . Then we have

δ

∫
dτ =

∫
1

2
δxµ
(
∂gαν
∂xµ

dxα

dτ

dxν

dτ
− ∂gµν
∂xα

dxα

dτ

dxν

dτ
− ∂gµα

∂xν
dxν

dτ

dxα

dτ
− 2gµν

d2xν

dτ2

)
dτ

0 =

∫
1

2
δxµ
(
∂µgαν ẋ

αẋν − ∂αgµν ẋαẋν − ∂νgµαẋν ẋα − 2gµν ẍ
ν

)
dτ

= −
∫
δxµ
[

1

2

(
− ∂µgαν ẋαẋν + ∂αgµν ẋ

αẋν + ∂νgµαẋ
ν ẋα

)
+ gµν ẍ

ν

]
dτ.

112



For the right hand side to be zero, the integrand must be zero. This implies that

gµν ẍ
ν =

1

2

(
∂µgαν ẋ

αẋν − ∂αgµν ẋαẋν − ∂νgµαẋν ẋα
)

⇒ gµρgµν ẍ
ν =

1

2
gµρ
(
∂µgαν ẋ

αẋν − ∂αgµν ẋαẋν − ∂νgµαẋν ẋα
)

⇒ 0 = ẍρ +
1

2
gµρ
(
− ∂µgαν + ∂αgµν + ∂νgµα

)
ẋαẋν .

If we compare the term in the bracket with (A.0.20), then this last expression can be written as

0 = ẍρ + Γραν ẋ
αẋν . (A.0.22)

This is the geodesic equation in terms of the Chrisoffel symbol. Let’s do an example that will allow
us to illustrate how to compute the Christoffels symbol.

Example: Computation of the Christoffel symbols using the geodesic equation

Consider a 2-dimension Euclidean metric in polar coordinates given by

ds2 = r2dθ + dr2, (A.0.23)

where grr = 1 and gθθ = r2. Our goal is to use the geodesic equation to compute the Christoffel
symbols. Starting from

S =

∫ √
r2θ̈2 + ṙ2 dτ ≡

∫
Ldτ. (A.0.24)

The Euler-Lagrange equations are

d

dτ

(
∂L

∂ṙ

)
=
∂L

∂r

⇒ r̈ = rθ̇2

⇒ Γrθθ = −r, (A.0.25)

d

dτ

(
∂L

∂θ̇

)
=
∂L

∂θ

⇒ d

dτ

(
r2θ̇

)
= r2θ̈ + 2rṙθ̇ = 0

⇒ θ̈ = −2

r
ṙθ̇

⇒ Γθrθ + Γθθr =
2

r
. (A.0.26)

These Christoffel symbols are symmetric under the interchange of the lower indices Γθθr = Γθrθ, so we
conclude that

Γθθr =
1

r
= Γθrθ. (A.0.27)

Therefore the Christoffel symbols of the 2-dimensional flat metric in polar coordinates are

Γrθθ = −r, and Γθθr =
1

r
= Γθrθ. (A.0.28)

The property of the Christoffel symbol that allows us to interchange the two lower indices Γαµν = Γανµ
is called the no torsion condition. In a space where there is no torsion, we have

DµVν −DνVµ = ∂µVν − ΓαµνVα − ∂νVµ + ΓανµVα

= ∂µVν − ∂νVµ.
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A.0.6 Killing vector equation

Symmetries simplify theories a lot. By knowing the symmetries of the theory, one can often tell how
the theory behaves. When studying theories of gravity, symmetries are encoded in the Killing vectors.
A map that preserves the metric when the metric has been mapped from one Riemannian manifold
to another Riemannian manifold is called an isometry. Suppose we have a point P at position xµ and
we infinitesimaly move this point in a certain direction to a new position xµ + ζµ(x) at point P ′. By
requiring that the metric of this point is the same we get

gµνdx
µdxν = g̃µνdx

µdxν .

This tells us that

g̃µν(x+ ζ) = gµν(x)

⇒ g̃µν(x+ ζ) = gαβ(x+ ζ)

(
∂(xα + ζα)

∂xµ
∂(xβ + ζβ)

∂xν

)
= gµν(x)

⇒ gµν(x) =

(
gαβ(x) + ζλ

∂gαβ(x)

∂xλ
+O(ζ2)

)(
δαµ +

∂ζα

∂xµ

)(
δβν +

∂ζβ

∂xν

)
= gαβ(x)

(
δαµδ

β
ν + δαµ

∂ζβ

∂xν
+
∂ζα

∂xµ
δβν +O(ζ2)

)
+ ζλ

∂gαβ(x)

∂xλ
δαµδ

β
ν +O(ζ)

⇒ gµν(x) = gµν(x) + gµβ(x)
∂ζβ

∂xν
+ gαν(x)

∂ζα

∂xµ
+ ζλ

∂gµν(x)

∂xλ
+O(ζ2).

Therefore we have

0 = gµβ(x)
∂ζβ

∂xν
+ gνα(x)

∂ζα

∂xµ
+ ζλ

∂gµν(x)

∂xλ

=
∂

∂xν
(gµβ(x)ζβ)−

∂gµβ(x)

∂xν
ζβ +

∂

∂xµ
(gνα(x)ζα)− ∂gνα(x)

∂xµ
ζα + ζλ

∂gµν(x)

∂xλ

= ∂νζµ + ∂µζν −
(
∂νgµβ(x) + ∂µgνβ(x)− ∂βgµν(x)

)
gβρζρ.

Using equation (A.0.20), this expression is reduced to

0 = ∂νζµ − Γρνµζρ + ∂µζν − Γρµνζρ

⇒ 0 = Dνζµ +Dµζν . (A.0.29)

This is the Killing equation. Symmetries are encoded in the Killing vectors. A Killing vector is a
vector that satisfies the Killing equation (A.0.29). Symmetries are extracted from the Killing vector.
To understand how the Killing equation works and how to extract symmetries, we will do two examples

Example 1: Computing the Killing vectors for the metric ds2 = dx2 + dy2

The Christoffel symbols of the metric

ds2 = dx2 + dy2 (A.0.30)

are all zero. Therefore the Killing equation becomes

Diζj +Djζi = ∂iζj + ∂jζi.
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For i = j = x

∂xζx + ∂xζx = 0

∂xζx = 0.

The solution to this differential equation is

ζx = f(y). (A.0.31)

Doing the same thing with the y component we get

ζy = g(x). (A.0.32)

Now setting i = x and j = 1

∂xg(x) + ∂yf(y) = 0

∂xg(x) = −∂yf(y).

We see that the left hand side depends on x while the right hand side depends on y, for the LHS to
be equal to the RHS these two functions must be equal to a constant k. This implies

∂xg(x) = k.

The solution to this equation is

g(x) = kx+A (A.0.33)

and

−∂yf(y) = k

f(y) = −ky +B. (A.0.34)

Now, the Killing vector is given by

ζ = ζi∂i

= ζy∂y + ζx∂x

=

(
kx+A

)
∂y +

(
− ky +B

)
∂x

= k(x∂y − y∂x) +B∂x +A∂y

= kLz +BPx +APy

where
Px = ∂x, Py = ∂y and Lz = (x∂y − y∂x).

This result tells us that there are two Killing vectors corresponding to translation (BPx and APy) in
two linearly independent directions and the third Killing vector Lz corresponding to rotation about
the z axis.

Example 2: Computing the Killing vectors for the metric ds2 = r2dθ + dr2

As we saw above, the non-zero Christoffel symbols of the metric

ds2 = r2dθ + dr2

are

Γrθθ = −r, and Γθθr =
1

r
= Γθrθ.
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The Killing equation is

0 = ∂νζµ − Γρνµζρ + ∂µζν − Γρµνζρ

0 = Dνζµ +Dµζν

where µ and ν take the values θ and r. Setting µ = r and ν = r, we obtain

Drζr +Drζr = 0,

Drζr = 0.

Expressing this equation in terms of the Christoffel symbols we use

Drζr = ∂rζr − Γαrrζα

= ∂rζr − Γrrrζr − Γθrrζθ

= ∂rζr.

Therefore we have
∂rζr = 0

and the solution to this equation is

ζr = f(θ). (A.0.35)

Setting µ = θ and ν = θ, we get

Dθζθ +Dθζθ = 0

Dθζθ = 0.

Expressing this equation in terms of the Christoffel symbols

Dθζθ = ∂θζθ − Γαθθζα

= ∂θζθ − Γrθθζr − Γθθθζθ

= ∂θζθ − Γrθθζr − 0

= ∂θζθ + rζr.

Then, this simplifies to

∂θζθ + rζr = 0

∂θζθ + rf(θ) = 0.

The solution to this differential equation is

ζθ = −r
∫
dθ′f(θ′) + f̃(r). (A.0.36)

Now setting µ = r and ν = θ, the Killing equation becomes

Drζθ +Dθζr = 0.

In terms of the Christoffel symbols this equation simplifies to

∂rζθ + ∂θζr −
2

r
ζθ = 0

∂r

(
− r

∫
dθ′f(θ′) + f̃(r)

)
+ ∂θf(θ)− 2

r

(
− r

∫
dθ′f(θ′) + f̃(r)

)
= 0

−
∫
dθ′f(θ′) + ∂rf̃(r) + ∂θf(θ) + 2

∫
dθ′f(θ′)− 2

r
f̃(r) = 0

−
∫
dθ′f(θ′)− ∂θf(θ) = ∂rf̃(r)− 2

r
f̃(r). (A.0.37)
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Again, we see that the LHS and the RHS are equal to a constant k. Lets first equate the LHS to k
and multiply by ∂θ, to get ∫

dθ′f(θ′) + ∂θf(θ) = −k

f(θ) + ∂2
θf(θ) = 0.

The solution to this differential equation is

f(θ) = A cos θ +B sin θ.

Substitute the solution back into the differential equation to find k∫
dθ′(A cos θ′ +B sin θ′) + ∂θ(A cos θ′ +B sin θ′) = −k

A sin θ −B cos θ −A sin θ +B cos θ = k

⇒ k = 0.

Evaluating the RHS of (A.0.37), we find

∂rf(r)− 2

r
f(r) = k

∂rf(r)− 2

r
f(r) = 0.

The solution to this differential equation is

f(r) = Cr2. (A.0.38)

Therefore, we have

ζr = A cos θ +B sin θ

ζθ = −r(A sin θ −B cos θ) + Cr2.

Using our metric we have

ζr = ζr

ζθ = r2ζθ.

The Killing vector is then given by

ζ = ζµ∂µ

= ζr∂r + ζθ∂θ

= (A cos θ +B sin θ)∂r +
1

r2
(−r(A sin θ −B cos θ) + Cr2)∂θ

= A(cos θ∂r −
1

r
sin θ∂θ) +B(sin θ∂r +

1

r
cos θ∂θ) + C∂θ

= ALx +BLy + CPz.

These Killing vectors correspond to two rotations and one translation. Thus we reproduce the results
of example 1 as we must.
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Conserved quantity from the Killing vectors

We now know that symmetries of a geometrical theory are hidden in the Killing vectors. What are
the conserved quantities associated to these symmetries? We can find these conserved quantities by
using the geodesic equation, since these quantities are conserved along the geodesic. The conserved
quantity is given by the equation

d

dτ

(
ζµ
dxµ

dτ

)
= 0. (A.0.39)

We can show that this equation is true. Use the geodesic equation as follows

d

dτ

(
ζµ
dxµ

dτ

)
=
dζµ
dτ

dxµ

dτ
+ ζµẍ

µ

where we have adopted the notation
dxµ

dτ
= ẋµ. Using the geodesic equation (A.0.22) and the fact

that ζ is a function of xµ which is parametrized by τ i.e. ζµ = ζµ(x(τ)), we obtain

dζµ
dτ

dxµ

dτ
+ ζµẍ

µ =
dxµ

dτ

dxν

dτ

dζµ
dxν
− Γµαβẋ

αẋβζµ

= ẋαẋµ∂αζµ − Γµαβẋ
αẋβζµ

= ẋαẋµ
(
∂αζµ − Γραµζρ

)
= ẋαẋµDαζµ

=
1

2

(
ẋαẋµDαζµ + ẋµẋαDµζα

)
=

1

2
ẋαẋµ

(
Dαζµ +Dµζα

)
= 0.

where in the second last line we used the Killing equation. This conserved quantity is the metric
product between the Killing vector and the geodesic tangent vector. Using the form of geodesic
equation

0 =
d

dτ

(
gµν

dxν

dτ

)
+

1

2
∂µgαβ

dxα

dτ

dxβ

dτ
(A.0.40)

we see that when the second term in the above equation is zero i.e.

0 =
d

dτ

(
gµν

dxν

dτ

)
+ 0 (A.0.41)

then this equation is equivalent to (A.0.39). This tells us that the conserved quantities calculated from
(A.0.39) are the same conserved quantities that will be calculated from (A.0.41). We will compute two
examples of conserved quntities associated to the Killing vector. For these examples we will choose
the metrics

ds2 = dr2 + r2dθ

and
ds2 = dt2 − dx2 − dy2 − dz2.

Example: Computing the conserved quantities from the Killing vectors of the metric
ds2 = dr2 + r2dθ

Recall that the non-zero Christoffel symbols for this metric were Γrθθ, Γθrθ and Γθθr. Since this metric
is diagonal, we will use the non zero component grr = 1 and gθθ = r2 to compute the conserved
quantities. Setting µ = ν = θ, in (A.0.40) we have

0 =
d

dτ

(
r2 dθ

dτ

)
.

118



We know that the conserved quantity is the one inside the bracket. Solving this we get

const = r2 dθ

dτ
.

Denoting
dθ

dτ
= ω and calling the constant l, we learn that

l = r2ω. (A.0.42)

This is the equation for the angular momentum per unit mass (L =
l

m
). So, this last equation tells

us that the angular momentum is the conserved quantity.

Example: Computing the conserved quantities from the Killing vectors of the Minkowski
metric

Using the Minkowski metric
ds2 = dt2 − dx2 − dy2 − dz2

we get

0 =
d

dτ

(
ηµν

dxν

dτ

)
+

1

2
∂µηαβ

dxα

dτ

dxβ

dτ

=
d

dτ

(
ηµν

dxν

dτ

)
.

We will compute the conserved quantities by breaking the calculation into four parts.

1. Setting µ = ν = t

We have

0 =
d

dτ

(
ηtt

dt

dτ

)
const =

dt

dτ
.

We set this constant to be equal to e which is interpreted as the relativistic energy per unit mass
(e = E

m). The conserved quantity is the energy per unit mass.

2. Setting µ = ν = x

We have

0 =
d

dτ

(
ηxx

dx

dτ

)
const =

dx

dτ
.

We denote this constant by px and it tells us that the momentum per unit mass along the
x-axis is conserved.

3. Setting µ = ν = y

Following the same procedure as above we find that

py =
dy

dτ
(A.0.43)

and this tells us that the momentum per unit mass along the y axis is conserved
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4. Setting µ = ν = z

Again applying the same procedure we find that

pz =
dz

dτ
(A.0.44)

and this implies that the momentum per unit mass along the z axis is conserved.

A big lesson that has been learned here is that searching for symmetries of the metric reduces to
solving the Killing equation. The Killing vectors can be used to find conserved quantities.

A.0.7 Spin connection

We have seen that the covariant derivative of a vector Vµ is given by

DνVµ = ∂νVµ − ΓανµVα.

The first term represents the normal derivative while the second term describes the way in which basis
eµ changes along the manifold. This was easily read from the fact that the upper index α on the
Christoffel was contracted with the index of the vector which describes the direction of this vector.
Suppose we now want to take a covariant derivative of V a

µ . The covariant derivative of V a
µ will have

an additional term which should tell us how the vector changes in the direction represented by index
a. Therefore the covariant derivative of V a

µ is given by

DνV
a
µ = ∂νV

a
µ − ΓανµV

a
α + w a

ν bV
b
µ

where w a
ν b is called the spin connection. We would like to express this spin connection in terms of

quantities we know.

The vierbein

The vierbein (also known as the tetrad) are orthonormal vector fields that are defined on a Lorentzian
manifold. The vierbein basis is an orthonormal basis independent of the coordinates. Therefore we can
choose an orthonormal basis that is independent of the choice of coordinates. From a local perspective,
any vector can be expressed as a linear combination of the fixed tetrad basis vectors at that point.
We can write any coordinate basis in terms of the tetrad as the following linear combination

ê(µ)(x) = e a
µ (x)ê(a) (A.0.45)

ê(a)(x) = e a
µ (x)ê(µ) (A.0.46)

where e a
µ is the vierbein and the components of this vierbein form a 4 × 4 invertible matrix. The

inverse of e a
µ is given by eµa and they satisfy the following relations

e a
µ e

µ
b = δab and e a

µ e
ν
a = δνµ. (A.0.47)

The vierbein are related to the metric in the following way

gµν(x) = e a
µ (x)eaν(x), (A.0.48)

gµν(x) = e a
µ (x)e b

ν (x)ηab, (A.0.49)

ηab = e a
µ (x)ebµ(x), (A.0.50)

ηab = gµνe
µ
a (x)e ν

b (x). (A.0.51)

We will see that the vierbein plays a huge role in simplifying our calculations. It is a good place to
start investigating how the vierbein transforms.
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Vierbein transformation

Recall that we can write any vector ~V in terms of component of coordinate and non-coordinate
orthonormal basis

~V = V µê(µ) = V aê(a).

So, the components of the vector are related by the vierbein field transformation as follows

V a = e a
µ V

µ

V µ = eµaV
a.

A tensor that has more than one index transforms as follows

V a
b = e a

µ V
µ
b

= eνbV
a

ν

= e a
µ e

ν
bV

µ
ν .

We transform the vierbein to inverse vierbein using the metric tensors in the following way

eµa = gµνηabe
b
ν .

The Lorentz transformation for e(a) is given by

ê(a) → ê(a′) = Λaa′ ê(a).

So far, we have been exploring the vierbein and it properties. To convince our selves that we understand
them, we will do an example that will allow us to evaluate them.

Example: Compute the vierbein of the spherical metric.

The metric in spherical coordinates is given by

ds2 = dr2 + r2dθ + r2 sin θdφ. (A.0.52)

The coordinate basis vectors for this metric are

er = ∂r, eθ = ∂θ and eφ = ∂φ. (A.0.53)

Not all of these basis vectors have unit length and also they do not have the same dimensions. These
basis vectors satisfy the relation

eµ · eν = gµν . (A.0.54)

Now, let us compute the length of these vectors. Notice that the non-zero components of the metric
tensor (A.0.52) are

grr = 1, gθθ = r2 and gφφ = r2 sin2 θ.

The length of these vectors are

er · er = 1 ⇒ |er| =
√
grr = 1,

eθ · eθ = r2 ⇒ |eθ| =
√
gθθ = r,

eφ · eφ = r2 sin2 θ ⇒ |eφ| =
√
gφφ = r sin θ.

Lets denote the orthonormal basis by eµ̂. The basis vectors satisfy

eµ̂ · eν̂ = ηµν .
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In spherical coordinates this basis becomes

er̂ = ∂r, eθ̂ =
1

r
∂θ and eφ̂ =

1

r sin θ
∂φ.

Now we are in a position to compute the vierbein by using the equation

eâ = e b
â eb.

Choosing â = r

er̂ = e b
r̂ eb

er̂ = e r
r̂ er + e θ

r̂ eθ + e φ
r̂ eφ

∂r = e r
r̂ ∂r + e θ

r̂ ∂θ + e φ
r̂ ∂φ.

Reading off the values of the vierbein we find

e r
r̂ = 1, e θ

r̂ = e φ
r̂ = 0.

Choosing â = θ

eθ̂ = e b
θ̂
eb

eθ̂ = e r
θ̂
er + e θ

θ̂
eθ + e φ

θ̂
eφ

1

r
∂θ = e r

θ̂
∂r + e θ

θ̂
∂θ + e φ

θ̂
∂φ.

Reading off the values of the vierbein, we have

e θ
θ̂

=
1

r
, er

θ̂
= e φ

θ̂
= 0.

Finally, choose â = φ

eφ̂ = e b
φ̂
eb

eφ̂ = e r
φ̂
er + e θ

φ̂
eθ + e φ

φ̂
eφ

1

r sin θ
∂φ = e r

φ̂
∂r + e θ

φ̂
∂θ + e φ

φ̂
∂φ

Reading off the vierbein values, we get

e φ

φ̂
=

1

r sin θ
, e r

φ̂
= e φ

φ̂
= 0.

We finally have

e b
â =

1 0 0
0 1

r 0
0 0 1

r sin θ

 . (A.0.55)

Expression for the spin connection

The expression for the spin connection w a
ν b can be derived by first expressing the metric gµν in terms

of the vierbein

gµν = eaµe
b
νηab.

We know that the covariant derivative of the metric must be zero because the affine connection is
chosen to ensure the covariant derivative of the metric vanishes

Dαgµν = 0.
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We have

Dαgµν = Dα(eaµe
b
νηab)

= (Dαe
a
µ)ebνηab + eaµ(Dαe

b
ν)ηab + eaµe

b
ν(Dαηab)

= (Dαe
a
µ)ebνηab + eaµ(Dαe

b
ν)ηab, re-label µ↔ ν and a↔ b

= 2(Dαe
a
µ)ebνηab.

This implies that

Dαe
a
µ = 0.

The left hand side of this equation can be expanded using the relevant connections, as follows

Dαe
a
µ = ∂αe

a
µ − Γσαµe

a
σ + ω a

α be
b
µ = 0

ω a
α be

b
µe
µ
b′ = −∂αeaµe

µ
b′ + Γσαµe

a
σe
µ
b′

ω a
α b′ = eµb′

(
− ∂αeaµ + Γσµαe

a
σ

)
. (A.0.56)

This determines of the spin connection, telling us that we can compute them by using the Christoffel
symbols and the tetrad (or vierbein). What happens when we take the covariant derivative of the
Minkowski metric ηab? We know that Dµηab = 0 and that all the Christoffel symbols of this metric
are zero. This implies that

Dµηab = ∂µηab + ω ac
µ ηcb + ω bc

µ ηac = 0.

Notice that we have two spin connections in this equation, this is because the ηab carries two Roman
indices and each index must transform. Simplifying this we get

0 = ω ac
µ ηcb + ω bc

µ ηac

ω ab
µ = −ω ba

µ .

This tells us that the connection ω ab
µ is anti symmetric in the Lorentz indices.

Spin connection transformation

So far we have been exploring the properties of the spin connection but we haven’t mentioned anything
about how this spin connection transforms. To determine how the spin connection transforms, consider
a vector that carries a Lorentz index V a. Taking its covariant derivative, gives

DµV
a = ∂µV

a + ω a
µ bV

b.

Now require that the covariant derivative of this equation is Lorentz invariant, that is

DµV
a′ → Dµ(Λa

′
aV

a)

= (DµΛa
′
a)V

a + Λa
′
a(DµV

a).

This covariant derivative is Lorentz invariant

DµV
a′ = Λa

′
a(DµV

a)

if and only if the covariant derivative of the Lorentz transformation Λa
′
a is zero

DµΛa
′
a = 0. (A.0.57)

(A.0.57) is a constraint equation that allows us to determine how the spin connection behaves under
a Lorentz transformation. Using (A.0.57)

DµΛa
′
b = ∂µΛa

′
b + ω a′

µ cΛ
c
b − ω c

µ bΛ
a′
c = 0.
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Multiply by Λbb′ , to get

Λbb′∂µΛa
′
b + Λbb′ω

a′
µ cΛ

c
b − Λbb′ω

c
µ bΛ

a′
c = 0

ω a′
µ cδ

c
b′ = Λbb′ω

c
µ bΛ

a′
c − Λbb′∂µΛa

′
b.

Therefore the spin connection transforms as

ω a′
µ b′ = Λbb′ω

c
µ bΛ

a′
c − Λbb′∂µΛa

′
b. (A.0.58)

Now that we know how the spin connection transforms, we would like to interpret our answer. We
will see that it is possible to identify spin connection with a gauge field for the local Lorentz group.
This is motivated by comparing how the gauge fields transform. Consider the gauge field of a U(1)
gauge theory (QED) which is given by Aµ. This gauge field transforms in the following way

Aµ → A′µ = Aµ + ∂µχ.

Using the fact that

1 = UU †

0 = ∂µ(UU †)

0 = (∂µU)U † + U∂µU
†

⇒ (∂µU)U † = U∂µU
†.

Setting eiχ = U we see that the U(1) gauge field transforms as

Aµ = UAµU
† − (∂µU)U †

= UAµU
† + U∂µU

†. (A.0.59)

Comparing (A.0.59) with (A.0.58) which is given by

ω a′
µ b′ = Λbb′ω

c
µ bΛ

a′
c − Λbb′∂µΛa

′
b

we see that the spin connection is indeed the gauge field for the local Lorentz group: it transforms in
the same way as the gauge field of the U(1) group does. To ensure we understand the spin connection,
we will consider an example in which we compute the spin connection of a given metric.

Example: Spin connection

Consider the metric

ds2 = dr2 + r2dθ2.

The veirbein of this metric is

eµa =

(
1 0
0 1

r

)
. (A.0.60)

We will compute the spin connection using equation (A.0.56)

ω a
α b = eµb

(
− ∂αeaµ + Γσµαe

a
σ

)
.

We will break the calculation into four pieces according to the value of a and b
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(I) a = r and b = r

To compute the non-zero spin connection we need eµb′ non-zero, which implies µ = r

ω r
α r = err

(
− ∂αerr + Γσrαe

r
σ

)
= err

(
− ∂αerr + Γrαre

r
r + Γθαre

r
θ

)
= 0.

Therefore we have

ω r
r r = ω r

θ r = 0.

(II) a = θ and b = θ
For a non-zero spin connection µ = θ

ω θ
α θ = eθθ

(
− ∂αeθθ + Γσθαe

θ
σ

)
ω θ
α θ = eθθ

(
− ∂αeθθ + Γθθαe

θ
θ + Γrθαe

θ
r

)
.

Therefore we have

ω θ
θ θ = 0

ω θ
r θ =

1

r

(
− ∂rr +

1

r
r

)
=

1

r

(
− 1 + 1

)
= 0.

(III) a = r and b = θ

In this case µ = θ

ω r
α θ = eθθ

(
− ∂αerθ + Γrθαe

r
r + Γθθαe

r
θ

)
.

Therefore

ω r
r θ = 0

ω r
θ θ =

1

r
(−r)

= −1.

(III) a = θ and b = r

For this case µ = r

ω θ
α r = err

(
− ∂αeθr + Γrrαe

θ
r + Γθrαe

θ
θ

)
.

Therefore we have

ω θ
r r = 0

ω θ
θ r = (0 + 0 + Γθrθe

θ
θ)

= 1.

The spin connections are

ω r
r r = ω r

θ r = 0, ω θ
θ θ = ω θ

r θ = 0, ω r
r θ = 0, ω r

θ θ = −1, ω θ
r r = 0 and ω θ

θ r = 1.

125



A.0.8 Spinors

A spinor field Ψα is an irreducible representation under boosts and rotations (under Lorentz transfor-
mations). Earlier, we saw that the covariant derivative of a vector V a that caries a Lorentz index a is
given by

DµV
a = ∂µV

a + ω a
µ bV

b.

The index α carried by the spinor field also transforms so that the covariant derivative of the spinor
field is given by

DµΨα = ∂µΨα + (ωµ)ab
[Γa,Γb]

2
Ψα.

The term that multiplies the spin connection (i.e.
[Γa,Γb]

2
) is the generator of the Lorentz group for

the spinor representaion. The generators obey the Lorentz algebra which is given by

[Jµν , Jρσ] = (ησµJρν + ηνσJµρ − ηρµJσν − ηνρJµσ).

To prove that [Γa,Γb] satisfies the Lorentz algebra, lets first define ΓaΓb = Γab. We will work in
4-dimensional flat space where the gamma matrices are denoted by γ. Through out this proof we will
use the identities

γµγν + γνγµ = 2ηνµ, (A.0.61)

γµγν = −γνγµ for µ 6= ν. (A.0.62)

Let Lµν be given by

Lµν =
1

2
[γµγν − γνγµ] (A.0.63)

= γµγν for µ 6= ν (A.0.64)

then

LµνLσρ = γµγνγσγρ for µ 6= ν and σ 6= ρ. (A.0.65)

Using the above identities we get

LµνLσρ = γµ(−γσγν + 2ησν)γρ

= −(−γσγµ + 2ησµ)γνγρ + 2ησνγµγρ

= γσγµ(−γργν + 2ηρν)− 2ησµγνγρ + 2ησνγµγρ

= −γσ(−γργµ + 2ηρµ)γν + 2ηρνγσγµ − 2ησµγνγρ + 2ησνγµγρ

= LσρLµν − 2ηρµγσγν + 2ηρνγσγµ − 2ησµγνγρ + 2ησνγµγρ.

Notice that by using (A.0.64) we can write

2ηνργσγµ = 2ηνρLσµ

and this is only applicable when σ 6= µ. This implies that we make a mistake when ν = ρ and σ = µ,
but this mistake is cancelled by the term

−2ησµγνγµ → −2ησµLνµ.

Finally we get

[Lµν , Lσρ] = 2ηνρLσµ − 2ησµLνρ + 2ησνLµρ − 2ηµρLσν . (A.0.66)

Therefore we see that the L’s satisfy the Lorentz algebra which implies that they are Lorentz genera-
tors. The covariant derivative is

DµΨα = ∂µΨα + (ωµ)abΓ
abΨα. (A.0.67)

We have managed to defined a spinor and its covariant derivative. Now let investigate how the spinor
covariant derivative transforms.

126



Spinor transformation

In this subsection, will focus on how spinors and their covariant derivative transforms. To be sure
that we are arriving at sensible results, we will confirm our results by analogy with the U(1) gauge
theory. Although we would not expect our results to be the same as the U(1) theory, we expect at
least the structure to be same. Let’s first investigate how the spinor transforms. Recall that in the
U(1) gauge theory the field φ transforms as

φ(x)→ φ′(x) = U(x)φ(x)

where U(x) is a unitary operator which is usually represented by U(x) = eiβ(x) where β(x) is real. In
this case the U(1) theory tells us that we should expect that when we transform the spinor field, the
new spinor field must contain the old spinor field multiplied by the group transformation element

Ψ(x)→ Ψ(x)′ = U(Λ)Ψ(x).

We would like to write the spinor transformation in terms of the exponential. We can achieve this by
expanding Λ as follows

Λµν = δµν + λµν +O(λ2).

To trust this expansion, we must make sure that it satisfies the property

ηµνΛµρΛνσ = ηρσ. (A.0.68)

Let check if this is satisfied

ηµνΛµρΛνσ = ηµν(δµρ + λµρ)(δνσ + λνσ)

= ηµν(δµρ δ
ν
σ + δµρλ

ν
σ + λµρδ

ν
σ +O(λ2))

= ηρσ + λσρ + λρσ.

This last equation is equivalent to (A.0.68) if and only if λσρ is anti-symmetric (i.e. λσρ = −λρσ).
Now we can write

U(Λ) = e−
1
2
λab(x)γab .

Therefore our spinor transformation is given by

Ψ(x)→ Ψ(x)′ = e−
1
2
λab(x)γabΨ(x). (A.0.69)

Now look at how the covariant derivative of a spinor transforms. Again, we will first look at the
covariant derivative of the U(1) field and see how it transforms. This covariant derivative is given by

Dµφ(x) = ∂µφ+Aµφ(x)

and (A.0.59) tells us how Aµ transforms. Now, considering the covariant derivative of the U(1) field,
we get

Dµφ→ [Dµφ]′ = ∂µ(Uφ) + (UAµU
† − (∂µU)U †)Uφ

= (∂µU)φ+ U(∂µφ) + (UAµU
†U − (∂µU)U †U)φ

= (∂µU)φ+ U(∂µφ) + (UAµ − ∂µU)φ

= U∂µφ+ UAµφ

= U(∂µφ+Aµφ)

= UDµφ.

When we transform the covariant derivative of the U(1) field we get the same covariant derivative
multiplied by U . Therefore the covariant derivative transforms like the field φ(x). So we expect the
same structure when we transform the covariant derivative of the spinor. We expect that the covariant
derivative of the spinor transforms like a spinor and it turns out that this is correct

DµΨα → [DµΨα]′ = e−
1
2
λab(x)γabDµΨα.
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A.0.9 Type IIB Supergravity

In type IIB supergravity we have different types of fields which are classified as bosons or fermions.
These bosonic and fermionic fields can further be classified as gauge fields and non-gauge fields. A
summary of these fields is given in the table below

Fields U(1) SU(1, 1) Dim fermion/boson gauge field/non gauge field

eaµ 0 0 L0 boson gauge

Aαµν 0 2 L−4 boson gauge

Aµνρσ 0 0 L−4 boson gauge

V α
± ±1 2 L0 boson non gauge

ψµ
1
2 0 L−

9
2 fermion gauge

λ 3
2 0 L−

9
2 fermion non gauge

ε 1
2 0 L

1
2 fermion non gauge

κ 0 0 L4 - -

The N = 2, D = 10 theory [78] has a linearly realized U(1) symmetry and a complex scalar. This
complex scalar is made out of two real fields φ and χ and is identified with a coset space SU(1, 1)/U(1).
It is denoted V α

± . The ± on V α
± tells us about the U(1) charge and α = 1, 2 represents the SU(1, 1)

index. We would like to derive the variation of the fields in the above table. We will mainly use the
U(1) and SU(1, 1) to guide us in guessing the expressions and later we will check if the dimensions
of the left hand side matches the dimensions of the right hand side. When doing the variation for
terms that are not gauge fields, we will use a selection rule based on the fact that gauge fields have
derivative terms in their transformation rule while non gauge fields do not have these terms. This can
be seen in the following example: consider the transformation of the gauge field

Aαµν → Aαµν + ∂µΛαν − ∂νΛαµ (A.0.70)

Aµνρλ → Aµνρλ −
iκ

4
εαβΛα[µF

β
νρλ] (A.0.71)

where F βνρλ = 3∂[νA
β
ρλ]. We see that gauge transformation of Aµνρλ is not as trivial as one might have

thought. One would have naively guessed that the transformation should be

Aµνρλ → Aµνρλ + 4∂[µΛνρλ]

where
4∂[µΛνρλ] = ∂µΛνρλ − ∂νΛρλµ + ∂ρΛλµν − ∂λΛµνρ

but due to constrains that the type IIB supegravity obeys, the correct gauge transformation is
(A.0.71). From these examples we see that the gauge transformation of the gauge fields contains
derivative terms. So any term that contains gauge fields in a non gauge field variation will be set to
zero. We will compute the variation of δV α

+ , δV α
− and δAαµν .

Variation of the fields

We will start with δV α
+

Variation of V α
+

The possible terms are

δεV
α

+ = V α
− ε̄
∗λ+ V α

+ ε̄γ
µψµ +Aαβρε̄

∗γβργµψµ + V α
+ (ε̄γµψµ)∗ + ε̄λγµνAαµν .

Since V α
− is not a gauge field, we have to eliminate all the terms that contains the gauge fields. This

expression then becomes

δεV
α

+ = V α
− ε̄
∗λ.
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Now to fix the dimensions of this equation we need to include the Newton’s constant κ. This equation
is then expressed as

δεV
α

+ = κV α
− ε̄
∗λ. (A.0.72)

Variation of V α
−

δεV
α
− = V α

+ ε̄λ
∗ + V α

− ε̄γ
µψµ + V α

− (ε̄γµψµ)∗ + ε̄γβρAαβργ
µψ̄µ + ε̄∗λ∗γµνAαµν .

Applying the same reasoning as above, we find

δεV
α
− = κV α

+ ε̄λ
∗. (A.0.73)

Variation of Aαµν

δεA
α
µν = κAαµν ε̄γ

βψβ + κAαµν(ε̄γβψβ)∗ + V α
− ε̄λγµν + V α

+ ε̄
∗λ∗γµν + V α

− ε̄
∗γ[µψν] + V α

+ ε̄γµψ
∗
ν .

Notice that Aαµν is a gauge field, so in this case the terms that contains gauge fields will be allowed,
unlike previous cases. We expect that when we take the second variation the left hand side must
depend on terms that have at most first order derivatives in ε (i.e. ∂ε). However the first and the
second terms will give us second order derivatives, so we need to exclude them. This leads us to the
expression

δεA
α
µν = V α

− ε̄λγµν + V α
+ ε̄
∗λ∗γµν + 4iV α

− ε̄
∗γ[µψν] + 4iV α

+ ε̄γµψ
∗
ν . (A.0.74)

One needs to be careful when writing the variation of the gauge field. Checking if the U(1) and SU(1, 1)
charges match is not enough. One also needs to check if the commutator of two supersymmetry
transformation is consistent with the set of gauge transformations and this is why we have added
the factor ”4i” on the last two terms. It is clear that for the fields to have a consistent gauge
transformation, they must obey the following algebra

[δ(ε1), δ(ε2)] = δ(ξ) + δ(l) + δ(ε) + δ(Λ.) + δ(Λ...) + δ(Σ), (A.0.75)

and all of these parameters represent local symmetries. δ(ε) is the local SUSY, δ(ξ) is the local change
of coordinate, δ(l) is the local Lorentz, δ(Λ.) is the string gauge transformation, δ(Λ...) is the 3 brane
gauge transformation and δ(Σ) is the local U(1). This commutator plays an important role in this
theory. The fields of this theory satisfy [78]

[δ(ε1), δ(ε2)]

 eaµ
Aαµν
V α
±

 =

(
δ(ξ) + δ(l) + δ(ε) + δ(Λ.) + δ(Λ...) + δ(Σ)

) eaµ
Aαµν
V α
±

 . (A.0.76)

Notice that we didn’t include the fields Aµνρσ, ψµ and λ. This is because for these fields to satisfy
the above equation, there must be an extra condition that must be imposed. For Aµνρσ to satisfy
(A.0.76), the five form of this theory must be self dual F(5) =∗ F(5). ψµ and λ only satisfy equation
(A.0.76) if some field equations are true and these field equations give the equations of motion of the
IIB supergravity.
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Appendix B

Projectors

In order to evaluate the Schur polynomials and restricted Schur polynomials, we need to know the
characters and the restricted characters of the symmetric group. Projectors become handy when we
want to compute these characters. In this appendix, we will show how to construct projectors of
arbitrary Young diagram with two removable boxes. This method can be used to construct projectors
with any number of removable boxes. The constructed projectors will then be tested to see if they
satisfy the projector conditions.

The aim of this appendix is to explicitly demonstrate the following projector properties that were
quoted in chapter 3.4

P · P = P , P · P = 0. (B.0.1)

Given the projectors

P =
ds
2

[
|1〉〈1|+ |2〉〈2|+ 1

c(ab) − c(cd)
|1〉〈1|+

√
1− 1

(c(ab) − c(cd))2
|2〉〈1|

− 1

c(ab) − c(cd)
|2〉〈2|+

√
1− 1

(c(ab) − c(cd))2
|1〉〈2|

]
. (B.0.2)

P =
ds
2

[
|1〉〈1|+ |2〉〈2| − 1

c(ab) − c(cd)
|1〉〈1| −

√
1− 1

(c(ab) − c(cd))2
|2〉〈1|

+
1

c(ab) − c(cd)
|2〉〈2| −

√
1− 1

(c(ab) − c(cd))2
|1〉〈2|

]
, (B.0.3)
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we want to check that the defining properties true for any projector, are obeyed.

P · P =
1

4

[
|1〉〈1|+ |2〉〈2|+ 1

c(ab) − c(cd)
|1〉〈1|+

√
1− 1

(c(ab) − c(cd))2
|2〉〈1|

− 1

c(ab) − c(cd)
|2〉〈2|+

√
1− 1

(c(ab) − c(cd))2
|1〉〈2|

]
·
[
|1〉〈1|+ |2〉〈2|

+
1

c(ab) − c(cd)
|1〉〈1|+

√
1− 1

(c(ab) − c(cd))2
|2〉〈1| − 1

c(ab) − c(cd)
|2〉〈2|

+

√
1− 1

(c(ab) − c(cd))2
|1〉〈2|

]
=

1

4

[
|1〉〈1|

(
2 +

2

c(ab) − c(cd)

)
+ |2〉〈2|

(
2− 2

c(ab) − c(cd)

)
+ |1〉〈2|

(
2

√
1− 1

(c(ab) − c(cd))2

)
+ |2〉〈1|

(
2

√
1− 1

(c(ab) − c(cd))2

)]
= P .

P · P =
1

4

[
|1〉〈1|+ |2〉〈2|+ 1

c(ab) − c(cd)
|1〉〈1|+

√
1− 1

(c(ab) − c(cd))2
|2〉〈1|

− 1

c(ab) − c(cd)
|2〉〈2|+

√
1− 1

(c(ab) − c(cd))2
|1〉〈2|

]
·
[
|1〉〈1|+ |2〉〈2|

− 1

c(ab) − c(cd)
|1〉〈1| −

√
1− 1

(c(ab) − c(cd))2
|2〉〈1|+ 1

c(ab) − c(cd)
|2〉〈2|

−
√

1− 1

(c(ab) − c(cd))2
|1〉〈2|

]
=

1

4

[
|1〉〈1|

(
1− 1 +

1

c(ab) − c(cd)
− 1

c(ab) − c(cd)

)
+ |2〉〈2|

(
1− 1− 1

c(ab) − c(cd)
+

1

c(ab) − c(cd)

)
+ |1〉〈2|

(√
1− 1

(c(ab) − c(cd))2
· 1

c(ab) − c(cd)
−
√

1− 1

(c(ab) − c(cd))2
· 1

c(ab) − c(cd)

+

√
1− 1

(c(ab) − c(cd))2
−
√

1− 1

(c(ab) − c(cd))2

)

+ |2〉〈1|
(√

1− 1

(c(ab) − c(cd))2
· 1

c(ab) − c(cd)
−
√

1− 1

(c(ab) − c(cd))2
· 1

c(ab) − c(cd)

+

√
1− 1

(c(ab) − c(cd))2
−
√

1− 1

(c(ab) − c(cd))2

)]
= 0.

So we have shown that the projectors that we constructed using two removable boxes do satisfy the
projector conditions. We conclude that P and P are indeed projectors.
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Appendix C

Real Hermittian matrix

Our goal here is to study the Jacobian that arises when one changes variables from the real Hermittian
matrix to eigenvalues. We do this as follows

0 =

∫
[dM ]

d

dMij

(
(Mn)ije

− 1
2
tr(M2)

)
=

∫
[dM ]

( n−1∑
r=0

tr(M r)tr(Mn−r−1)− tr(Mn+1)

)
e−

1
2
tr(M2). (C.0.1)

The first term of the above equation is obtain by using the following relation

d

dMij
(Mn)ij =

d

dMij

(
MiaMabMbcMcd · · ·MyzMzj

)
= δiiδjaMabMbcMcd · · ·MyzMzj + δiaδbjMiaMbcMcd · · ·MyzMzj + δibδjcMiaMabMcd · · ·MyzMzj

+ δicδjdMiaMabMbc · · ·MyzMzj + · · ·+ δiyδjzMiaMabMbcMcd · · ·Mzj +MiaMabMbcMcd · · ·Myzδizδjj

= tr(M0)MjbMbcMcd · · ·MyzMzj +MiiMjcMcd · · ·MyzMzj +MiaMaiMcd · · ·MyzMzj

+MiaMabMbi · · ·MyzMzj + · · ·+MiaMabMbcMcd · · ·Mjj +MiaMabMbc · · ·MyzMyitr(M
0)

= tr(M0)tr(Mn−1) + tr(M)tr(n−2) + tr(M2)tr(Mn−3) + tr(M3)tr(Mn−4) + · · ·+ tr(Mn−2)tr(M)

+ tr(Mn−1tr(M0))

=
n−1∑
r=0

tr(M r)tr(Mn−r−1).

Equation (C.0.1) then becomes〈 n−1∑
r=0

tr(M r)tr(Mn−r−1)

〉
=

〈
tr(Mn+1)

〉
. (C.0.2)

In terms of eigenvalues, we can write this expression as〈 n−1∑
r=0

N∑
i=1

λri

N∑
j=1

λn−1−r
j

〉
=

〈 N∑
k=1

λn+1
k

〉
. (C.0.3)

Now let us repeat the same procedure, but instead of starting from the Hermittian matrix, we will
directly start by representing our real Hermittian matrix in terms of its eigenvalues and this means
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that we need to also include the Jacobian, that is

0 =

∫ N∏
i=1

dλi

N∑
j=1

∂

∂λj

(
λnj Je

− 1
2

∑N
k=1 λ

2
k

)
(C.0.4)

=

∫ N∏
i=1

dλiJe
− 1

2

∑N
k=1 λ

2
k

(
n

N∑
j=1

λn−1
j +

N∑
j=1

1

J

∂J

∂λj
λnj −

N∑
j=1

λn+1
j

)
(C.0.5)

=

∫ N∏
i=1

dλiJe
− 1

2

∑N
k=1 λ

2
k

(
n

N∑
j=1

λn−1
j +

N∑
j=1

∂ ln J

∂λj
λnj −

N∑
j=1

λn+1
j

)
. (C.0.6)

Comparing (C.0.3) and (C.0.6) we learn that

0 =

∫ N∏
i=1

Je−
1
2

∑N
k=1 λ

2
k

(
n

N∑
j=1

λn−1
j +

N∑
j=1

∂ ln J

∂λj
λnj −

n−1∑
r=0

N∑
i=1

λri

N∑
j=1

λn−1−r
j

)
. (C.0.7)

For this above equation to be true, the term inside the bracket should be set to zero

0 = n

N∑
j=1

λn−1
j +

N∑
j=1

∂ ln J

∂λj
λnj −

n−1∑
r=0

N∑
i=1

λri

N∑
j=1

λn−1−r
j (C.0.8)

N∑
j=1

∂ ln J

∂λj
λnj =

n−1∑
r=0

N∑
i=1

λri

N∑
j=1

λn−1−r
j − n

N∑
j=1

λn−1
j (C.0.9)

=
N∑
i=1

N∑
j=1

λn−1
j

n−1∑
r=0

(
λi
λj

)r
− n

N∑
j=1

λn−1
j (C.0.10)

=

N∑
j=1

λn−1
j

n−1∑
r=0

(
λj
λj

)r
+

N∑
i,j=1
i 6=j

λn−1
j

n−1∑
r=0

(
λi
λj

)r
− n

N∑
j=1

λn−1
j (C.0.11)

=

N∑
j=1

λn−1
j n+

N∑
i,j=1
i 6=j

λn−1
j

n−1∑
r=0

(
λi
λj

)r
− n

N∑
j=1

λn−1
j (C.0.12)

=

N∑
i,j=1
i 6=j

λn−1
j

n−1∑
r=0

(
λi
λj

)r
. (C.0.13)

Now using the results that one gets when summing the geometric series, that is

n−1∑
r=0

(
λi
λj

)r
=

1− λni
λnj

1− λi
λj

=
λnj − λni

λn−1
j (λj − λi)

, (C.0.14)
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we find

N∑
j=1

∂ ln J

∂λj
λnj =

N∑
i,j=1
i 6=j

λn−1
j

λnj − λni
λn−1
j (λj − λi)

(C.0.15)

=

N∑
i,j=1
i 6=j

λnj − λni
λj − λi

(C.0.16)

=

N∑
i,j=1
i 6=j

λnj
λj − λi

−
N∑

i,j=1
i 6=j

λni
λj − λi

(C.0.17)

=

N∑
i,j=1
i 6=j

λnj
λj − λi

−
N∑

i,j=1
i 6=j

λnj
λi − λj

(C.0.18)

=

N∑
i,j=1
i 6=j

λnj
λj − λi

+

N∑
i,j=1
i 6=j

λnj
λj − λi

(C.0.19)

= 2

N∑
i,j=1
i 6=j

λnj
λj − λi

, (C.0.20)

where n = 0, 1, · · · , N − 1. Now it is straight forward to solve for J ,

N∑
j=1

∂ ln J

∂λj
λnj = 2

N∑
j=1

N∑
i=1
i 6=j

λnj
λj − λi

. (C.0.21)

This last equation holds for any n. This tells us that

∂ ln J

∂λj
= 2

N∑
i=1
i 6=j

1

λj − λi
. (C.0.22)

The solution to this differential equation is

ln J =
∑
i,j
i 6=j

ln(λi − λj)2 (C.0.23)

and this implies that

J =
∏
i,j
i 6=j
i>j

(λi − λj)2. (C.0.24)

So we see that the Jacobian that is used to change variable from the real Hermittian matrices to
eigenvalues is given by (C.0.24).
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Appendix D

BPS Gauss graphs

In this appendix, we want to investigate the relation between the operators O ~m,~p
R,r (X,Y, Z) and O ~m,~p

R,r (σ).

The operator O ~m,~p
R,r (X,Y, Z) (which it is a BPS operator) is given by

O ~m,~p
R,r (X,Y.Z) =

1

m!n!p!

√
|HX ×HY |hooksr

hooksRfR

∑
σ∈Sn+m+p

Tr(PR,rΓR(σ))Tr(σX⊗pY ⊗mZ⊗n) (D.0.1)

and the operator O ~m,~p
R,r (σ) is given by

O ~m,~p
R,r (σ) =

|HX ×HY |√
p!m!

∑
j,k

∑
s`m

∑
t`p

∑
~µ1,~µ2

√
dsdtΓ

(s,t)
jk (σ)B

(s,t)→1|HX×HY |
j~µ1

B
(s,t)→1|HX×HY |
k~µ2

OR,(r,s,t)~µ1~µ2
.

(D.0.2)

The easy way to find out how these two operators are related is to compute the two point function of
both operators and compare the results. The operators O ~m,~p

R,r (X,Y, Z) are normalized to have a unit
two point function, that is

〈O ~m,~p
R,r (X,Y, Z)O ~m,~p

R,r (X,Y, Z)〉 = 1. (D.0.3)

The two point function of the other operator is given by

〈O ~m,~p
R,r (σ1)O ~m′,~p′

R′,r′ (σ2)〉 =
|HX ×HY |2√
p!m!p′!m′!

∑
j,k

∑
s`m

∑
t`p

∑
~µ1,~µ2

√
dsdtΓ

(s,t)
jk (σ1)B

(s,t)→1|HX×HY |
j~µ1

B
(s,t)→1|HX×HY |
k~µ2

×
∑
j′,k′

∑
s′`m′

∑
t′`p′

∑
~µ′1,~µ

′
2

√
ds′dt′Γ

(s′,t′)
j′k′ (σ2)B

(s′,t′)→1|HX×HY |
j′~µ′1

B
(s′,t′)→1|HX×HY |
k′~µ′2

〈OR,(r,s,t)~µ1~µ2
OR′,(r′,s′,t′)~µ′1~µ′2

〉.

(D.0.4)

Now using the identity

1

|HX ×HY |
∑

γ∈HX×HY

Γ
(s,t)
ik (γ) =

∑
~µ

B
(s,t)→1|HX×HY |
i~µ B

(s,t)→1|HX×HY |
k~µ (D.0.5)

we find

〈O ~m,~p
R,r (σ1)O ~m′,~p′

R′,r′ (σ2)〉 =
1

p!m!

∑
j,k

∑
j′,k′

∑
s`m

∑
t`p

∑
γ1,γ2∈HX×HY

dsdtΓ
(s,t)
jk (σ1)Γ

(s,t)
jj′ (γ1)Γ

(s,t)
j′k′ (σ2)Γ

(s,t)
kk′ (γ2).

(D.0.6)

Above we have used the following results

〈OR,(r,s,t)~µ1~µ2
OR′,(r′,s′,t′)~µ′1~µ′2

〉 = δRR′δrr′δss′δµ1µ′1
δµ2µ′2

. (D.0.7)

135



We therefore have

〈O†~m,~pR,r (σ1)O ~m′,~p′

R′,r′ (σ2)〉 =
1

p!m!

∑
s

∑
t

∑
γ1,γ2∈HX×HY

dsdtχ(s,t)(σ1γ1σ2γ2) (D.0.8)

=
∑

γ1,γ2∈HX×HY

δ(σ−1
1 γ1σ2γ2). (D.0.9)

Now that we have managed to compute this two point function, we will re-write the operatorO ~m,~p
R,r (X,Y, Z)

in terms of O ~m,~p
R,r (σ) keeping in mind that we are interested only in BPS operators.

O ~m,~p
R,r (X,Y, Z) =

1

m!n!p!

√
|HX ×HY |hooksr

hooksRfR

∑
σ∈Sn+m+p

Tr(PR,rΓR(σ))Tr(σX⊗pY ⊗mZ⊗n) (D.0.10)

=
1

m!n!p!

√
|HX ×HY |hooksr

hooksRfR

∑
σ∈Sn+m+p

Tr

(∑
s`m

∑
t`p

∑
µ

PR,(r,s,t)µµΓR(σ)

)
Tr(σX⊗pY ⊗mZ⊗n)

(D.0.11)

=

√
|HX ×HY |hooksr

hooksRfR

∑
s`m

∑
t`p

∑
µ

χR,(r,s,t)µµ(X,Y, Z) (D.0.12)

=

√
|HX ×HY |hooksr

hooksRfR

∑
s`m

∑
t`p

∑
µ

√
hooksRfR

hooksrhooksshookst
OR,(r,s,t)µµ(X,Y, Z) (D.0.13)

=
√
|HX ×HY |

∑
s`m

∑
t`p

∑
µ

√
1

hooksshookst
OR,(r,s,t)µµ(X,Y, Z) (D.0.14)

=

√
|HX ×HY |

m!p!

∑
s`m

∑
t`p

∑
µ

√
dsdtOR,(r,s,t)µµ(X,Y, Z). (D.0.15)

Now looking at the BPS operator quoted in (D.0.2), which is obtained by setting σ = 1, we have

O ~m,~p
R,r (1) =

|HX ×HY |√
m!p!

∑
s`m

∑
t`p

∑
µ

√
dsdtOR,(r,s)µµ . (D.0.16)

Compare this with (D.0.15), to learn 1

O ~m,~p
R,r (X,Y.Z) =

1√
|HX ×HY |

O ~m,~p
R,r (1). (D.0.17)

This is the relation we wanted. Taking the two point function we find

〈O ~m,~p
R,r (X,Y, Z)O ~m,~p

R,r (X,Y, Z)〉 =
1

|HX ×HY |
〈O†~m,~pR,r (1)O ~m,~p

R,r (1)〉 (D.0.18)

and this tells us that we have the following relationship∑
γ1,γ2∈HX×HY

δ(σ−1
1 γ1σ2γ2)

∣∣∣∣
σ1=σ2=1

= |HX ×HY |. (D.0.19)

1One should bare in mind that this operator O ~m,~p
R,r (1) is a function of X,Y, Z.
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Appendix E

Derivatives of the Gauss graphs

Here, we want to derive the expression obtained when one takes derivative of O ~m,~p
R,r (X,Y, Z). The

derivatives we are interested in are Tr

(
d

dX

)
, Tr

(
d

dY

)
and Tr

(
d

dZ

)
. Consider the operator

Ô ~m,~p
R,r (X,Y, Z) which is given by

O ~m,~p
R,r (X,Y, Z) =

√
|HX ×HY |hooksr

hooksRfR
Ô ~m,~p
R,r (X,Y, Z). (E.0.1)

First we use the following form of this operator

Ô ~m,~p
R,r (X,Y, Z) = Tr

(
Y
d

dZ

)m
Tr

(
X

d

dZ

)p
χ(n+m+p)(Z). (E.0.2)

Taking the derivative of Ô ~m,~p
R,r (X,Y, Z) with respect to Tr

(
d

dX

)
, Tr

(
d

dY

)
and Tr

(
d

dZ

)
will entail

evaluating Tr

(
d

dZ

)
χ(n+m+p)(Z). We will now develop a way of evaluating this expression. We follow

[60].

E.1 Evaluating: Tr

(
d

dZ

)
χR(Z)

Recall the definition of the Schur polynomial

χR(Z) =
1

n!

∑
σ∈Sn

χR(σ)Zi1iσ(1)
Zi2iσ(2)

Zi3iσ(3)
· · ·Ziniσ(n)

. (E.1.1)

The derivative of the Schur polynomial is

Tr

(
d

dZ

)
χR(Z) = Tr

(
d

dZ

)
1

n!

∑
σ∈Sn

χR(σ)Zi1iσ(1)
Zi2iσ(2)

Zi3iσ(3)
· · ·Ziniσ(n)

(E.1.2)

=
1

n!

∑
σ∈Sn

χR(σ)

(
δi1iσ(1)

Zi2iσ(2)
Zi3iσ(3)

· · ·Ziniσ(n)
+ Zi1iσ(1)

δi2iσ(2)
Zi3iσ(3)

· · ·Ziniσ(n)
+ Zi1iσ(1)

Zi2iσ(2)
δi3iσ(3)

· · ·Ziniσ(n)
+

· · ·+ Zi1iσ(1)
Zi2iσ(2)

Zi3iσ(3)
· · · δiniσ(n)

)
. (E.1.3)

To simplify this, make use of a change of variables by replacing σ → ρτρ−1. We replace the σ of the
second term, third term,· · · , n-term by (12)τ(12), (13)τ(13),· · · , (1n)τ(1n) respectively. Doing that
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we find

Tr

(
d

dZ

)
χR(Z) =

1

n!

( ∑
τ∈Sn

χR(τ)δi1iσ(1)
Zi2iσ(2)

Zi3iσ(3)
· · ·Ziniσ(n)

+
∑
τ∈Sn

χR((12)τ(12))Zi1i(12)τ(12)(1)
δi2i(12)τ(12)(2)

Zi3i(12)τ(12)(3)

· · ·Zini(12)τ(12)(n)
+
∑
τ∈Sn

χR((13)τ(13))Zi1i(13)τ(13)(1)
Zi2i(13)τ(13)(2)

δi3i(13)τ(13)(3)
· · ·Zini(13)τ(13)(n)

+

· · ·+
∑
τ∈Sn

χR((1n)τ(1n))Zi1i(1n)τ(1n)(1)
Zi2i(1n)τ(1n)(2)

Zi3i(1n)τ(1n)(3)
· · · δini(1n)τ(1n)(n)

)
. (E.1.4)

Making use of the identities

n∏
a=1

v(σ(a))ia =

n∏
a=1

v(a)iσ−1(a) (E.1.5)

n∏
a=1

δiajσ(a)
=

n∏
a=1

δ
iσ−1(a)

ja
(E.1.6)

gives

Tr

(
d

dZ

)
χR(Z) =

1

n!

( ∑
τ∈Sn

χR(τ)δi1iτ(1)
Zi2iτ(2)

Zi3iτ(3)
· · ·Ziniτ(n)

+
∑
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iτ(2)
δ
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Z
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iτ(3)

· · ·Zi(12)(n)

iτ(n)
+
∑
τ∈Sn

χR((13)τ(13))Z
i(13)(1)

iτ(3)
Z
i(13)(2)

iτ(2)
δ
i(13)(3)

iτ(1)
· · ·Zi(13)(n)

iτ(n)
+

· · ·+
∑
τ∈Sn

χR((1n)τ(1n))Z
i(1n)(1)

iτ(n)
Z
i(1n)(2)

iτ(2)
Z
i(1n)(3)

iτ(3)
· · · δi(1n)(n)

iτ(1)

)
=

1

n!

( ∑
σ∈Sn

χR(σ)δi1iσ(1)
Zi2iσ(2)

Zi3iσ(3)
· · ·Ziniσ(n)

+
∑
τ∈Sn

χR((12)τ(12))Z
i(2)

iτ(2)
δ
i(1)

iτ(1)
Z
i(3)

iτ(3)
(E.1.7)

· · ·Zi(n)

iτ(n)
+
∑
τ∈Sn

χR((13)τ(13))Z
i(3)

iτ(3)
Z
i(2)

iτ(2)
δ
i(1)

iτ(1)
· · ·Zi(n)

iτ(n)
+ · · ·+

∑
τ∈Sn

χR((1n)τ(1n))Z
i(n)

iτ(n)
Z
i(2)

iτ(2)
Z
i(3)

iτ(3)
· · · δi(1)

iτ(1)

)
.

Using the cyclicity of the trace, we have

Tr

(
d

dZ

)
χR(Z) =

1

n!

( ∑
ψ∈Sn

χR(ψ)δi1iψ(1)
Zi2iψ(2)

Zi3iψ(3)
· · ·Ziniψ(n)

+
∑
ψ∈Sn

χR(ψ)Z
i(2)

iψ(2)
δ
i(1)

iψ(1)
Z
i(3)

iψ(3)

· · ·Zi(n)

iψ(n)
+
∑
ψ∈Sn

χR(ψ)Z
i(3)

iψ(3)
Z
i(2)

iψ(2)
δ
i(1)

iψ(1)
· · ·Zi(n)

iψ(n)
+ · · ·+

∑
ψ∈Sn

χR(ψ)Z
i(n)

iψ(n)
Z
i(2)

iψ(2)
Z
i(3)

iψ(3)
· · · δi(1)

iψ(1)

)
(E.1.8)

=
n

n!

∑
ψ∈Sn

χR(ψ)δi1iψ(1)
Zi2iψ(2)

Zi3iψ(3)
· · ·Ziniψ(n)

. (E.1.9)

Now, our next step is to fix the delta-function. This is done by moving from Sn to Sn−1 where
Sn−1 ⊂ Sn. To move from the space of Sn to the subspace of Sn−1 we restrict i1 = iσ(1) which implies
that σ(1) = 1. Now, using the coset decomposition

Sn = Sn−1 ⊕ (12)Sn−1 ⊕ (13)Sn−1 ⊕ (14)Sn−1 ⊕ · · · ⊕ (1n)Sn−1 (E.1.10)
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for σ ∈ Sn−1, we find

Tr

(
d

dZ

)
χR(Z) =

n

n!

∑
ψ∈Sn

χR(ψ)δi1iψ(1)
Zi2iψ(2)

Zi3iψ(3)
· · ·Ziniψ(n)

(E.1.11)

=
n

n!

∑
σ∈Sn−1

(
χR(σ)δi1iσ(1)

Zi2iσ(2)
Zi3iσ(3)

· · ·Ziniσ(n)
+ χR((12)σ)δi1i(12)σ(1)

Zi2i(12)σ(2)
Zi3i(12)σ(3)

· · ·Zini(12)σ(n)

+ χR((13)σ)δi1i(13)σ(1)
Zi2i(13)σ(2)

Zi3i(13)σ(3)
· · ·Zini(13)σ(n)

+ · · ·

+ χR((1n)σ)δi1i(1n)σ(1)
Zi2i(1n)σ(2)

Zi3i(1n)σ(3)
· · ·Zini(1n)σ(n)

)
. (E.1.12)

The delta function δi1iσ(1)
becomes δi1iσ(1)

= N and this expression is reduced to

Tr

(
d

dZ

)
χR(Z) =

n

n!

∑
σ∈Sn−1

(
χR′(σ)NZi2iσ(2)

Zi3iσ(3)
· · ·Ziniσ(n)

+ χR′((12)σ)δi2iσ(1)
Zi1iσ(2)

Zi3iσ(3)
· · ·Ziniσ(n)

+ χR′((13)σ)δi3iσ(1)
Zi2iσ(2)

Zi1iσ(3)
· · ·Ziniσ(n)

+ · · ·+ χR′((1n)σ)δiniσ(1)
Zi2iσ(2)

Zi3iσ(3)
· · ·Zi1iσ(n)

)
(E.1.13)

=
n

n!

∑
σ∈Sn−1

(
χR′(σ)NZi2iσ(2)

Zi3iσ(3)
· · ·Ziniσ(n)

+ χR′((12)σ)Zi2iσ(2)
Zi3iσ(3)

· · ·Ziniσ(n)

+ χR′((13)σ)Zi2iσ(2)
Zi3iσ(3)

· · ·Ziniσ(n)
+ · · ·+ χR′((1n)σ)Zi2iσ(2)

Zi3iσ(3)
· · ·Ziniσ(n)

)
(E.1.14)

where R′ denotes the Young diagram obtained when we remove a single box from the Young diagram
R. We can write this last expression as follows

Tr

(
d

dZ

)
χR(Z) =

n

n!

∑
σ∈Sn−1

Tr

(
ΓR′(N + (12) + (13) + (14) + · · ·+ (1n))ΓR′(σ)

)
Zi2iσ(2)

Zi3iσ(3)
· · ·Ziniσ(n)

.

(E.1.15)

This can nicely be written in terms of symmetric group Casimirs. The Casimirs C(·,·) we need are
defined as follows

C(·,·) =
n∑
i=2

i−1∑
j=1

ΓR((ij)) = λR1R (E.1.16)

where λR is given by

λR =
∑ ri(ri − 1)

2
−
∑
j

ci(ci − 1)

2
. (E.1.17)

Using the definition of the Casimir, we can write the following relation

(12) + (13) + (14) + · · ·+ (1n) =

j=n∑
i<j,i=1

(ij)−
j=n∑

i<j,i=2

(ij) (E.1.18)

= λR − λR′ (E.1.19)
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We then have

Tr
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d

dZ

)
χR(Z) =

n
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c
RR

(1)
i

χ
R
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i
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where

cRR′ = N + λR − λR′ and R ` n, R′ ` n− 1

Now that we have managed to compute Tr

(
d

dZ

)
χR(Z), it is easy to generalized this to Tr

(
d

dZ

)m
χR(Z).

This general case is
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...

=
∑
Rm

· · ·
∑
R′′′

∑
R′′

∑
R′

cRm−1Rm · · · cR′′R′′′cR′R′′cRR′χRm(Z). (E.1.28)

E.2 The derivatives of Ô ~m,~p
R,r (X, Y, Z)

We will consider Tr
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d
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where q is the number of rows in the Young diagram R
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