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Abstract 

Multiple-Input Multiple-Output (MIMO) radar is a more general form of phased array radar, 

where each antenna in the array transmits linearly independent or mutually orthogonal 

signals. Sustained growth in computational power as well as the decline in the cost of 

integrated radio frequency (RF) components has made MIMO more viable than in the past. 

The potential emergence of practical MIMO radar has prompted an investigation into the 

detectability of MIMO radar signals using existing conventional Electronic warfare 

Support (ES) receivers such as the Crystal Video Receiver (CVR) and a specific type of 

superheterodyne receiver (superhet) known as the Zero IF Receiver (ZIFR). Literature on 

the detectability of MIMO radar signals is extremely scarce and this investigation aims to 

offer insights into the detectability of MIMO radar signals by means of computer 

simulations.   

The fundamental theory necessary for this research includes phased array radar theory, 

MIMO array radar theory and ES receiver signal detection theory. The detection of MIMO 

radar signals is compared to a reference phased array case to provide relative context. This 

investigation focusses on co-located Uniform Linear Arrays (ULA) based radar systems. 

The result of interest is the relative Signal-to-Noise Ratio (SNR) at which each type of 

radar can be detected by the ES receiver. Therefore, a lossless transmission, without loss 

of generality, is assumed. Constraints such as the equal transmit power over all antenna 

elements in the arrays, are used for a fair comparison. Many different array simulation 

setups are simulated. These setups are achieved by varying the number of elements in the 

array and the inter-element spacing. The phased array radar transmitted complex linear 

chirp signals, and the MIMO radar transmitted Hadamard sequences, interpolated using a 

Constant Envelope Linear-Route-of-Unity (CE-LRU) technique. The CVR and ZIFR 

detection thresholds were determined for a Probability of False Alarm (PFA) of 10-4.  

For all of the setups, the phased array radar was found to be more detectable than the MIMO 

radar at values of Probability of Detection (PD) below 0.6. The in phase coherent 

combination of phased array radar signals in its main beam resulted in a signal gain caused 

by the constructive addition of the signals. This gain thus increases with the number of 

antenna elements. In contrast, the MIMO signals also add coherently, but the instantaneous 

phase for each signal is a function of the transmitted signal as well as the direction of 

propagation relative to the array face. The set of orthogonal signals thus add constructively 

and destructively, resulting in the average signal power remaining approximately constant 
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despite the number of antenna elements increasing. The difference in detectability of the 

phased array radar over MIMO radar therefore increases as the number of antenna elements 

is increased, due to the fact that each element is constrained to transmit a fixed power.  

Comparing the performance of the ZIFR and CVR, the ZIFR outperforms the CVR. This 

is due to the fact that the ZIFR implements a quadrature ES receiver, and was able to detect 

both types of radar signals at a lower SNR than the CVR. However, both ES receivers 

struggle to detect MIMO radar signals in comparison to detecting phased array radar signals 

and this performance margin widens as the number of transmitting elements is increased. 

This result suggests that research into dedicated techniques for the detection of MIMO 

radar signals using ES receivers may be necessary should the need arise to detect MIMO 

radar signals in future. This is the first quantitative analysis of the detectability of MIMO 

radar signals using conventional ES receivers that the author is aware of. 
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1 Introduction 

Radio detection and ranging, known more commonly as radar, is a technique which 

employs radio frequency radiation detect objects. This is achieved by transmitting radio 

waves and analysing the echoed returns from the objects to determine the object’s 

properties such as range, altitude, direction and speed [1]. Radar is commonly associated 

with defence applications. Logically, it is advantageous to be alerted to the approach of a 

potential threat before the threat is within striking distance in a combat scenario. The alert 

allows for longer timelines, and thus better preparation to deal with the incoming threat, 

for example preparing a weapon system to intercept an incoming threat beyond that of the 

weapon system’s visual range. Conversely, the ability to detect the deployment of any 

defence measures provides the attacker with the information necessary to counteract or 

evade the defence measures. 

Radar is an all-weather, long range sensor and thus plays a major role in Electronic Warfare 

(EW). Adamy defines EW as “the art and science of preserving the use of the 

electromagnectic spectrum for friendly use while denying its use to the enemy.” [2]. The 

Armed Forces of the United States of America defines EW with three subdivisions: 

Electronic warfare Support (ES), Electronic Attack (EA) and Electronic Protection (EP). 

The corresponding definitions for each subdivision are quoted respectively [3]: 

ES: “Actions tasked by, or under direct control of, an operational commander to search 

for, intercept, identify, and locate or localize sources of intentional and unintentional 

radiated electromagnetic energy for the purpose of immediate threat recognition, targeting, 

planning, and conduct of future operations.” 

EA: “Use of electromagnetic energy, directed energy, or anti-radiation weapons to attack 

personnel, facilities, or equipment with the intent of degrading, neutralizing, or destroying 

enemy combat capability and is considered a form of fires1.” 

EP: “Actions taken to protect personnel, facilities, and equipment from any effects of 

friendly or enemy use of electromagnetic spectrum that degrade, neutralize, or destroy 

friendly combat capability.” 

An example of a typical cycle of EW in the context of a basic radar system is as follows. 

The defender deploys a radar for threat warning purposes. The attacker deploys a radar 

                                                      
1 “fires” refers to any form of attack on the enemy with the intent to do damage. In this case, an electromagnetic 

attack. 
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detection system, such as a radar intercept receiver, to detect the radar and identify the type 

of radar which has been deployed (ES). The attacker then uses the information obtained to 

counteract the defence measures, for example jamming the radar (EA). The result is a cycle 

of innovation between the attacker and defender where each one tries to gain an advantage 

over the other. 

It is interesting to note that the concept upon which radar is based is not a man-made 

innovation, and had already existed in many forms in nature. For example, nocturnal 

animals such as bats use ultrasonic ranging techniques to navigate and forage for food in 

the darkness of night. Conversely, the different types of insects, which are hunted by the 

bats, have ultrasonic hearing and are able to perform evasive manoeuvres to escape the bats. 

Studies have shown that the hunter and prey constantly adapt to try and better each other 

in the fight for survival [4]. The manmade EW conflict is thus reflected in nature as well. 

There are many ways to implement a radar system. One of the common radar architectures 

is the phased array radar. Phased arrays are antenna arrays in which the relative phase of 

each antenna element is manipulated such that the direction of the antenna beam is changed 

electronically instead of mechanically. Phased arrays can be either active or passive. 

Passive phased arrays have an electronically controlled phase shifter directly behind the 

antenna elements. This is as opposed to the significantly more complex active phased arrays 

which have transmit/receive modules instead of phase shifters [1]. Compared to mechanical 

steering, the electrical steering allows for agile beam operation, which is sometimes 

referred to as “inertia-less” operation. Phased arrays are also more cost effective in the long 

term and perform better than their single antenna mechanically steered counterparts [5]. 

A radar architecture, known as multiple-input-multiple-output (MIMO) radar, has been 

called a generalisation of phased array radar [6]. Each transmit antenna element in a MIMO 

array transmits a signal from a set of linearly independent signals as opposed to phased 

arrays where each antenna element transmits the same signal scaled by a complex  

weight [7]. MIMO radar is therefore more computationally intensive than its phased array 

counterpart, and the emergence of MIMO architecture is as a result of the sustained growth 

in computational power as well as the decline in the cost of integrated radio frequency (RF) 

components. There is an on-going debate whether or not MIMO radar is actually feasible 

when its phased array counterpart can achieve similar if not better results with less 

complexity for certain application [6]. It should be noted that it is difficult to fairly compare 

phased arrays and MIMO arrays, and this is evident in the current literature on  

the subject. 
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The emergence of MIMO radar and its potential implementation in future EW logically 

initiates the next step of the typical EW cycle. This calls for an investigation into the 

detectability of MIMO radar signals using existing conventional ES receivers. A 

comprehensive investigation will offer insights as to whether or not existing ES devices are 

able to detect MIMO radar signals, and if new development in this area is necessary. 

Research in the field of MIMO radar is predominantly confined to theoretical work and 

focusses on improving the performance of MIMO radar and its ability to detect targets. It 

should be noted that it is difficult to fairly and conclusively compare MIMO radar to its 

phased array counterparts, and the lack thereof is evident in literature [6]. MIMO radar can 

be broadly classified into two categories: statistical MIMO radar and coherent MIMO radar. 

Statistical MIMO radar uses widely spaced antenna elements to achieve spatial diversity. 

Each individual element induces an independent scattering response from the target, 

resulting in diversity gain [8]. Coherent MIMO radar involves closely spaced antenna 

elements, for example co-located arrays. In this configuration, the target’s scattering 

response for each antenna is assumed to be approximately equal [9]. A primary advantage 

to closely spaced, co-located elements is the resulting large virtual antenna aperture, which 

improves the angular resolution.  

Practically, MIMO radar is still expensive compared to its phased array counterpart. MIMO 

radar experimental data is therefore scarce in literature. Cost-effective ways of developing 

and testing MIMO radar techniques are therefore still being investigated. 

The classification of MIMO and conventional radar signals using existing ES devices is a 

recent topic in literature. In 2013, Howard et al. have begun investigations into the 

characterization of radar transmitters using spatially distributed receivers. The rank of the 

transmitted signals is used to differentiate between MIMO and conventional radars [10]. 

During this study, no literature could be found which discusses the detectability of MIMO 

signals. 

In summary, this investigation aims to evaluate the detectability of MIMO radar signals 

using conventional ES receivers. It also aims to serve as a basis for a more comprehensive 

investigation into the battle between MIMO radar and the detection thereof from an EW 

point of view.  

 Problem Statement 

Conventional phased array radars scan a high-gain, narrow “pencil” beam across a range 

of angles. This stands in contrast to the MIMO radar, which has a lower-gain, “floodlight” 



4 

 

beam per element, and each element transmits an orthogonal signal. These signals combine 

coherently in space and can thus fluctuate depending on the instantaneous values of the 

amplitudes and phases of each element’s signal as well as the direction of propagation. This 

fluctuation caused by the constructive and destructive interference between the set of 

signals leads to a form of intra-pulse amplitude modulation on the radar pulse which can 

reduce the amount of energy available to the ES receiver for signal detection. The 

performance of conventional ES devices in detecting the MIMO radar signals is therefore 

uncertain, and is the primary motivation of this dissertation. 

An investigation into the detectability of a MIMO radar using conventional ES receivers 

will be performed. More specifically, co-located uniform linear arrays (ULA) will be 

investigated as the radar transmit and receive antennas. Various ULA setups will be 

explored where the number of antenna elements and the inter-element spacing are the 

parameters which will be varied. Conventional ES devices such as the crystal video receiver 

(CVR) and the superheterodyne receiver (hereafter referred to as “superhet”) will be used 

as a basis for this investigation. More specifically, the superhet used in this investigation is 

the zero IF receiver (ZIFR), which mixes the signal down to baseband, but retains the phase 

information of the signals. Hereafter, all instances of “superhet” refers specifically to the 

ZIFR. For a conclusive analysis, the performance of the ES devices will be evaluated in 

comparison to a reference case. The detectability of MIMO radar signals will therefore be 

compared to the detectability of the corresponding phased array counterpart. Constraints 

on the MIMO and phased arrays need to be devised to allow for fair comparison between 

the two cases. This investigation will be conducted by means of computer simulations. 

 Research Objective 

The key objective of this research is to scientifically evaluate the performance of 

conventional ES receivers when detecting MIMO radar signals. The detection of MIMO 

signals will then be compared to the detection of phased array radar signals. To achieve 

this objective, the scope and objectives of the research must cover: 

 The investigation of the relevant background theory of wave propagation, 

signal properties, classical phased arrays, MIMO arrays, MIMO signal 

generation, conventional ES devices and signal detection theory; 

 The discussion and development of a suitable narrowband phased array model, 

narrowband MIMO array model, CVR model and ZIFR model; 
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 Derivation of threshold for ES receiver to maintain a specified Probability of 

False Alarm (PFA); 

 The investigation of the performance of the ES devices when detecting MIMO 

radar signals and phased array radar signals; 

 The analysis and discussion of the ES detection results; and 

 The laying of a theoretical foundation for further investigation. 

The investigation will be exclusively performed via computer simulations. 

 Research Contribution 

This investigation has resulted in the following contributions to field of ES: 

 The formulation of a fair comparison case between a phased array radar and its 

MIMO counterpart with the following constraint: each antenna element transmits 

the same power; the same number of antenna elements; the same inter-element 

spacing; unity peak-to-average power ratio for the radar signals; and the same radar 

signal bandwidth. 

 The derivation of an approximation for the receiver detection threshold for the 

CVR and ZIFR, with an error margin of approximately 11 % for a PFA of 10-4. 

Furthermore, it is demonstrated that by varying the detection threshold, the 11% 

error can be eliminated. 

 The generation of MIMO radar signals by interpolating Hadamard Matrix values 

using the Constant Envelope Linear Route-of-Unity technique.  

 The comparison of the detectability of phased array radar signals versus MIMO 

radar signals using conventional ES receivers such as the CVR and the ZIFR. 

 The comparison of the detectability of phased array radar signals versus MIMO 

radar signals, where the antenna arrays consisted of ideal omnidirectional antenna 

elements and theoretical patch antennas. 

The results of this investigation has been summarised as a paper, which was accepted and 

presented at the 2015 IEEE Radar Conference, Johannesburg [11]. 

 Approach Overview 

This section presents the organisation of the remaining chapters of this dissertation and 

provides a brief outline of the contents of each chapter.  
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The necessary background theory is presented in Chapter 2. The theory includes: wave 

propagation, signal properties, phased arrays, MIMO arrays, MIMO signal generation, the 

CVR, the superhet, the ZIFR and signal detection theory. The development of suitable 

signal models for phased arrays, MIMO arrays and the ES receivers are also presented. 

The simulation setup for this investigation is described in Chapter 3. This includes the 

phased array implementation, the MIMO implementation, the CVR implementation and 

the ZIFR implementation. Various array setups are investigated by varying the numbers of 

antenna elements in the array and the inter-element spacing. Two antenna patterns are used 

in the simulations: the ideal omnidirectional antenna pattern and the theoretical patch 

antenna pattern. The antenna patterns of the setups are presented to provide insight into the 

simulation results. 

The simulation results are presented in Chapter 4, along with the analysis and the discussion 

of the results. Chapter 5 presents a conclusion to this investigation. Finally, Chapter 6 

provides recommendations for future investigations. 

 Conclusion 

This chapter introduced the role of radars and ES receivers in the broad field of EW. 

Furthermore, the motivation for the investigation into the detectability of MIMO radar 

signals using conventional ES receivers is attributed to the sustained growth in 

computational power as well as the decline in the cost of integrated RF components. As a 

result of the technological advancements, MIMO arrays may emerge as a practical option 

for radars. The investigation’s scope and objectives are discussed and the investigation’s 

contributions to the field of ES receivers are presented. Finally, an overview of the 

remaining chapters of this dissertation is summarised. 
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2 Background Theory 

This chapter presents the fundamental theory most relevant to this investigation. A basic 

radar block diagram is illustrated in Figure 2.1. The fundamental components of a radar 

system include: the transmitter, the transmitting antenna, the receiver, the receiver antenna, 

and the radar display [1]. This investigation primarily focuses on the signal transmission 

aspect of the radar transmitter and the signal detection aspect of the ES receiver. The 

propagation environment is therefore neglected and lossless transmission, without loss of 

generality, is assumed. The various model developments assume that antenna elements are 

ideal and omnidirectional and that the mutual coupling between antenna elements is 

negligible. However, this investigation will be extended to non-ideal antenna elements such 

as a theoretical patch antenna element.  

 

 

Figure 2.1: A basic radar system block diagram. 

Firstly, RF signal propagation effects such as the theory of plane wave propagation and the 

near and far-field are presented, followed by the narrowband signal approximation. 

Antenna arrays, phased arrays and MIMO arrays are then introduced and a narrowband 

signal model for phased arrays and MIMO arrays is presented. The process of generating 

MIMO array signals is then discussed. Finally, ES devices including the CVR and the 

superhet and the ZIFR are introduced, followed by the presentation of signal models for 

the receivers. 
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 Radar Signals 

Radar signal properties and concepts relevant to the development of the phased array and 

MIMO array models are presented in the following subsections. These signal properties 

and concepts include: propagating plane waves, far-field signals, and the narrowband 

approximation. 

2.1.1 Propagating Plane Waves 

Propagating plane waves can be represented in the elemental complex exponential form 

given by  

 𝑒(𝐫, 𝑡) = 𝛼𝑒𝑗(𝜔𝑡−𝐤𝑇𝐫), (2.1) 

where 𝜔 is the temporal frequency in radians per second, 𝑡 is time in seconds, 𝐤 is the 

wave-number, 𝐫  is the position vector in meters and 𝛼  is the collective field-strength 

parameters [12]. This investigation will focus on the signal-to-noise ratio (SNR) of the 

radar signals received by the ES receiver. The SNR can be manipulated by varying either 

𝛼 or the noise power. This investigation involves co-located linear arrays and thus 𝐫 is 

defined as a two-dimensional position vector, in the x-y plane. The wave-number represents 

the spatial frequency (the number of waves per unit distance) and thus, for the two-

dimensional case is given by 

 𝐤 = 𝑘(sin𝜃 cos𝜃)𝑇 , (2.2) 

where 𝜃, the direction of arrival (DOA) in radians, is the angle at which the propagating 

wave arrives at the receiver. The angle 𝜃 = 0° is defined as the direction perpendicular to 

an antenna array, also referred to as “broadside”.  The magnitude of 𝐤 can be expressed as  

 |𝐤| = 𝑘 = 2𝜋 𝜆⁄ = 2𝜋𝑓 𝑐⁄ , (2.3) 

where 𝜆 is the wavelength in meters and 𝑐 is the speed of wave propagation in m/s [13]. 

2.1.2 Far-Field 

The three distinct regions that can be identified in electromagnetic transmission are: the 

near-field, Fresnel and the Fraunhofer regions. These regions are classified by the distance 

between the source and the point of interest in space, the wavelength and the aperture of 

the receiver. Consider an omnidirectional point source transmitting spherical waves. In the 

near-field and Fresnel regions, the wave-fronts are spherical. The Fraunhofer region, also 
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known as the far-field region, denotes the region in which the wave-fronts can be 

approximated by plane waves. Due to the nature and operation of radars, the region of 

interest is usually the far-field region. The development of the far-field criterion by 

Mahafza [14] is summarised below, supplemented by Figure 2.2. 

 

 

Figure 2.2: Antenna array receiving a signal transmitted by an omnidirectional  

point source. 

 

The distance 𝛿𝑟 is given by 

 
𝛿𝑟 = √𝑟2 + (

𝐷

2
)
2
   − 𝑟, (2.4) 

where 𝐷 ≪ 𝑟 due to the far field assumption. The binomial expansion is given by 

 √1 + 𝑥 = 1 +
1

2
𝑥 −

1

8
𝑥2 +

1

16
𝑥3 −

5

128
𝑥4 + ⋯ . (2.5) 

The first two terms in the binomial expansion can be used to approximate 𝛿𝑟 as 
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𝛿𝑟 = 𝑟 (√1 + (
𝐷

2𝑟
)
2

  − 1)

≈ 𝑟 (1 +
1

2
(
𝐷

2𝑟
)
2

− 1)

=
𝐷2

8𝑟
.

 (2.6) 

The criterion for a receiver to be considered in the far field is if the distance 𝛿𝑟 is less than 

one sixteenth of a wavelength (or 22.5°) [14] such that 

 
𝛿𝑟 ≈

𝐷2

8𝑟
≤

𝜆

16
. (2.7) 

The far field criterion can then be reduced to 

 
𝑟 ≥

2𝐷2

𝜆
. (2.8) 

2.1.3 Narrowband Signal Approximation 

The narrowband approximation can be explained both temporally and spatially. 

Temporally, a theoretical narrowband signal satisfies [15] 

 𝐵 < 2𝑓𝑐 , (2.9) 

where 𝐵 is the bandwidth in hertz and 𝑓𝑐 is the carrier frequency in hertz. The boundary 

specified by (2.9) is the upper limit of the bandwidth which a signal can span and can still 

be written in its complex envelope form 𝐼(𝑡) + 𝑗𝑄(𝑡) [15].  

However, in practice, the radar bandwidth should be much smaller for the signal to be 

considered narrowband, for example a factor of 10 times less than the carrier  

frequency [16] 

 𝐵 ≤ 0.1𝑓𝑐 . (2.10) 

Furthermore, according to the IEEE Standard Radar Definitions [17], radars operating at a 

bandwidth which is a factor of a million times less than the carrier frequency are classified 

as ultra-narrowband radars,  

 𝐵 ≤ 0.000001𝑓𝑐  . (2.11) 
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Spatially, a signal being transmitted or received by an n-element receiving antenna array 

needs to be considered. At a single instance in time, the signal received by each element in 

the array will differ. The array is therefore sampling the signal spatially. The extent by 

which the signals differ from each other at the different elements can be quantified by using 

the modulation coherence distance, given by 𝑐 𝐵⁄ . The spatial narrowband criterion can be 

satisfied by ensuring the modulation coherence distance to be much greater than the 

aperture length in the direction of propagation [18] 

 Δ ≪
𝑐

𝐵
 , (2.12) 

where Δ is the antenna length in meters and 𝐵 is the modulation bandwidth in hertz.  

One of the main advantages of working within the narrowband criterion is that the time 

delay between elements can be approximated by a phase shift of the signal. This 

simplification is illustrated by Hudson [18] and summarised as follows. A transmitting 

antenna is excited with the current function 

 𝑖(𝑡) = 𝑚(𝑡)𝑒𝑗𝜔𝑡 , (2.13) 

where 𝑚(𝑡) is the complex baseband modulation function. The resulting electric field has 

the following form 

 
𝐸(𝐫𝑖, 𝑡) = 𝐺(𝜃)

1

|𝐫𝑖|
𝑚 (𝑡 −

𝐤𝑇𝐫𝑖
𝜔

)𝑒𝑗(𝜔𝑡−𝐤𝑇𝐫𝑖), (2.14) 

where 𝐺(𝜃) is the antenna gain (dependent on factors such as antenna directivity) and 

1 |𝐫𝑖|⁄  is the field attenuation (dependent on distance between transmitter and receiver). 

The narrowband criterion results in the modulation function 𝑚(𝑡 −
𝐤𝑇𝐫𝑖

𝜔
)  being 

approximately constant across all the elements of the receiving antenna array at any single 

time instance. Therefore, it is assumed that 

 
𝑚 (𝑡 −

𝐤𝑇𝐫𝑖
𝜔

) = 𝑚(𝑡 − �̅�), (2.15) 

where �̅�, the average propagation time delay in seconds, describes the time delay between 

the transmitter and receiver. The resulting electric field form is 

 
𝐸(𝐫𝑖, 𝑡) = 𝐺(𝜃)

1

|𝐫𝑖|
𝑚(𝑡 − �̅�)𝑒𝑗(𝜔𝑡−𝐤𝑇𝐫𝑖). (2.16) 
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The error arising from the approximation of a time delay by a phase shift can be derived by 

considering the expression for a delayed version of the signal: 

 𝑠(𝑡) = sin (2𝜋𝑓𝑐(𝑡 − 𝜏))

= sin (2𝜋𝑓𝑐𝑡 − 2𝜋𝑓𝑐𝜏)

= sin (2𝜋𝑓𝑐𝑡 − 𝜃(𝑓))

 

(2.17) 

(2.18) 

(2.19) 

where 𝑓 is the instantaneous frequency of the signal, and 𝜃(𝑓) is the frequency dependent 

phase. For example, a typical search radar operating at a frequency of 1 GHz with a 

bandwidth of 2 MHz has a frequency which ranges from 0.999 GHz to 1.001 GHz. The 

second term of the argument in (2.19) is the frequency dependent phase shift. This phase 

can be approximated as  

 𝜙 = 2𝜋𝑓𝑐𝜏, (2.20) 

where 𝑓𝑐 is the centre frequency. The phase error due to this approximation is therefore 

 error = 𝜃(𝑓) − 𝜙

= 2𝜋𝑓𝜏 − 2𝜋𝑓𝑐𝜏

= 2𝜋𝜏(𝑓 − 𝑓𝑐)

 (2.21) 

The narrowband approximation error for the above mentioned example search radar 

parameters at DOAs ranging from -60 to 60 degrees is illustrated in Figure 2.3. 

 

Figure 2.3: Narrowband approximation for a typical search radar operating at 1 GHz. 
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As mentioned in Section 2.1.1, this investigation will focus on the SNR and thus constants 

such as 𝐺(𝜃)  and 
1

|𝐫𝑖|
 will eventually be neglected in the model developments of the 

following sections.  

 Phased Array Model 

Antennas are transducers which convert electrical signals into electromagnetic waves and 

vice versa. Due to reciprocity, the transmitting and receiving antenna patterns of antennas 

are the same. In many applications, including radar, narrow radiation patterns with high 

gains are necessary. These radiation patterns often may not feasibly be achieved by a single 

antenna [19]. A single antenna’s radiation pattern can be manipulated either by varying the 

antenna aperture size or by controlling the antenna aperture excitation [20]. In both 

scenarios, the feasibility of the solution can become a concern. As the antenna’s aperture 

is increased, the beamwidth becomes narrower and the gain increases (‘focusing’ the 

antenna in a particular direction). The null-to-null beamwidth of the antenna as a function 

of antenna aperture is given by [1] 

 
𝜃𝑛𝑛 = 2

𝜆

𝑙
, (2.22) 

where 𝑙  is the antenna aperture meters. The antenna aperture size can be increased by 

increasing the antenna size or using an array of antennas. The advantages and disadvantages 

arising from either method should be weighed for each different application. Often, the 

more practical solution is to use an array of antennas to create a larger combined aperture. 

Phased arrays also offer more agile beam operation by allowing the beam to be 

electronically steered [20]. 

Antenna arrays effectively sample signals spatially, after which the spatially sampled 

signals are sampled temporally. Spatial sampling is illustrated in Figure 2.4. Therefore, 

both temporal and spatial filtering can be performed on the received signals [21]. Spatial 

filtering is analogous to temporal filtering. Temporal filters are designed to pass signals of 

a desired frequency range, whereas spatial filters are designed to pass signals in a desired 

direction. In the case where a desired signal and an interfering signal occupies the same 

frequency band, distinguishing the two signals via temporal filtering becomes difficult. 

However, it is uncommon for the desired and interfering signal to originate from the same 

spatial direction and hence spatial filtering can be used to distinguish between the two 

signals. The process of performing spatial filtering is called beamforming, whereby a beam 

(usually the main beam) in the antenna pattern is focused in a particular desired direction. 
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More complex antenna pattern design can also include forming nulls in the direction of 

undesired signals. A typical beamformer linearly combines the spatially sampled signal 

from each antenna and then forms a weighted sum of these signals to obtain an output  

signal [21]. 

 

Figure 2.4: Antenna array spatially sampling a wave. 

Phased arrays are antenna arrays in which the relative phase of each antenna element is 

manipulated such that the direction of the main beam of the antenna pattern changes. The 

manipulations are performed electrically via complex valued weights and allows the 

antenna array to receive or transmit signals in a desired direction. This allows for more 

agile beam operation as opposed to mechanically steering the antenna. Phased arrays also 

allow for graceful degradation in the event that some antenna elements fail [18]. The 

narrowband phased array model follows the ones described by Hudson [18], summarised 

by Middleton [22], and is presented in Section 2.2.1. 

2.2.1 Narrowband Phased Arrays 

Most practical search radars are narrowband due to technical constraints. This investigation 

will focus on ULAs and as a result, the model for a generic narrowband phased array can 
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be simplified into a narrowband phased ULA. The vector containing all of the  

space-dependent components in (2.16) is called the steering vector and is given by 

 

𝐚(𝐫1, 𝐫2, … , 𝐫𝑁) ≜

[
 
 
 
 
 
 
 

1

|𝐫1|
𝑒𝑗𝐤𝑇𝐫1

1

|𝐫2|
𝑒𝑗𝐤𝑇𝐫2

⋮
1

|𝐫𝑁|
𝑒𝑗𝐤𝑇𝐫𝑁

]
 
 
 
 
 
 
 

 , (2.23) 

where 𝑁 is the number of elements in the array. The steering vector can be simplified as a 

result of logical assumptions which can be made due to the nature of radar operation and 

signal criteria. Recall the two dimensional assumption for ULAs in Section 2.1.1. Consider 

a source and a receiving ULA setup in the x-y plane as illustrated in Figure 2.5. The source 

is positioned at the origin and the first element of the array is positioned at a distance |𝐫1| 

and angle 𝜃1 away from the source. The elements are a distance of 𝑑 apart. 

 

Figure 2.5: Distances and angles between a point source and antenna array elements. 
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The distances |𝐫𝑖| and angles 𝜃𝑖 can then be expressed as 

 𝐫𝑖 = (𝑟𝑥 + (𝑖 − 1)𝑑 𝑟𝑦)𝑇

|𝐫𝑖| = √(𝑟𝑥 + (𝑖 − 1)𝑑)2 + 𝑟𝑦
2 ,

 

(2.24) 

(2.25) 

 𝜃𝑖 = arctan (
𝑟𝑦

𝑟𝑥 + (𝑖 − 1)𝑑
) , (2.26) 

where 𝑖 = 1,… ,𝑁. Radars generally operate in the far-field region of their own antennas, 

therefore |𝐫𝑖| ≫ 𝑑. Hence it is assumed that the receiving array is located far enough from 

the source such that the difference in both distance and angle from each element to the 

source are negligible. In other words, |𝐫𝑖| ≈ 𝑟  and 𝜃𝑖 ≈ 𝜃 . Using (2.2) and (2.28), the 

product 𝐤𝑇𝐫𝑖 is therefore expressed as 

 𝐤𝑇𝐫𝑖 = 𝑘(𝑟𝑥 + (𝑖 − 1)𝑑)sin𝜃 + 𝑘𝑟𝑦cos𝜃. (2.27) 

The resulting steering vector is only dependent on the signal DOA, 𝜃, 

 

𝐚(𝜃) =
1

𝑟
𝑒−𝑗𝑘𝑟𝑥sin𝜃𝑒−𝑗𝑘𝑟𝑦cos𝜃 [

1
𝑒−𝑗𝑘𝑑sin𝜃

⋮
𝑒−𝑗𝑘𝑑(𝑁−1)sin𝜃

] , (2.28) 

where the term 𝑘𝑑 sin (𝜃) is known as the electrical angle and the term 𝑑 sin(𝜃) is the 

difference in distance between the source and each subsequent receiving element. Finally, 

a phenomenon known as spatial aliasing needs to be accounted for. Aliasing plays the same 

role in the spatial domain as it does the time domain. A criterion similar to the Nyquist 

frequency in the time domain, known as half-wavelength spacing of the array elements is 

used to prevent spatial aliasing from occurring. To prevent spatial aliasing, the element 

spacing 𝑑 should be restricted to 

 
𝑑 ≤

𝜆

2
 . (2.29) 

Choosing the borderline scenario of 𝑑 = 𝜆 2⁄  and recalling that  𝑘 = 2𝜋 𝜆⁄  , the electrical 

angle term simplifies to 𝜋sin𝜃. Therefore, by incorporating the half-wavelength spacing 

and neglecting the constant terms from (2.28), the final form of the steering vector is  

given by 

 

𝐚(𝜃) = [

1
𝑒−𝑗𝜋sin𝜃

⋮
𝑒−𝑗𝜋(𝑁−1)sin𝜃

] . (2.30) 
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It should be noted that this steering vector model is only for the narrowband case. The 

approximation of the time delay by a phase shift discussed in Section 2.1.3 does not apply 

in the wideband case. 

2.2.2 Received Signal Model 

The received signal model, also known as the array output, presented in this section follows 

that of the model used by Krim and Viberg [12]. Recall that each receiving element has a 

gain, 𝐺. The array output is given by 

 𝑥𝑖(𝑡) = 𝐺𝑖(𝜃)𝑎𝑖(𝜃)𝑠(𝑡), (2.31) 

where 𝑖 = 1, . . . , 𝑁, 𝑥𝑖 is the signal at the 𝑖th receiving element and 𝑎𝑖 is the 𝑖th steering 

element of the steering vector. Assuming that all receiving elements have the same gain 

𝐺1 = 𝐺2 = ⋯ = 𝐺𝑁  , the gain constant can be neglected. The array output can also be 

written, in vector notation, as 

 𝐱(𝑡) = 𝐚(𝜃)𝑠(𝑡). (2.32) 

The array output can be generalised for multiple signal sources using the principle of 

superposition. If 𝑀 signals arrive at the 𝑁 element array with DOAs 𝜃1, 𝜃2, … , 𝜃𝑀 , the 

array output for multiple signal sources is given by 

 

𝐱(𝑡) = ∑ 𝐚(𝜃𝑚)𝑠𝑚(𝑡)

𝑀

𝑚=1

 , (2.33) 

where 𝑠𝑚(𝑡) is the 𝑚th signal. A steering matrix 𝐀(𝜃) (𝑁 by 𝑀 matrix) which combines 

the steering vectors of the 𝑀 signal sources, and a vector of incoming signals 𝐬(𝑡), which 

combines the 𝑀 incoming signals can be defined as 

 𝐀(𝜃) = [𝐚(𝜃1) 𝐚(𝜃2) … 𝐚(𝜃𝑀)], (2.34) 

  

 𝐬(𝑡) = [𝑠1(𝑡) 𝑠2(𝑡) … 𝑠𝑀(𝑡)]. (2.35) 

The term 𝐳(𝑡) is introduced to account for the additive noise and interference and the final 

array output is given by 

 𝐱(𝑡) = 𝐀(𝜃)𝐬𝑻(𝑡) + 𝐳(𝑡). (2.36) 
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The assumptions about the statistical properties of the array output are described in the 

following section. 

2.2.3 Statistical Assumptions 

Second-order statistics of the received signals are essential in evaluating beamformer 

performance. Power can be represented by the spatial covariance matrix, which in turn is 

commonly used to derive, optimise and evaluate the performance of beamformers [21]. 

Assumptions about the statistical properties and the development of the covariance 

matrices follow that of the work by Krim and Viberg [12] and is presented here. 

It is assumed that the signal received by the array has zero mean. The 𝑁 by 𝑁 covariance 

matrix of the array output is given by 

 𝐑𝑋 = 𝐸[𝐱(𝑡)𝐱𝐻(𝑡)]. (2.37) 

where 𝐸[. ] is the statistical expectation and (. )𝐻  is the Hermitian transpose. Using the 

result from (2.36), the covariance matrix becomes 

 𝐑𝑋 = 𝐀𝐸[𝐬(𝑡)𝐬𝐻(𝑡)]𝐀𝐻 + 𝐸[𝐳(𝑡)𝐳𝐻(𝑡)]. (2.38) 

The noise is assumed to be independent across all array elements. The source and noise 

covariance matrices can then be defined as 

 𝐸[𝐬(𝑡)𝐬𝐻(𝑡)] = 𝐑𝑆 (2.39) 

 

 𝐸[𝐳(𝑡)𝐳𝐻(𝑡)] = 𝜎2𝐈, (2.40) 

where 𝐈 is the identity matrix and 𝜎2is the common noise variance. The covariance matrix 

therefore becomes 

 𝐑𝑋 = 𝐀𝐑𝑆𝐀
𝐻 + 𝜎2𝐈. (2.41) 

This result can be used in the evaluation of the receiving antenna array performance.  

2.2.4 Beamforming 

Beamforming or spatial filtering, as its name suggests, filters signals spatially. Similar to 

temporal filtering where the frequency components of a signal within a desired frequency 

range are allowed to pass, beamforming allows a receiving array to be sensitive to signals 

within a desired DOA range. Beamforming is achieved by applying linear signal processing 
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operations to the received signals. The ideal beamformer passes signals arriving within the 

desired DOA whilst attenuating all signals arriving from other DOAs. In practice however, 

this result can only be closely approximated. A basic type of beamformer is the weighted 

delay-and-sum beamformer [13] [23], where the beamformer output is calculated by 

averaging the weighted and delayed versions of the signal of interest. The beamformer 

output 𝑦(𝑡) is then given by 

 

𝑦(𝑡) =
1

𝑁
∑𝑤𝑖𝑥𝑖(𝑡 − 𝜏𝑖)

𝑁

𝑖=1

, (2.42) 

where 𝑤𝑖 is the weight of the 𝑖th receiver element and 𝜏𝑖 is the relative delay of the 𝑖th 

receiver element. The main beam of the beamformer is steered by choosing the delays 𝜏𝑖 

such that the spatial filter's passband is in a particular orientation. Therefore, to pass a plane 

wave propagating in direction 𝐤0 , the beamforming delays must be chosen as [13] 

 
𝜏𝑖 = −

𝐤0
𝑇𝐫𝑖
𝜔

 . (2.43) 

2.2.5 Array Antenna Pattern 

The array antenna pattern is defined as the magnitude squared of the array response [21]. 

The development of the array response follows the work by Dudgeon and Mersereau [13]. 

Consider a receiving array steered in the direction 𝐤0 and a plane wave propagating in a 

different direction 𝐤. Recall the propagating plane wave given by (2.1), the plane wave is 

given by 

 
𝑥(𝐫, 𝑡) = 𝑒 (𝑡 −

𝐤𝑇𝐫𝑖
𝜔

). (2.44) 

The beamformer output is then given by 

 
𝑦(𝑡) =

1

𝑁
∑ 𝑤𝑖𝑥𝑖(𝑡 − 𝜏𝑖)

𝑁

𝑖=1

=
1

𝑁
∑ 𝑤𝑖𝑒

𝑗𝜔(𝑡−
𝐤𝑇𝐫𝑖
𝜔

+
𝐤0

𝑇𝐫𝑖
𝜔 )𝑁

𝑖=1

=
1

𝑁
∑ 𝑤𝑖𝑒

−𝑗(𝐤−𝐤0)𝑇𝐫𝑖𝑒𝑗𝜔𝑡
𝑁

𝑖=1

= 𝑏𝑓(𝐤 − 𝐤0)𝑒
𝑗𝜔𝑡 ,

 (2.45) 

where  𝑏𝑓(𝐤) is defined as the time-independent array response. The array response is 

therefore a complex coefficient and can be described as the attenuation of a plane wave 
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propagating in the direction 𝐤 when received by a beamformer steered in the direction 𝐤0. 

The array response is described by 

 

𝑏𝑓(𝐤) =
1

𝑁
∑𝑤𝑖𝑒

−𝑗𝜔𝐤𝑇𝐫𝑖

𝑁

𝑖=1

. (2.46) 

It should be noted that 𝑏𝑓(𝐤) represents the Fourier transform of the set of weights 𝑤𝑖 

applied in the beamformer [22]. Recall the simplifications as a result of a ULA in Section 

2.1.3 and (2.43). The array response can be simplified to 

 

𝑏𝑓(𝐤 − 𝐤0) =
1

𝑁
∑𝑤𝑖𝑒

𝑗𝜔𝐤0
𝑇𝐫𝑖𝑒−𝑗𝜔𝐤𝑇𝐫𝑖

𝑁

𝑖=1

=
1

𝑁
∑𝑤𝑖𝑒

𝑗𝜔𝜏𝑖𝑒−𝑗𝜋(𝑖−1)sin𝜃

𝑁

𝑖=1

.

 (2.47) 

Finally, the array response can be simplified into vector form 

 𝑏𝑓(𝜃) = 𝐰𝑇𝐚(𝜃), (2.48) 

where 𝐚(𝜃) is the steering vector for a ULA and 𝐰 is the complex weight vector with 𝑖𝑡ℎ 

element 𝑤𝑖𝑒
𝑗𝜔𝜏𝑖. The antenna pattern can therefore be given as 

 𝑃(𝜃) = 𝑏(𝜃)𝑏𝐻(𝜃)

= 𝐚𝑇(𝜃)𝐰𝐰𝐻𝐚∗(𝜃),
 (2.49) 

where (. )∗ is complex conjugation. The antenna pattern defines the gain of the array as a 

function of DOA. The antenna pattern can be plotted to offer a clear visual understanding 

of the antenna array. 

2.2.6 Phased Array Beamforming Techniques 

This investigation primarily focusses on the phased array’s transmitted signal. For 

completeness, a brief overview of phased array receive techniques is provided. Many 

phased array beamforming techniques exist and their practical use depends on the 

requirements of specific applications. The aim of these techniques is generally to maximise 

the SNR in a desired DOA. The different techniques presented by Middleton [22] are 

briefly mentioned below and serves to provide an idea of actual beamforming techniques. 

The derivation and discussion of these techniques will therefore not be presented. 
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The simplest techniques fall under the Data Independent Beamformer (DIB) classification. 

As the classification name suggests, DIBs operate independent of the received signal data. 

For these techniques to be practical, information about the received signal, such as the DOA, 

is assumed to be known a-priori. Weights for a desired DOA can therefore be chosen 

accordingly [21]. An example of a DIB is the conventional beamformer. 

The more complex techniques fall under the Statistically Optimum Beamformer (SOB) 

classification, which subsequently falls into the field of adaptive array techniques. SOBs 

vary the weights according to received signal statistics with the aim to optimise the 

reception of signals, thus maximising the desired signal contributions whilst minimising 

the noise interference [21]. Examples of SOBs include: the multiple side lobe canceller; the 

use of a reference signal; the maximisation of SNR; Capon; and linearly constrained 

minimum variance. 

Due to the reciprocity of the radiation pattern of antennas, the radiation pattern is identical 

for both transmission and reception [19]. Therefore, the concept behind the beamforming 

techniques apply for both transmission and reception. 

 MIMO Arrays 

Each antenna element in a MIMO radar array transmits a signal from a set of linearly 

independent signals as opposed to phased arrays where each antenna element transmits the 

same signal scaled by a complex weight. Phased arrays can be considered as a special case 

of MIMO array where all transmitted signals are chosen to be the same, hence MIMO 

arrays are a generalisation of phased arrays. MIMO array antenna patterns can be designed 

by selecting waveforms which combine to give the desired antenna pattern [7] [22]. The 

MIMO radar architecture, where each element transmits a mutually orthogonal signal, is 

illustrated in Figure 2.6. 

The main advantage of MIMO arrays are the extra degrees of freedom, as a result of each 

antenna element transmitting a different signal member from a linearly independent set. 

The extra degrees of freedom offered by the diverse set of signals enable the use of a wider 

variety of parametric estimation techniques. Similar to the phased array, the MIMO array 

architecture offers an increased effective array aperture through spatial convolution of the 

element positions, which results in a virtual array. If the array elements were spaced equally, 

spatial convolution results in the over-representation of certain antenna array elements in 

the virtual array as demonstrated in Figure 2.7 (a). The over-representation can be remedied 

by sparsely distributing the transmitting or receiving antenna array elements which results 



22 

 

in an effective full virtual array, as demonstrated in Figure 2.7 (b) and (c) [24]. As a result, 

antenna arrays can be useful if physical space for the radar antenna is limited. 

 

Figure 2.6: MIMO radar architecture illustration. 

 

 

(a) Full transmitting and receiving arrays resulting in over-representation in the  

virtual array. 

 

(b) Full transmitting and sparse receiving arrays resulting in effective virtual array. 

 

(c) Sparse transmitting and full receiving arrays resulting in effective virtual array [25]. 

Figure 2.7: MIMO array spatial convolution effect. 
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Due to the nature of signals in MIMO radar, more complex processing is required than its 

phased array counterpart. There is an on-going debate as to whether or not MIMO radar 

implementation is actually feasible when its phased array counterpart can achieve similar 

if not better results with less complexity [6].  

The narrowband MIMO array is a generalisation of the narrowband phased array, therefore 

the model is similar to the phased array model previously derived in Section 2.2. The key 

difference is that multiple signals can be transmitted in the MIMO array model. The MIMO 

array model follows the ones described by Li and Stoica [9], summarised by Middleton [22] 

and is presented in Section 2.3.1. 

2.3.1 Narrowband MIMO Arrays 

Consider an 𝑁  element transmitting and receiving array. The transmitting array 

simultaneously transmits a set of linearly independent or orthogonal waveforms, given by 

 

𝐬 = [

𝑠1

𝑠2

⋮
𝑠𝑁

], (2.50) 

where 𝑠𝑖, 𝑖 = 1,2, . . . , 𝑁, is the 𝑖th transmitted signal with a finite amount of samples. Let 

the angles 𝜃𝑡  and 𝜃𝑟  be the relative angle between the target and the transmitting and 

receiving arrays respectively. Similar to the phased array model, it is fair to assume that 

MIMO radars will generally operate in the far-field. The transmitting and receiving arrays 

are also typically either co-located or positioned near each other. As a result, the difference 

in angle between the different antenna elements to the target is assumed to be negligible. 

Therefore, the following assumption can be made 

 𝜃𝑡 ≈ 𝜃𝑟 = 𝜃. (2.51) 

The steering vector which accounts for the difference in path lengths between the target 

and the transmitting antenna elements is given by 

 

𝐚𝑡(𝜃) = [

𝑒𝑗𝜋𝑓𝑐𝜏1(𝜃)

𝑒𝑗𝜋𝑓𝑐𝜏2(𝜃)

⋮
𝑒𝑗𝜋𝑓𝑐𝜏𝑁(𝜃)

] , (2.52) 

where 𝜏𝑖 , 𝑖 = 1,2, . . . , 𝑁, is the time delay from the 𝑖th transmitting antenna element to  

the target. 
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The signals are then reflected by the target and received at the receiving array. The steering 

vector for the receiving array is therefore given by 

 

𝐚𝑟(𝜃) = [

𝑒𝑗𝜋𝑓𝑐�̃�1(𝜃)

𝑒𝑗𝜋𝑓𝑐�̃�2(𝜃)

⋮
𝑒𝑗𝜋𝑓𝑐�̃�𝑁(𝜃)

] , (2.53) 

where �̃�𝑖 , 𝑖 = 1,2, . . . , 𝑁  is the time delay from the target to the 𝑖 th receiving antenna 

element. Therefore, the received signal for a single target can be expressed as 

 𝑌 = 𝐚𝑟
∗(𝜃)𝛽(𝜃)𝐚𝑡

𝐻(𝜃)𝐬 + 𝐳, (2.54) 

where 𝛽 is the complex amplitude proportional to the radar cross section of the target. In 

the case of 𝑀 reflecting targets, the received signal can be generalised to 

 

𝑌 = ∑ 𝐚𝑟
∗(𝜃𝑚)𝛽(𝜃𝑚)𝐚𝑡

𝐻(𝜃𝑚)𝐬 + 𝐳

𝑀

𝑚=1

. (2.55) 

In the case of a MIMO ULA, the steering vectors can be simplified to a form similar to that 

of the Phased ULA in (2.30) 

 

𝐚𝑡(𝜃) =

[
 
 
 
 𝑒

𝑗𝜋(− 
𝑁−1

2
)sin𝜃

𝑒
𝑗𝜋(1− 

𝑁−1
2

)sin𝜃

⋮

𝑒
𝑗𝜋(𝑁−1− 

𝑁−1
2

)sin𝜃]
 
 
 
 

. (2.56) 

Therefore, the steering vector which can be used to steer the MIMO signals presented in 

the following section. 

 MIMO Array Signal Generation 

Recall from Section 2.3 that MIMO arrays transmit from a set of linearly independent or 

orthogonal set of signals. This section discusses the methodology of generating 

approximately orthogonal sets of signals for use in MIMO arrays. 

Orthogonal vectors can be used as a basis for generating the MIMO signal sets. Many 

methods to generate orthogonal vectors exist, such as the Hadamard matrix, Frank-Zadoff-

Chu sequences and Generalized chirp-like sequences [26] [27] [28]. 

The Hadamard matrix provides exactly orthogonal prime samples and will therefore be 

used in this investigation to generate MIMO signals. The rows from Hadamard matrices 
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can be used to generate the orthogonal vectors. These vectors usually consist of values 

chosen from the set {-1, +1}, and lack intermediate values. Practically, MIMO signals can 

therefore be generated by interpolating the orthogonal vectors. The Hadamard matrix and 

signal interpolation are presented in the following subsections. 

2.4.1 Hadamard Matrix 

The Hadamard matrix is named after French mathematician Jacques Hadamard. An 𝑛th 

order Hadamard matrix is a 𝑛 by 𝑛 matrix, denoted 𝐇, consisting of 1's and -1's such that 

 𝐇𝐇𝑇 = 𝑛𝐈𝑛 , (2.57) 

where 𝐈𝑛  is an 𝑛 th order identity matrix [26]. It should be noted that columns of the 

Hadamard matrix are mutually orthogonal. James Joseph Sylvester published the first 

examples of Hadamard matrices using the method 

 [
𝐇 𝐇
𝐇 −𝐇

], (2.58) 

which can be used for iterations increasing in orders 2𝑡. Hadamard later showed that the 

matrices are also valid for multiples of 4 [26]. The order of the Hadamard matrix is 

therefore limited to 𝑛 = 1,2 and multiples of 4 thereafter, as illustrated below 

 

𝐇(1) = [1], 𝐇(2) = [
1 1
1 −1

] , 𝐇(4) = [

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

] , … (2.59) 

2.4.2 Signal Interpolation 

Interpolation is the process of digitally converting the sampling frequency of a signal to a 

new higher sampling rate with the aim of minimising the error between the original and the 

new signal. This process is summarised in the block diagram illustrated in Figure 2.8. This 

is as opposed to decimation, where the new signal has a lower sampling rate [29].  

 

Figure 2.8: Interpolation block diagram. 

There are many scenarios where sampling rate conversion is required. Consider a scenario 

where a system's input signal may already be pre-sampled at another sampling rate. It is 
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then necessary to convert the sampling rate to suit the requirements of the system. Another 

scenario to consider is a system which has a processing algorithm where it may be more 

convenient and efficient to process signals at different sampling rates in different parts of 

the algorithm. It is then necessary to convert the sampling rate mid-algorithm. These 

systems are known as multi-rate systems [29]. The process of interpolation presented below 

follows the work by Crochiere [29] and is illustrated graphically in Figure 2.9. Consider 

the sinusoid signal 𝑥 with frequency 𝑓 shown in Figure 2.9 (a) 

 𝑥(𝑡) = sin(2𝜋𝑓𝑡). (2.60) 

The signal is sampled at a frequency of 4𝑓, which meets the Nyquist sampling criterion. 

The signal will be interpolated by an arbitrary factor of 𝐿 such that 

 𝑇′

𝑇
=

1

𝐿
 , (2.61) 

 

where 𝑇 is the original sampling period [s] and 𝑇′ is the interpolated sampling period in 

seconds. Firstly, interpolating a signal by a factor 𝐿 implies that 𝐿 − 1 new samples (zeros) 

must be inserted between each sample pair of the original signal, as shown in Figure 2.9 

(b). Therefore, 

 𝑥′(𝑡′) = {
𝑥(𝑡′ 𝐿⁄ ),   𝑡′ = 0,±𝐿,±2𝐿,…
0 otherwise.

 (2.62) 

This procedure consequently modifies the frequency spectrum of the signal. This results in 

the spectrum containing images of the original frequency component, centered at 

harmonics of the original sampling frequency. A suitable low-pass filter is then required to 

remove the unwanted higher frequency components, resulting in the recovery of the 

original frequency component as shown in Figure 2.9 (c). The transfer function of a low-

pass filter to achieve this is given by 

 

𝐻(𝜔) = {𝐺, |𝜔| ≤
2𝜋𝑓𝑠𝑇

′

2
=

𝜋

2
0 otherwise,

 (2.63) 

where 𝑓𝑠 is the sampling frequency in hertz and G is the filter gain. The gain of the filter 

should be chosen such that the amplitude of the interpolated signal is correct (i.e. 𝐺 = 𝐿 in 

the passband). The final result is the interpolation of the original signal by a factor of 𝐿. 

Many different types of low-pass filters can be used for interpolation, and each filter has 

its own degree of accuracy. Examples of commonly used finite impulse response (FIR) 
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filters include the sinc filter and the raised cosine filter. Alternatively, a simple albeit more 

inaccurate method (depending on nature of the original samples) is linear interpolation. 

 

(a) Original sine wave with frequency 𝑓 sampled at 4𝑓𝑠. 

 

(b) Upsampling the original signal with 𝐿 − 1 zeros between the original samples. 

 

(c) Original signal interpolated by a factor of 𝐿 = 4. 

Figure 2.9: Numeric example of a sinusoid signal being interpolated by a factor of L. 
 

Interpolation for complex signals is conceptually similar to interpolation of real signals, 

with the exception that the real and imaginary components are interpolated separately. 

It should be noted that when the Hadamard sequences are interpolated by the sinc and the 

raised cosine filters, the sequences are no longer equal in power. The peak-to-average 

power ratio (PAPR) also is not constant from sequence to sequence and is greater than unity 

for each sequence. PAPR is defined as: 

 
PAPR =

𝑃𝑝

𝑃𝑎𝑣𝑔
 (2.64) 
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where 𝑃𝑝 is the peak power, 𝑃𝑎𝑣𝑔 is the average power [30]. A radar designer would prefer 

to transmit signals which have a unity PAPR so that amplifiers can be driven into their 

saturated regions and thus deliver more transmit power. A Linear Root-of-Unity (LRU) 

interpolation technique addresses the abovementioned restrictions, and is presented in the 

following subsection.  

2.4.3 Constant Envelope Linear Root-of-Unity Filtering 

Constant Envelope Linear Root-of-Unity (CE-LRU) filtering interpolates successive 

complex signal samples on the unit circle as illustrated in Figure 2.1 [31]. Thus, signal 

samples are given by  

 𝑎𝑘 = 𝑒−𝑗𝜙(𝑘), (2.65) 

where 𝑎𝑘 is a complex valued sample and 𝜙 is the phase of the sample in radians [31]. The 

Hadamard matrix consist of 1’s and -1’s, which correspond to 𝜙 = 0  and 𝜙 = 𝜋 

respectively. If all of the original signal samples are on the unit circle, which is the case 

with a Hadamard sequence, the resultant interpolated signal remains on the unit circle as 

well. The implementation of the CE-LRU technique is illustrated in Figure 2.11. 

 

 

Figure 2.10: CE-LRU filtering [32]. 
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Figure 2.11: CE-LRU block diagram. 

The interpolated signal has unity PAPR and the resulting average power of the signal is 1 

watt. This result agrees with the simulation constraints discussed in Section 3. 

 ES Receivers 

ES, more specifically radar intercept receivers, usually consists of a passive receiving 

device which is used to detect whether radars are transmitting, and if so what types of radar 

are currently being deployed in the device’s neighbourhood. Radars can be classified by 

their signal transmission characteristics such as: amplitude modulation, DOA, time of 

arrival, pulse repetition interval (PRI), pulse length and transmit frequency. More complex 

characteristics such as PRI modulation characteristics and inter/intra-pulse frequency and 

phase modulation can also be measured by advanced ES equipment [33]. It should be noted 

that this is not a comprehensive list of characteristics. 

Traditionally, the intercept receivers had no difficulties detecting the radars as the radars 

needed to transmit enough power to ensure that the signals are detectable even after 

reflecting off objects of interest. This is as opposed to the intercept receiver receiving the 

signal at a significantly shorter distance than the radar receiver. A comparison of the 

detection ranges of phased array radar and MIMO radar to that of the CVR and the ZIFR 

is discussed and illustrated in Section 4.2. The development of low probability of intercept 

(LPI) radars has given radar a means to avoid absolute detection. An increase in signal 



30 

 

processing gain allows radars to transmit at a lower instantaneous power level (assuming 

that intercept receivers do not have identical processing gains to the radars, which would 

imply perfect knowledge of the radar’s signal) [34]. 

The ES receivers that will be discussed are the CVR and the ZIFR. The receiver models 

are developed and discussed in the following subsections. 

2.5.1 Crystal Video Receiver (CVR) 

The CVR is an ES receiver in its simplest form is illustrated in Figure 2.12, and the 

detection model is derived in Section 2.6.1. It is a cost-effective device which is able to 

detect signals over a wide frequency range. However, the CVR's performance degrades in 

an environment with multiple simultaneous (time overlapping) signals. In its simplest form, 

the CVR consists of a crystal diode detector and a video amplifier. In addition, a pre-

amplifier can be used to increase the sensitivity of the CVR. Typically, a bandpass filter is 

also used to restrict the received signal to a particular frequency band of interest [2] [35].  

 

Figure 2.12: CVR system overview. 

The CVR essentially performs a full-wave rectifying action on the received signal, which 

consequently distorts the signal’s original frequency characteristics. A low-pass filter is 

therefore required after the crystal detector to remove any undesired higher frequency 

components. The typical CVR’s sensitivity ranges between -40 dBm to -50 dBm without 

pre-amplification and between -65 dBm and -80 dBm with pre-amplification [2] [33] [36]. 

2.5.2 Superheterodyne Receiver 

The superhet is a commonly and diversely used receiver. As its name suggests, the superhet 

“heterodynes” or shifts a portion of the signal's frequency components to a fixed 

intermediate frequency (IF) using a tune-able local oscillator. The IF amplifier, filter and 

detector can then simply operate at a fixed band of frequencies. As a result, amplifier 

characteristics such as gain and bandwidth can be precisely controlled [2] [35]. The 

superhet is illustrated in Figure 2.13. 
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Figure 2.13: Superhet system overview. 

Firstly, a tuneable bandpass filter is used to ensure that the received signal is within the 

desired frequency range. The received signal is then mixed with an internally produced 

signal at the local oscillator frequency. The mixing of the signals results in a signal with 

two frequency components, one at the frequency of the sum of the input frequencies and 

the other at the difference of the input frequencies. A low-pass filter is then used to filter 

out the double frequency components. The resulting signal with just the lower frequency 

component, which is known as the IF signal, can therefore be amplified and detected. To 

cover a wide range of frequencies, the superhet has a tuning mechanism which adjusts the 

bandpass filter and local oscillator accordingly.  

The superhet is more sensitive than the CVR, but suffers from a probability of intercept 

performance loss, unless the frequency of the radar to be intercepted is known a-priori. The 

typical range for a narrowband superhet’s sensitivity is approximately -90 dBm for a 1 

MHz bandwidth [33]. For the purposes of this investigation, a specific type of superhet 

known as the zero IF receiver (ZIFR) is used. Henceforth, all instances of “superhet” 

specifically refer to the ZIFR, which is discussed in the following subsection.  

2.5.2.1 Zero IF Receiver 

This investigation will focus on a specific type of superhet, the ZIFR. The ZIFR tunes the 

local oscillator to the centre frequency of the signal being received. This is as opposed to 

the standard superhet where the zero IF is only accomplished after converting to an 

intermediate frequency. Compared to the envelope detector, the phase information of the 

signal is retained using the zero-IF technique [35]. The ZIFR is illustrated in Figure 2.14. 
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Figure 2.14: ZIFR system overview [35]. 

The ZIFR allows the signal to be represented in this form: 

 𝑠(𝑡) = (𝐼 + 𝑗𝑄)𝑒−𝑗2𝜋𝑓𝑐𝑡. (2.66) 

The detection model of the ZIFR is derived in Section 2.6.2. 

 Signal Detection in ES receivers 

Signal detection is the function of detecting the desired signal in the presence of uncertainty. 

Uncertainty in signal detection exists as a result of internal and external noise in addition 

to the signal [37]. Internal noise is generated from the equipment itself as opposed to 

external noise which originates from the environment. As previously stated, the 

propagation environment is neglected in this study. Therefore, only the internal noise is 

considered. Internal noise consists primarily of thermal noise, and can be characterised as 

white, Gaussian noise. The terms white and Gaussian refers to a signal’s uniform spectral 

density over the band of interest and its Probability Distribution Function (PDF) 

respectively [38]. 

Consider detecting a signal in background noise. The signal has an arbitrary mean 𝜇 in the 

presence of white, zero-mean, Gaussian noise. A signal amplitude threshold 𝐸𝑡 must be 

chosen such that if this threshold is crossed, a detection occurs. Signal plus noise results in 

the random fluctuation of the signal amplitude and can result in signal detection errors. 

Signal fluctuations as a result of noise only can result in a false alarm. Signal plus noise 

(negative amplitude) can also fall short of the detection threshold and go undetected. There 

are four possible outcomes [15] as illustrated in Figure 2.15:  
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 correct detection - a signal is present and a detection occurs; 

 incorrect detection (false alarm) - a signal is not present and a detection occurs;  

 correct rejection - a signal is not present and no detection occurs; and 

 incorrect rejection (missed detection) - a signal is present and no detection occurs. 

Correct detections and correct rejections are the desired outcomes. Therefore, a high 

probability of the desired outcomes is preferable. It should be noted that the probability of 

false alarm (PFA), denoted by 𝑃𝑓𝑎, cannot be reduced to zero. The detection threshold must 

thus be chosen with an acceptable PFA in mind. 

 

 

(a) Probability of correct detection. 

 

(b) Probability of incorrect detection. 

 

(c) Probability of correct rejection. 

 

(d) Probability of incorrect rejection. 

Figure 2.15: Four possible signal detection outcomes. 

 

The signal detection models for the CVR and ZIFR are developed and presented in Sections 

2.6.1 and 2.6.2 respectively. The signal models of the ES receivers involve mathematical 

operations applied to the signal plus noise. Therefore, the signal detection models are based 

heavily on the transformation of random variables. 
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2.6.1 CVR Detection Model 

The CVR model is developed under the following simplifying assumptions:  

 the received signal is assumed to be in the frequency band of interest so that the 

bandpass filter can be neglected; and 

 the amplifiers can be neglected as SNR is a more useful unit of measure which 

scales with amplitude. 

The CVR model is therefore developed with the primary focus on the crystal detector and 

the low-pass filter. Consider a MIMO transmitting array and a CVR in the far-field region. 

The CVR has a single antenna and is positioned in a location in which the radar is expected 

to be transmitting. The signal received by the ES receiver is dependent on the instantaneous 

combination of time-shifted versions of the orthogonal codes transmitted by each element 

of the MIMO transmit array. Given that the transmit antennas of the MIMO radar can be 

spaced by multiple wavelengths, the received signal at the ES receiver is thus dependent 

on the relative angle between the radar antenna and the ES receiver. Recall (2.50) and (2.56), 

which are the orthogonal set of signals and the MIMO array receiving steering vector 

respectively. The output of the crystal detector is therefore given by 

 𝐱 = |𝐚𝑟
𝐻(𝜃𝐸𝑆)𝐬|, (2.67) 

where 𝜃𝐸𝑆 is the relative angle between the radar and the ES receiver. The low-pass filter 

can be implemented digitally by making use of a moving average approximation which is 

matched to the radar’s pulse length. Other alternatives such as a sinc filter also exist, but 

lead to a more complex implementation and a loss in SNR performance of the detector 

against conventional radar signals. The low-pass filter coefficients can to be chosen for 

unity noise gain [39]. Therefore, the filter coefficients ℎ are given by 

 ℎ = √1 𝑛⁄  (2.68) 
 

 𝐡 = [ℎ ℎ … ℎ], (2.69) 

where 𝑛 is the number of filter coefficients and 𝐡 is the vector of elements each equal to ℎ. 

The CVR output 𝐲 is given by 

 𝐲 = 𝐱 ∗ 𝐡, (2.70) 

where ∗ is the discrete convolution operation. 
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The CVR receives real signals, and is consequently only affected by real noise. Consider 

the real, white, Gaussian noise with mean 𝜇 , variance 𝜎2  and standard deviation 𝜎  

given by 

 
𝑓(𝑥; 𝜇, 𝜎) =

1

𝜎√2𝜋
𝑒−(−𝑥−𝜇)2 2𝜎2⁄ . (2.71) 

The Cumulative Distribution Function (CDF) for the standard normal distribution is 

 
𝐹(𝑦; 𝜇, 𝜎) = ∫

1

𝜎√2𝜋
𝑒−(−𝑥−𝜇)2 2𝜎2⁄ 𝑑𝑥

𝑦

−∞

. (2.72) 

An alternate form of the CDF, which can be calculated numerically, is given by 

 
𝐹(𝑦; 𝜇, 𝜎) =

1

2
[1 + erf (

𝑦 − 𝜇

𝜎√2
)], (2.73) 

where erf(. ) is the error function defined as 

 
erf(𝑥) =

1

√𝜋
∫ 𝑒−𝑡2

𝑥

−𝑥

𝑑𝑡 =
2

√𝜋
∫ 𝑒−𝑡2

𝑥

0

𝑑𝑡. (2.74) 

Note that there is no universal definition for the error function. Therefore, it can be 

presented in many forms [15]. Recall the full-wave rectification as a result of the crystal 

diode in (2.67). The rectification was modelled by taking the absolute value of the signal. 

The result is the transformation of the normal distribution into the folded normal 

distribution. Graphically, the folded normal distribution is the standard normal distribution 

folded along the vertical axis such that the negative values are all converted into positive 

values whilst maintaining the same amplitude. The mean and standard deviation will 

consequently change. The folded normal distribution is given by 

 
𝑓𝐹𝑁(𝑥; 𝜇𝐹𝑁, 𝜎𝐹𝑁) =

1

𝜎𝐹𝑁√2𝜋
𝑒−(−𝑥−𝜇𝐹𝑁)2 2𝜎𝐹𝑁

2⁄ +
1

𝜎𝐹𝑁√2𝜋
𝑒−(𝑥−𝜇𝐹𝑁)2 2𝜎𝐹𝑁

2⁄ , (2.75) 

where 𝑥 ∈ [0,∞). The corresponding CDF and its alternate form is given respectively by 

𝐹𝐹𝑁(𝑦; 𝜇𝐹𝑁 , 𝜎𝐹𝑁) = ∫
1

𝜎𝐹𝑁√2𝜋
𝑒−(−𝑥−𝜇𝐹𝑁)2 2𝜎𝐹𝑁

2⁄ 𝑑𝑥
𝑦

−∞

+∫
1

𝜎𝐹𝑁√2𝜋
𝑒−(𝑥−𝜇𝐹𝑁)2 2𝜎𝐹𝑁

2⁄ 𝑑𝑥
𝑦

−∞

 (2.76) 
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𝐹𝐹𝑁(𝑦; 𝜇𝐹𝑁 , 𝜎𝐹𝑁) =
1

2
[erf (

𝑦 + 𝜇𝐹𝑁

𝜎𝐹𝑁√2
) + erf (

𝑦 − 𝜇𝐹𝑁

𝜎𝐹𝑁√2
)], 

(2.77) 

where 𝜇𝐹𝑁  and 𝜎𝐹𝑁
2  are the mean and the variance of the folded normal distribution 

respectively. These parameters are given by 

 

𝜇𝐹𝑁 = 𝜎√
2

𝜋
 𝑒(−𝜇2 2𝜎2⁄ ) + 𝜇 [1 − 2𝐹 (

−𝜇

𝜎
)], (2.78) 

 

 

𝜎𝐹𝑁
2 = 𝜇2 + 𝜎2 − [𝜎√

2

𝜋
 𝑒(−𝜇2 2𝜎2⁄ ) + 𝜇 [1 − 2𝐹 (

−𝜇

𝜎
)]]

2

, (2.79) 

where 𝜇, 𝜎2  and 𝐹  are the mean, variance and CDF of a standard normal distribution. 

White noise has a zero-mean (𝜇 = 0). Therefore, the mean and variance for the folded 

normal distribution can be simplified to 

 

𝜇𝐹𝑁 = 𝜎√
2

𝜋
 , (2.80) 

 

 

𝜎𝐹𝑁
2 = 𝜎2 − [𝜎√

2

𝜋
 ]

2

= 𝜎2 (1 −
2

𝜋
). (2.81) 

Recall the low-pass filter required in the CVR from (2.77). The first-order approximation 

of the low-pass filter is implemented by averaging over 𝑛 samples, using a FIR filter with 

coefficients of ℎ. The effect of the filter on the mean and variance is given by 

 𝜇𝑓 = 𝑛ℎ𝜇𝐹𝑁

= 𝑛ℎ𝜎√
2

𝜋
  ,

 (2.82) 

 

 𝜎𝑓
2 = 𝑛ℎ2𝜎𝐹𝑁

2

= 𝑛ℎ2𝜎2 (1 −
2

𝜋
) .

 (2.83) 

The resulting mean 𝜇𝑓 and variance 𝜎𝑓
2 can then be used in (2.77), and the CDF can then 

be used to determine the approximate detection amplitude threshold 𝐸𝑡 for a desired PFA  
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𝐹𝐹𝑁(𝑦; 𝜇, 𝜎) =
1

2

[
 
 
 

𝑒𝑟𝑓

(

 
𝑦 + 𝑛ℎ𝜎√2

𝜋
 

√2𝑛ℎ2𝜎2 (1 −
2
𝜋
))

 + 𝑒𝑟𝑓

(

 
𝑦 − 𝑛ℎ𝜎√2

𝜋
 

√2𝑛ℎ2𝜎2 (1 −
2
𝜋
))

 

]
 
 
 

. (2.84) 

The threshold is then used to determine the Probability of Detection (PD) of MIMO radar 

signals. The detailed algebraic manipulation of (2.84) to determine the detection threshold 

is presented in Section 3.4. 

2.6.2 ZIFR Detection Model 

The ZIFR model is developed under the following simplifying assumptions: 

 The specific type of superhet being modelled is the ZIFR, which retains the phase 

information of the signals. 

 Signal modulation and demodulation can be neglected as the result should not 

differ theoretically [40] [41]. 

 The received signal is assumed to be in the frequency band of interest so that the 

bandpass filter can be neglected. 

 The amplifiers can be neglected as SNR is a more useful unit of measure which 

scales with amplitude. 

The ZIFR model is developed with the primary focus on the complex envelope and the low 

pass filter. The ZIFR is therefore modelled similarly to the CVR, with the exception of the 

ZIFR being a quadrature receiver. Consequently, the signal noise takes on complex values. 

Recall (2.70): 

 𝐲 = 𝐱 ∗ 𝐡. (2.85) 

Consider the complex Gaussian noise whereby both real and complex components are 

normally distributed with mean 𝜇 = 0 and variance 𝜎2. The complex envelope in (2.67) is 

given by 

 |. | = √𝐼2 + 𝑄2, (2.86) 

where 𝐼  and 𝑄  are the real and complex components respectively. The output of the 

complex envelope is therefore Rayleigh distributed [38], with PDF defined by 

 𝑓𝑅(𝑥; 𝜎𝑅) =
𝑥

𝜎𝑅
2 𝑒(−𝑥2 2𝜎𝑅

2⁄ ) ,   𝑥 ≥ 0. (2.87) 
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The CDF of the Rayleigh distribution is given by 

 
𝐹𝑅(𝑦; 𝜎𝑅) = ∫

𝑥

𝜎𝑅
2 𝑒(−𝑥2 2𝜎𝑅

2⁄ )𝑑𝑥
∞

𝑦

. (2.88) 

The low-pass filter with 𝑛 filter taps effectively sums multiple Rayleigh distributed random 

variables. For a large 𝑛, the result can be approximated by a normal distribution, with PDF 

and CDF given by (2.71) and (2.73). The mean 𝜇𝑅  and variance 𝜎𝑅  of the Rayleigh 

distribution, in terms of the input normal distribution’s parameters, are given by 

 
𝜇𝑅 = 𝜎√

𝜋

2
 , (2.89) 

 

 
𝜎𝑅

2 =
4 − 𝜋

2
𝜎2. (2.90) 

The effect of the low-pass filter on the mean and variance is given by 

 𝜇𝑓 = 𝑛ℎ𝜇𝑅

= 𝑛ℎ𝜎√
𝜋

2
 ,
 (2.91) 

 

 𝜎𝑓
2 = 𝑛ℎ2𝜎𝑅

2

= 𝑛ℎ2𝜎2 (
4 − 𝜋

2
) .

 (2.92) 

The resulting mean 𝜇𝑓  and variance 𝜎𝑓
2  can then be used in (2.73) to determine the 

approximate detection amplitude threshold 𝐸𝑡 for a desired PFA 

 

𝐹(𝑦; 𝜇, 𝜎) =
1

2

[
 
 
 

1 + erf

(

 
𝑦 − 𝑛ℎ𝜎√

𝜋
2 

√𝑛ℎ2𝜎2 (
4 − 𝜋

2 ) )

 

]
 
 
 

. (2.93) 

The threshold is then used to determine the PD of MIMO radar signals. The algebraic 

manipulation to determine the detection threshold from (2.93) is presented in Section 3.5.  
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 Conclusion 

This chapter has presented the fundamental theory and assumptions necessary to develop 

the required mathematical models. Mathematical models for the narrowband phased array 

and the narrowband MIMO array were developed, along with the signal generation process 

for each respective model. Mathematical models for the CVR and ZIFR were then 

presented. The simulation setup designed to carry out this investigation is presented in the 

following chapter. 
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3 Simulation Setup 

This chapter presents the simulation setup for this investigation. To provide context for the 

detectability of MIMO radar signals, a conventional phased array radar reference case is 

required as a basis for comparison. The investigation will be conducted on a variety of co-

located antenna array setups by varying the number of antenna elements and the  

inter-element spacing. Both ideal omnidirectional antennas and theoretical patch antennas 

will be implemented and the results compared. A semicircle (180°) range in azimuth, as 

illustrated in Figure 3.1, will be considered for each setup in this investigation.  

 

Figure 3.1: Semicircle (180°) range. 

For each setup, the ES receiver will effectively be scanned over the 180-degree arc, and the 

detectability of the transmitted signals will be assessed at each position. It is difficult to 

fairly compare phased arrays and MIMO arrays [6]. The following constraints will be used 

in attempt to create a fair platform for comparison between the two cases: 

 The same number of antenna elements is used for each phased array and 

corresponding MIMO array setup. 

 The same inter-element spacing is used for each phased array and corresponding 

MIMO array setup. 

 The PAPR should be unity for all transmitted signals in both phased array and 

MIMO array setups. As a result, each antenna element will transmit the same 

amount of power (1 watt) for both the phased array and the MIMO array. 

 The SNR is determined by assuming the maximum potential combined signal 

power as determined by the total number of elements in the array for both phased 

array and MIMO array setups. 

 The phased array and MIMO signals should have approximately equal bandwidths. 
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The antenna array setups for both the phased array and the MIMO array to be investigated 

will consist of 4, 8 and 16 antenna elements. For each setup, the inter-antenna element 

spacing to be considered is 0.5𝜆, 𝜆, 2𝜆 and 4𝜆. Due to the MIMO signal generation process, 

which is presented in Section 3.2, there are 16 possible signals to choose from. For the  

4-element case, 4 out of 16 signals are chosen. Similarly, for the 8-element case, 8 out of 

16 signals are chosen. For computational practicality, not all potential combinations will 

be simulated. The simulations to be performed per ES receiver are summarised in Table 1 

and Table 2. A total of 56 setups will be simulated for the MIMO case and 24 setups will 

be simulated for the phased array case. 

It is noted that array spacing larger than 0.5𝜆 may be less common in practice. However, 

this investigation does fall within the research domain and therefore does extend to cases 

which may not be common in practice. It is further noted that array spacing larger than 

0.5𝜆 are considered in literature, for example the thin/full and full/thin arrays presented by 

Brookner [25]. 

Table 1. Simulation setup for phased arrays by varying number of antenna elements and 

inter-element spacing. 

Number of antenna 

elements 

Number of sets of 

signals 

Inter-element 

spacing 

4 1 0.5𝜆, 𝜆, 2𝜆, 4𝜆 

8 1 0.5𝜆, 𝜆, 2𝜆, 4𝜆 

16 1 0.5𝜆, 𝜆, 2𝜆, 4𝜆 

Table 2. Simulation setup for MIMO arrays by varying number of antenna elements and 

inter-element spacing. 

Number of antenna 

elements 

Number of sets of 

signals 

Inter-element 

spacing 

4 4 0.5𝜆, 𝜆, 2𝜆, 4𝜆 

8 2 0.5𝜆, 𝜆, 2𝜆, 4𝜆 

16 1 0.5𝜆, 𝜆, 2𝜆, 4𝜆 

 

The detection model for both ES receivers will assume that the receiver’s low-pass filters 

are matched to the radar pulse length. It is noted that although matched filters are theoretical 

possible, the author is not aware of any such implementation for ES receivers in practice. 



42 

 

However, for computational practicality, this investigation will focus on the best case 

detection scenario, by assuming the pulse length is known a-priori. 

The radar parameters of a typical search radar system are given in Table 3 [1]. The 

parameters for the simulation of the radar are given in Table 4. The simulation parameters 

are used in the signal generation process for both the phased array and the MIMO array. 

Note that both ES receivers will be simulated with 𝑃𝑓𝑎 = 10−4.  

Table 3: Typical example of search radar parameters. 

Parameter Values 

Carrier frequency 1 GHz 

Sampling frequency 10 MHz 

Sampling time 0.1 µs 

Pulse length 10-20 µs 

Number of samples per signal 100-200 

Table 4: Parameters for simulation of the radar. 

Parameter Values 

Carrier frequency 2.5 MHz 

Sampling frequency 10 MHz 

Sampling time 0.1 µs 

Pulse length 12.1 µs 

Number of samples per signal 121 

 

The following subsections first introduce the phased array signal generation and the MIMO 

signal generation. Constraints such as the PAPR and bandwidth are highlighted for both 

types of signals. The implementation of the CVR and the ZIFR are then presented. Finally, 

the effective antenna patterns for each simulation setup are compared to provide insight 

into the simulation results. 

 Phased Array Signal Generation 

Recall the narrowband phased array model presented in Section 2.2. Beamforming allows 

the phased array to transmit or receive signals in a particular direction. In phased array 

radars, signals are transmitted with a high gain in a particular direction by steering the 

antenna pattern of the transmitting array in said direction. The probability of receiving a 



43 

 

returning echo of the transmitted signal is highest when the receiving array is steered in the 

same direction.  

Therefore, phased array radar operates by electronically stepping the main beam across a 

range of DOAs, typically in intervals, depending on the beamwidth [1], as illustrated in 

Figure 3.2. The DOA intervals that a typical phased array radar would perform is 

determined by overlapping the beams at 80 % of the main beam’s 3 dB beamwidth  

points [5].  

 

(a) Illustration of 80 % of the main beam’s 3 dB beamwidth. 

 

(b) Polar illustration of stepping of main beam for typical search radar operation. 

Figure 3.2: Example of phased array radar beam stepping operation. 

 

This overlapping of the beams results in a 1.86 dB loss at the DOA of the overlap, and the 

radar designer may consider stepping back into this DOA on a subsequent scan. 
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In the phased array reference case, the main beam will be electrically steered from -60 to 

60 degrees. At angles below -60 degrees and above 60 degrees, the beam will remain 

steered to -60 and 60 degrees respectively due to the fact that it is uncommon for linear 

arrays steer past this point in practice. This mimics a practical phased array radar’s angle 

scanning operation. The resulting detectability of the phased array radar signals will be at 

its highest when the main beam is at the same angle as the position of the ES receiver. 

Figure 3.3 demonstrates that the phased array transmit signal is significantly more 

detectable in the main beam region of the antenna pattern than in the sidelobe region. The 

difference is approximately 15 dB. Therefore, the engineering approximation will be made 

that the main beam of the phased array is steered directly at the ES receiver. 

 

Figure 3.3: PD comparison of phased array main beam versus side lobes, for the case of 

4-element array. 

 

To perform a fair comparison between the phased array radar and MIMO radar, the case of 

the typical operation of each radar is considered. The detectability of the phased array radar 

when its main beam is steered in the direction of the ES receiver will therefore be compared 

to that of the MIMO radar, where the signals are transmitted in the entire 180-degree space. 

This is comparable due to the fact that the phased array’s main beam will eventually cover 

the full scanning angular space and consequently risk the radar being detected by a ES 

receiver. The typical operation of each radar does present the worst case scenario in terms 

of detectability by an ES receiver. However, this worst case scenario is also the most likely 

case for each radar’s target detection functionality.  
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Each phased array antenna element transmits the same signal, multiplied by a complex 

weight. The transmitted signal is a complex linear chirp signal as illustrated in Figure 3.4. 

 

(a) Complex chirp example. 

 

(b) PAPR of the complex chirp. 

 

(c) Frequency spectrum of the complex chirp with the signal length extended for 

illustration purposes. 

 

Figure 3.4: Complex chirp signal example. 

As illustrated, the signal satisfies the 1 watt transmit power constraint and the unity  

peak-to-average constraint. This complex chirp is used for all phased array simulations. 

 MIMO Array Signal Generation 

The MIMO array model and the generation of MIMO radar signals was presented in 

Section 2.3 and 2.4 respectively. The Hadamard matrix is used as a basis for generating the 

set of orthogonal signals for the MIMO radar. Coinciding with the simulation setups where 

the largest number of antenna elements in an array is 16, a 16th order Hadamard matrix, 

given by (3.1), is used for the signal generation.  
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(3.1) 

Different interpolation filters, such as the sinc filter and the raised cosine filter, were 

implemented. However, these filters did not satisfy the unity PAPR constraint or the 1 watt 

transmit power constraint. Therefore, the CE-LRU filter is used to interpolate the 

Hadamard sequences by a factor of 8. The results of interpolating the second row (randomly 

chosen for illustration purposes) of the matrix given by (3.1) are illustrated in Figure 3.5. 

It is noted that the output of CE-LRU implementation contains 𝐿 − 1 samples compared to 

expected output, where 𝐿 is the interpolation factor. For example, a 16-sample input with 

an interpolation factor of 𝐿 = 8 results in an output of 121 samples instead of 128 samples. 

The complex chirps generated for the phased array case were adjusted accordingly to 121 

samples as well. 

As illustrated, the signal satisfies the 1 watt transmit power constraint. This applies to all 

16 possible signals. In Figure 3.5 (d), the sequence length was extended to properly 

illustrate the frequency spectrum. In a shorter sequence, peaks would have been more 

evident in the frequency spectrum. Each interpolated element of the code is a complex 

sinusoid at a fixed frequency, and thus causes a peak in the spectrum. For longer sequences, 

this effect should average out. Unlike the phased array case, the MIMO array will not be 

steered as it operates by transmitting energy in all directions, and then forms transmit beams 

after reception. The signal bandwidth constraint also holds as the bandwidth of the MIMO 

signals and the phased array’s complex chirp are similar. As illustrated in Figure 3.6 (b), 

90% of the signal power for both signals is captured at approximately 1.1 MHz. 
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(a) Example of Hadamard sequence. 

 

(b) Example of resulting MIMO signal. 

 

(c) PAPR of the MIMO signal. 

 

(d) Frequency spectrum of the MIMO signal with the signal length extended for 

illustration purposes. 

 

Figure 3.5: MIMO signal generation example. 
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(a) Frequency spectrum of the MIMO signal compared to the complex chirp. 

 

(b) Percentage captured power of the MIMO signal compared to the  

complex chirp. 

Figure 3.6: Bandwidth comparison between the MIMO signal and the complex chirp. 

 Theoretical Patch Antenna Implementation 

The theoretical antenna pattern for a typical patch antenna is given by [42] 

 

𝑏(𝜃) = cos𝜃
sin (

𝛽𝑊
2

sin𝜃)

𝛽𝑊
2

sin𝜃
, (3.2) 

where 𝛽 = 2𝜋 𝜆⁄  and 𝑊 = 𝜆 2⁄ . The resulting antenna pattern is illustrated in Figure 3.7.  

 

Figure 3.7: Theoretical patch antenna pattern. 

This result can be directly applied to the ideal omnidirectional antenna pattern, which 

effectively results in the antenna pattern of an array of patch antennas [19]. For the sake of 
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comparison, the theoretical patch antenna will be used in the simulation setups listed  

in Table 5. 

Table 5: Patch antenna simulation setups. 

Array Type Number of 

antenna elements 

Number of sets of 

signals 

Inter-element 

spacing 

MIMO & Phased 4 1 0.5𝜆, 4𝜆 

MIMO & Phased 8 1 0.5𝜆, 4𝜆 

MIMO & Phased 16 1 0.5𝜆, 4𝜆 

 

 CVR Implementation 

An overview of the CVR signal detection implementation is illustrated in Figure 3.8. The 

implementation includes the signal generation, the signal transmission and the signal 

detection by the ES receiver. 

 

Figure 3.8: Overview of CVR implementation. 

 

The signal generation of the phased array and the MIMO array and the steering of the 

signals was discussed in Sections 3.1 and 3.2 respectively. The signal pulse length is 12.1µs, 
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sampled at 10MHz. The CVR only considers the instantaneous amplitude of signals. 

Consider the signal given by 

 𝑠(𝑡) = 𝐼(𝑡) + 𝑗𝑄(𝑡), (3.3) 

where 𝐼(𝑡)  is the real component and 𝑄(𝑡)  is the complex component. The time 

dependency is neglected for simplicity. The signal is then modulated 

 𝑠𝑚 = (𝐼 + 𝑗𝑄)𝑒𝑗2𝜋𝑓𝑐𝑡

= (𝐼 + 𝑗𝑄)[cos(2𝜋𝑓𝑐𝑡) + 𝑗sin (2𝜋𝑓𝑐𝑡)]

= [𝐼cos(2𝜋𝑓𝑐𝑡) − 𝑄sin(2𝜋𝑓𝑐𝑡)] + 𝑗[𝐼sin(2𝜋𝑓𝑐𝑡) + 𝑄cos(2𝜋𝑓𝑐𝑡)],

 (3.4) 

where 𝑓𝑐 is the carrier frequency. The real part of 𝑠𝑚 is then transmitted 

 𝑠𝑡 = 𝑅𝑒(𝑠𝑚) = 𝐼cos(2𝜋𝑓𝑐𝑡) − 𝑄sin(2𝜋𝑓𝑐𝑡). (3.5) 

For computational practicality, the signal is modulated onto a carrier frequency of 2.5 MHz 

to retain the 10 MHz sampling frequency. This reduces the number of samples that need to 

be processed. 

Real valued white Gaussian noise is added to the transmitted signal before the detection 

takes place. The full-wave rectifying action of the diode is modelled by the absolute value 

function |. | and the low-pass filter is implemented through first order approximations 

 𝐱𝐹𝑊𝑅 = |𝐬𝑡 + 𝐳|, (3.6) 

 𝐲 = 𝐱𝐹𝑅𝑊 ∗ 𝐡, (3.7) 

where 𝐳 is the additive noise and 𝐡 is the filter coefficients. Recall the assumption from 

Section 3, where it is assumed that the low-pass filter for the CVR is matched to the radar 

pulse length. For a large number of filter taps, the output of the filter is approximately 

Gaussian distributed. The CDF of the Gaussian distribution is algebraically manipulated to 

calculate the detection threshold 𝐸𝑡 for 𝑃𝑓𝑎 = 10−4. The variance 𝜎𝐹𝑁
2  and mean 𝜇𝐹𝑁 of a 

folded normal distribution are given by 

 

𝜎𝐹𝑁
2 = 𝜎2 − [𝜎√

2

𝜋
 ]

2

= 𝜎2 [1 −
2

𝜋
]

 (3.8) 
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𝜇𝐹𝑁 = 𝜎√
2

𝜋
 ,  (3.9) 

where 𝜎 is the standard deviation of a normal distribution. The low-pass filter sums 𝑛 of 

these random variables with filter coefficient ℎ = 1  

 
𝜎𝑓

2 = 𝑛ℎ2𝜎𝐹𝑁
2 = 𝑛𝜎2 [1 −

2

𝜋
], (3.10) 

 

 

𝜇𝑓 = 𝑛ℎ𝜇𝐹𝑁 = 𝑛𝜎√
2

𝜋
 . (3.11) 

Assuming 𝑛  is large enough that the filter’s output is approximately Gaussian, the  

𝑃𝐷 can be approximated by the CDF of a Gaussian distribution at the threshold  𝐸𝑡0 

 
𝑃𝑑(𝐸𝑡0) =

1

2
[1 + erf (

𝐸𝑡0

𝜎𝑓√2
)]. (3.12) 

Using the identity 

 erfc(𝑥) = 1 − erf(𝑥) ,
erf(𝑥) = 1 − erfc(𝑥),

 (3.13) 

the PD becomes 

 
𝑃𝑑(𝐸𝑡0) =

1

2
[1 + 1 − erfc (

𝐸𝑡0

𝜎𝑓√2
)]. (3.14) 

Solving for the detection threshold 𝐸𝑡 for a chosen 𝑃𝑓𝑎 

 𝑃𝑓𝑎 = 1 − 𝑃𝑑(𝐸𝑡0)

= 1 −
1

2
[1 + 1 − erfc (

𝐸𝑡0

𝜎𝑓√2
)]

= 1 − 1 +
1

2
erfc (

𝐸𝑡0

𝜎𝑓√2
)

𝑃𝑓𝑎 =
1

2
erfc (

𝐸𝑡0

𝜎𝑓√2
)

erfc−1(2𝑃𝑓𝑎) =
𝐸𝑡0

𝜎𝑓√2

𝐸𝑡0 = 𝜎𝑓√2erfc−1(2𝑃𝑓𝑎).

 (3.15) 
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The final threshold is given by the mean 𝜇𝑓 plus the zero-mean threshold 𝐸𝑡0 

 𝐸𝑡 = 𝜇𝑓 + 𝐸𝑡0

= 𝑛𝜎√
2

𝜋
 + √𝑛𝜎2 (1 −

2

𝜋
)  √2erfcinv(2𝑃𝑓𝑎)

= 𝑛𝜎√
2

𝜋
 + 𝜎√2𝑛 (1 −

2

𝜋
)  erfcinv(2𝑃𝑓𝑎).

 (3.16) 

The resulting detection threshold is 

 𝐸𝑡(𝜎) =  121.2045𝜎. (3.17) 

The Gaussian distribution assumption at the output of the filter resulted in an error of 

approximately 11% in the PFA for the calculated detection threshold 

 𝑃𝑓𝑎 = 1.111 × 10−4. (3.18) 

The detection threshold value was varied slightly around (3.17). For each value, 109 

iterations of random noise were used to determine the actual PFA. The results were 

interpolated to determine the actual threshold value corresponding to 𝑃𝑓𝑎 = 10−4. The 

error compensation is illustrated in Figure 3.9. 

 

         Figure 3.9: CVR detection threshold error correction for Pfa=10-4. 

 The correct detection threshold was found to be 

 𝐸𝑡(𝜎) = 122.4411𝜎. (3.19) 

The detection threshold is then used determine the detectability of the phased array and 

MIMO signals using the CVR. 
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 ZIFR Implementation 

An overview of the ZIFR signal detection implementation is illustrated in  

Figure 3.10. Recall from Section 2.5.2 that the ZIFR being implemented is the ZIFR, which 

retains the phase information of the signals. The implementation includes the signal 

generation, the signal transmission and the signal detection by the ES receiver. 

The signal generation for the phased array and the MIMO array and the steering of the 

signals was discussed in Sections 3.1 and 3.2 respectively. The ZIFR receives complex 

signals and as a result is simpler to implement than the CVR implementation because 

modulation can be neglected as the original signal is recovered.  

The implementation of the ZIFR signal detection is similar to that of the CVR, with the 

exception of adding complex valued noise as opposed to real valued noise. The complex 

envelope is obtained through the absolute function, |. | , for complex values and the  

low-pass filter is implemented by convolution with the filter coefficients 𝐡. Similar to the 

CVR implementation, the low-pass filter is matched to the radar pulse length, so the pulse 

length is assumed to be known a-priori. This also allows fair comparison of the detection 

performance between the CVR and ZIFR receivers. 

 

Figure 3.10: Overview of the ZIFR implementation. 
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The CDF of the Gaussian distribution is algebraically manipulated to calculate the detection 

threshold 𝐸𝑡  for 𝑃𝑓𝑎 = 10−4. The variance  𝜎𝑅
2   and mean 𝜇𝑅  of a Rayleigh distributed 

random variable are given by [38] 

 
𝜎𝑅

2 = 𝜎2 (
4 − 𝜋

2
) , (3.20) 

 

 
𝜇𝑅 = 𝜎√

𝜋

2
 . (3.21) 

The low-pass filter sums 𝑛 of these random variables with filter coefficient ℎ = 1  

 
𝜎𝑓

2 = 𝑛ℎ2𝜎𝑅
2 = 𝑛𝜎2 (

4 − 𝜋

2
), (3.22) 

 

 
𝜇𝑓 = 𝑛ℎ𝜇𝑅 = 𝑛𝜎√

𝜋

2
 . (3.23) 

Assuming 𝑛 is large enough that the filter’s output is approximately Gaussian, the zero-

mean 𝑃𝑑 can be approximated by the CDF of a zero mean Gaussian distribution at zero-

mean threshold of 𝐸𝑡0 

 
𝑃𝑑(𝐸𝑡0) =

1

2
[1 + erf (

𝐸𝑡0

𝜎𝑓√2
)]. (3.24) 

Using the identity 

 erfc(𝑥) = 1 − erf(𝑥) ,
erf(𝑥) = 1 − erfc(𝑥),

 (3.25) 

the PD becomes 

 
𝑃𝑑(𝐸𝑡0) =

1

2
[1 + 1 − erfc (

𝐸𝑡0

𝜎𝑓√2
)]. (3.26) 

Solving for the detection threshold 𝐸𝑡 for a chosen 𝑃𝑓𝑎 

 𝑃𝑓𝑎 = 1 − 𝑃𝑑(𝐸𝑡0)

= 1 − 1 +
1

2
erfc (

𝐸𝑡0

𝜎𝑓√2
)

𝑃𝑓𝑎 =
1

2
erfc (

𝐸𝑡0

𝜎𝑓√2
)

𝐸𝑡0 = 𝜎𝑓√2erfcinv(2𝑃𝑓𝑎).

 (3.27) 
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The final threshold is given by the mean 𝜇𝑓 plus the zero-mean threshold 𝐸𝑡0 

 𝐸𝑡 = 𝜇𝑓 + 𝐸𝑡0

= 𝑛𝜎√
𝜋

2
 + √𝑛𝜎2 (

4 − 𝜋

2
)  √2erfcinv(2𝑃𝑓𝑎)

𝐸𝑡 = 𝑛𝜎√
𝜋

2
 + 𝜎√𝑛(4 − 𝜋)  erfcinv(2𝑃𝑓𝑎).

 (3.28) 

Similar to the CVR case, the error made due to the approximations in the derivation is 

corrected by running 109 iterations of random noise to determine the actual PFA. The result 

is shown in Figure 3.11. 

 

Figure 3.11: ZIFR detection threshold error correction for Pfa=10-4. 

The corrected detection threshold was determined to be 

 𝐸𝑡(𝜎) = 179.3033𝜎. (3.29) 

The detection threshold is then used determine the detectability of the phased array and 

MIMO signals using the ZIFR. 

 Simulation Setup for Antenna Pattern Comparison 

The phased array and MIMO array setups, described in Table 1 and Table 2 respectively, 

all have unique antenna patterns. As a result, the detectability of transmitted signals in each 

case are expected to differ. It should be noted that grating lobes are more evident in the 

main angles of interest (-60 to 60 degrees) when using ideal omnidirectional antennas as 

opposed to a theoretical patch antenna.  
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The simulated antenna patterns are presented in the following subsections. Owing to the 

large number of simulation setups, the first two graphs of each subsection are intentionally 

enlarged so that the axis labels are easily legible. Thereafter, the remainder of the graphs 

from each subsection are included for the sake of completeness. The axis labels are 

identical with the exception of the scale for the transmitted signal amplitude, which scales 

according to the number of antenna elements in the array. 

3.6.1 Ideal Omnidirectional Phased Array Antenna Patterns 

The antenna patterns of the phased array setups using ideal omnidirectional antenna 

elements are illustrated in Figure 3.12 through to Figure 3.23. Alongside the antenna pattern 

is the transmitted signal’s amplitude for all DOAs. Each horizontal line in the antenna 

pattern figures is the antenna pattern steered to a particular direction as indicated by the 

vertical axis. The antenna patterns confirm that the phased array is steered from  

-60 to 60 degrees, which is characterised by the peak gain moving across from the bottom 

left corner to the top right corner of each plot. Furthermore, it is evident that at angles below 

-60 and above 60, the beam will remain steered at -60 and 60 degrees respectively. This is 

shown by the unchanging horizontal lines below -60 and above 60 degrees on the vertical 

axis. This area is effectively the remaining portion of the antenna pattern when the pattern 

has been steered to its limit at -60 or 60 degrees. The transmitted signal amplitudes are 

scaled by the antenna pattern’s gain in each DOA. It illustrates the peak values of the 

transmitted signals, where detection of the signals by the ES receiver is more likely. 
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(a) Logarithmic antenna pattern for all DOAs. 

 

(b) Transmitted signal amplitude versus DOA. 

Figure 3.12: Four-antenna element phased array 0.5𝜆 inter-element spacing. 
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(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.13: Four-antenna element phased array with 1.0𝜆 inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.14: Four-antenna element phased array with 2.0λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.15: Four-antenna element phased array with 4. 0λ inter-element spacing. 
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(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.16: Eight-antenna element phased array with 0.5λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.17: Eight-antenna element phased array with 1.0λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.18: Eight-antenna element phased array with 2.0λ inter-element spacing. 
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(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.19: Eight-antenna element phased array with 4.0λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.20: Sixteen-antenna element phased array with 0.5λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.21: Sixteen-antenna element phased array with 1.0λ inter-element spacing. 
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(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.22: Sixteen-antenna element phased array with 2.0λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.23: Sixteen-antenna element phased array with 4.0λ inter-element spacing. 

 

3.6.2 Ideal Omnidirectional MIMO Array Antenna Patterns 

The antenna patterns of the MIMO array setups using ideal omnidirectional antenna 

elements are illustrated in Figure 3.24 through to Figure 3.35. Unlike the phased array radar, 

the transmit antenna pattern of the MIMO radar is not steered. The effect of the antenna 

array transmission is similar to that of a broadside antenna pattern. The transmitted signals 

combine unpredictably as a result of the combination of the approximately orthogonal set 

of signals. As discussed, multiple unique sets of signals are used in the different MIMO 

setups. Only one example of a set of signals for each MIMO array setup is presented. The 

details of the presented setups are given in Table 6. 
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Table 6: MIMO array illustrated transmitted signals. 

Number of antenna elements Set of signals (Rows of Hadamard matrix) 

4 1,5,9,13 

8 2,4,6,8,10,12,14,16 

16 All 16 

 

 

(a) Logarithmic antenna pattern for DOAs. 

 

(b) Transmitted signal amplitude versus DOA. 

Figure 3.24: Four-antenna element MIMO array with 0.5𝜆 inter-element spacing. 
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(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.25: Four-antenna element MIMO array with 1.0λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.26: Four-antenna element MIMO array with 2.0λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.27: Four-antenna element MIMO array with 4.0λ inter-element spacing. 
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(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.28: Eight-antenna element MIMO array with 0.5λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.29: Eight-antenna element MIMO array with 1.0λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.30: Eight-antenna element MIMO array with 2. 0λ inter-element spacing. 
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(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.31: Eight-antenna element MIMO array with 4.0λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.32: Sixteen-antenna element MIMO array with 0.5λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.33: Sixteen-antenna element MIMO array with 1.0λ inter-element spacing. 
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(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.34: Sixteen-antenna element MIMO array with 2.0λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.35: Sixteen-antenna element MIMO array with 4.0λ inter-element spacing. 

 

3.6.3 Theoretical Patch Phased Array Antenna Patterns 

The antenna patterns of the phased array setups using theoretical patch antenna elements 

are illustrated in Figure 3.36 through to Figure 3.41. As discussed in Section 3.3, the 

theoretical patch antenna pattern is applied directly to the ideal omnidirectional antenna 

pattern. This effectively results in the antenna pattern of an array of patch antennas.  
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(a) Logarithmic antenna pattern for DOAs. 

 

(b) Transmitted signal amplitude versus DOA. 

Figure 3.36: Four patch antenna element phased array with 0.5λ inter-element spacing. 
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(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.37: Four patch antenna element phased array with 4.0λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.38: Eight patch antenna element phased array with 0.5λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.39: Eight patch antenna element phased array with 4.0λ inter-element spacing. 
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(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.40: Sixteen patch antenna element phased array with 0.5λ inter-element 

spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.41: Sixteen patch antenna element phased array with 4.0λ inter- 

element spacing. 
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3.6.4 Theoretical Patch MIMO Array Antenna Patterns 

The antenna patterns of the MIMO array setups using theoretical patch antenna elements 

are illustrated in Figure 3.42 through to Figure 3.47. Similar to the phased array case in 

Section 3.6.3, the theoretical patch antenna pattern is applied directly to the ideal 

omnidirectional antenna patterns.  

 

(a) Logarithmic antenna pattern for DOAs. 

 

(b) Transmitted signal amplitude versus DOA. 

Figure 3.42: Four patch antenna element MIMO with 0.5λ inter-element spacing. 
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(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.43: Four patch antenna element MIMO with 4.0λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.44: Eight patch antenna element MIMO with 0.5λ inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.45: Eight patch antenna element MIMO with 4.0λ inter-element spacing. 
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(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.46: Sixteen patch antenna element MIMO with 0.5𝜆 inter-element spacing. 

 

  

(a) Logarithmic antenna pattern for 

DOAs. 

(b) Transmitted signal amplitude versus 

DOA. 

Figure 3.47: Sixteen patch antenna element MIMO with 4.0𝜆 inter-element spacing. 

 

 Conclusion 

This chapter presented the simulation setup including: the simulation parameters; the signal 

generation for both phased array and MIMO cases; and the ES receiver implementation for 

both CVR and ZIFR. The resulting antenna patterns for all the simulation setups were 

illustrated to provide insight into the final ES receiver detection results of the phased array 

and MIMO radar. The detections results are presented, analysed and discussed in the 

following chapter. 
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4 Results, Analysis and Discussion 

This chapter presents the ES receiver detection results from the simulation setups described 

in Section 3. The detection results using ideal omnidirectional antennas in the phased array 

and MIMO array will hereafter be referred to as the “ideal” results. The detection results 

using a theoretical patch antenna in the phased array and MIMO array will hereafter be 

referred to as the “patch” results. To make this chapter more readable, not all of the 

detection results will be presented. The detection results that will be presented are 

summarised in Table 7.  

Table 7: Illustrated simulation results for the CVR. 

ES Receiver Array Type Antenna Type Number of 

Antennas 

Inter-element 

spacing 

CVR  Phased Ideal 4 0.5𝜆 

CVR Phased Ideal 4 4.0𝜆 

CVR Phased Ideal 8 0.5𝜆 

CVR Phased Ideal 8 4.0𝜆 

CVR MIMO Ideal 4 0.5𝜆 

CVR MIMO Ideal 4 4.0𝜆 

CVR MIMO Ideal 8 4.0𝜆 

CVR Phased Patch 4 4.0𝜆 

CVR MIMO Patch 4 4.0𝜆 

The simulation setups presented are selected intentionally to highlight the following effects: 

 increasing the number of antenna elements; 

 increasing the inter-element spacing; 

 phased array radar versus MIMO radar; and  

 ideal omnidirectional antenna versus a typical patch antenna.  

The same relative result applies to the ZIFR detection of the same simulation setups 

(excluding the difference in detection performance between the two different ES receivers). 

These effects are evident in the overall comparison of all the detection results, which are 

presented in Section 4.2.  It is noted that the relative difference in findings between the  

4-antenna and 8-antenna cases are comparable to the difference in findings between the  

8-antenna and 16-antenna cases. The difference in findings are characterised by the 

doubling of the number of antenna elements. Therefore, there is no need to individually 
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present any of the 16 antenna cases. Each individual simulation setup result will consist of 

two graphs. The first graph is the PD result as a function of DOA for angles between  

-90 degrees and 90 degrees. The second graph averages the PD over all the DOAs to show 

the mean PD. This result is thus the expected value of PD if the azimuth position of the ES 

receiver is a uniformly distributed random variable. The detection results are analysed and 

discussed to highlight the various findings of this investigation. 

 Discussion of Emphasized Detection Results  

Individual simulation setups have been selected to emphasize notable regions in the 

detection results. For the purposes of this investigation, the detectability of the phased array 

radar and MIMO radar is considered at the SNR point where 𝑃𝑑 = 0.6. The detectability 

of the ideal 4-element phased array radar using the CVR is given in Figure 4.1 and  

Figure 4.2.  

 

(a) PD over all DOAs. (b) Average PD over all DOAs. 

Figure 4.1: CVR detection results of a 4-element phased array at 0.5𝜆 spacing. 

 

(a) PD over all DOAs. (b) Average PD over all DOAs. 

Figure 4.2: CVR detection results of a 4-element phased array at 4.0λ spacing. 
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These results illustrate the effect of increasing the inter-element spacing. As discussed in 

Section 3.1, the beam in the phased array reference case is only scanned from -60 to 60 

degrees. Beyond the angle limitation, the presence of the antenna side lobes is evident, and 

this region has a significant impact on the average PD over all DOAs. 

The detectability of the ideal 8-element phased array radar using the CVR, given by  

Figure 4.3 and Figure 4.4, illustrates the effect of increasing the number of elements in the 

array. For the phased array radar case, the coherent combination of the signals results in an 

increased detectability of the signal in the presence of noise. Therefore, doubling the 

number of antenna elements in the array results in an increase in detectability of 3 dB as 

illustrated in Figure 4.5. 

 

(a) PD over all DOAs. (b) Average PD over all DOAs. 

Figure 4.3: CVR detection results of an 8-element phased array at 0.5𝜆 spacing. 

 

(a) PD over all DOAs. (b) Average PD over all DOAs. 

Figure 4.4: CVR detection results of an 8-element phased array at 4.0λ spacing. 



76 

 

 

Figure 4.5: CVR detection results for 4-element versus 8-element phased arrays. 

 

The detectability of the ideal 4-element MIMO radar using the CVR is given by Figure 4.6 

and Figure 4.7. The detectability of the ideal 8-element MIMO radar is given by Figure 4.8. 

In comparison to the phased array radar case with the same number of antenna elements, 

the MIMO radar is less detectable than the phased array radar (6 dB for a 4-element phased 

array versus MIMO). It should also be noted that the MIMO radar’s detectability is 

approximately the same for differing number of antenna elements in the array, as well as 

varying the inter-element spacing in the antenna array. This is expected due to the coherent 

combination of the orthogonal MIMO signals. The side lobes and grating lobes are also 

present in the MIMO radar results as the inter-element spacing is increased. These findings 

are summarised in Figure 4.9. 

 

(a) PD over all DOAs. (b) Average PD over all DOAs. 

Figure 4.6: CVR detection results of a 4-element MIMO array at 0.5λ spacing. 
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(a) PD over all DOAs. (b) Average PD over all DOAs. 

Figure 4.7: CVR detection results for a 4-element MIMO array at 4.0λ spacing. 

 

(a) PD over all DOAs. (b) Average PD over all DOAs. 

Figure 4.8: CVR detection results of an 8-element MIMO array at 4.0λ spacing. 

 

Figure 4.9: CVR detection results of a 4-element versus 8-element MIMO array. 
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The detectability of the patch 4-element phased array radar and MIMO radar using the CVR 

is given by Figure 4.10 and Figure 4.11 respectively. The effect of the patch antenna pattern 

is evident, reducing the side lobes significantly due to the nulls at -90 and 90 degrees. The 

4-element antenna comparison between the phased array radar and the MIMO radar still 

differs by approximately 6 dB as illustrated in Figure 4.12. 

 

(a) PD over all DOAs. (b) Average PD over all DOAs. 

Figure 4.10: CVR detection results of a 4-element patch antenna phased array at  

4.0λ spacing. 

 

(a) PD over all DOAs. (b) Average PD over all DOAs. 

Figure 4.11: CVR detection results of a 4-element patch antenna MIMO array at  

4.0λ spacing. 
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MIMO radar was found to be more detectable at high PDs. This is as a result of the  

-60 and 60 degree steering limit on the phased array radar. The average PD of the phased 

array radar therefore drops significantly when the side lobes and grating lobes are included.  

 

 

Figure 4.12: CVR detection results of 4-element phased array versus the 4-element 

MIMO array using patch antennas. 

The individual simulation setups are combined to provide an overall comparison of the 

results. The results are presented in the following section.  

 

 Discussion of Overall Detection Results 

The following subsections provide a comprehensive explanation of the notable 

investigation results which were emphasized in Section 4.1. 

4.2.1 Comparison of the Detection Performance of the CVR and the ZIFR 

As expected, the ZIFR outperforms the CVR by approximately 5 dB. In other words, the 

ZIFR is able to detect the phased array radar and MIMO radar signals at a 5 dB lower SNR 

than the CVR. The 5 dB difference is due to the CVR only considering the instantaneous 

amplitude of the transmitted modulated signal. Figure 4.13 illustrates the spectra of the 

radar signal at various points in the processing of the ES receiver. The final low-pass 

filtered result demonstrates the approximately 5 dB difference between the two ES 

receivers. Thus, the ZIFR is expected to always outperform the CVR. 
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(a) ZIFR case. (b) CVR case. 

Figure 4.13: Comparison of the spectra at various points in the processing chain of CVR 

versus ZIFR with a 16-element phased array case with 0.5𝜆 inter-element spacing. 

4.2.2 Comparison of the Detectability of MIMO and Phased Array Radar 

The detectability of the phased array radar and MIMO radar is also expected. Consider the 

case of a phased array and MIMO array, both with a single antenna element. The 

detectability would be similar, depending on the transmitted signal. In the case of a  

2-element array, the phased array signal’s coherent combination would double the signal 

gain. This is as compared to the MIMO array signal’s coherent combination of 

instantaneous phasors which may not combine in the same direction, which would result in 

approximately the same signal gain as a single antenna element. The doubling of the phased 

array’s signal gain would result in a 3 dB difference in the detectability of the phased array 

signal. The results show that the 16-element phased array radar is approximately 6 dB more 

detectable than the 4-element phased array radar. This is as compared to the detectability 

of MIMO radar, where the detectability of a 16-element array is approximately the same as 

the detectability of the 4-element array. Therefore, the 16-element phased array is 12 dB 

more detectable than the 16-element MIMO array. The slight difference in MIMO radar 

detectability can be attributed to the varying combinations of the transmitted signals.  

The differing inter-element spacing in the phased array effectively lowers the mean PD. 

This is as a result of a narrower main beam, the side lobes and the grating lobes. The MIMO 

array’s mean PD remains approximately the same. The slight difference in detectability can 

again be attributed to the varying combinations of the transmitted signals. 
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In the ideal antenna case of phased array radar versus MIMO radar, the phased array radar 

is more detectable than the MIMO radar. However, due to the steering limitations of the 

phased array, the smaller side lobes effectively lower the average PD of the phased array 

cases. As a result, the larger the inter-element spacing, the slower the phased array PD 

results curves reach unity. This allows the MIMO radar to reach 𝑃𝑑 = 1 faster than the 

phased array radar.  

The theoretical patch antenna case for both phased array radar and MIMO radar is similar 

in comparison with the ideal omnidirectional antenna case. However, the resulting cross-

over of detectability of the MIMO radar and the phased array radar is not as extreme. This 

is due to the antenna pattern of the patch antenna reducing the effects of the side lobes and 

grating lobes. 

4.2.3 Comparison of the ES Receiver’s Detection Result to a Theoretical 

Benchmark 

The ZIFR PD result is comparable to theoretical benchmark for ES receivers. Barton 

illustrated a family of curves which serves as a basis to determine PD, PFA and detectability 

factor for all types of radar signals and detection procedures [38]. A few sample points are 

extracted and presented in Table 8.  

Table 8: Detection Probability and detectability for Pfa=10-4 [38]. 

PD 0.5 0.6 0.7 0.8 0.9 0.99 0.999 

SNR [dB] 9.4 10 10.5 11.05 11.8 13.3 14.2 

 

The ZIFR results from Figure 4.17 are evaluated at 𝑃𝑑 = 0.6, which corresponds to a 

detectability factor of approximately -4 dB. For a single sample detection (thresholding 

directly after taking the absolute value of the sample), a detectability factor of 10 dB can 

be expected for 𝑃𝑑 = 0.6 and 𝑃𝑓𝑎 = 10−4. The 14 dB difference between the ZIFR results 

and the theoretical benchmark can be attributed to the noncoherent integration gain from 

taking the absolute value of the signal followed by the low-pass filter over the entire radar 

signal pulse length. 

Noncoherent integration gain results from the integration of the absolute values of the 

signal samples [43]. Peebles presented an empirical formula that approximates the 

noncoherent integration gain, 𝐺𝑛𝑐 in dB, for the case of a square-law detector, given by: 
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𝐺𝑛𝑐 = 6.79(1 + 0.253𝑃𝑑) (1 +

log10(1 𝑃𝑓𝑎⁄ )

46.6
) (log10 𝑁)… 

…(1 − 0.14 log10 𝑁 + 0.0183 log10
2 𝑁), 

(4.1) 

where 𝑁 is the number of samples. It should be noted that this approximation is accurate 

to 0.8 dB for 𝑁 ∈ [1,100], 𝑃𝑑 ∈ [0.5,0.999] and 𝑃𝑓𝑎 ∈ [10−8, 10−2]. Furthermore, the 

detection performance of a linear versus a square-law detector varies by approximately  

0.2 dB [44]. A comparison of simulation results using single antenna element phased arrays 

and MIMO arrays with varying values of N versus their respective theoretical benchmarks 

is illustrated in Figure 4.14.   

As shown in Figure 4.14, the simulation results are similar to the theoretical benchmarks 

More specifically, it is shown that even though the simulation case of 𝑁 = 121 is outside 

of the approximation’s boundaries, the results remain comparable with an error of 

approximately 0.4 dB. The approximate 14 dB difference for the case of 𝑃𝑑 = 0.6 ,  

𝑃𝑓𝑎 = 10−4 and 𝑁 = 121 is accounted for by the noncoherent integration gain calculated 

Gnc = 13.93 dB using (4.1). Therefore, it can be concluded that the results are well calibrated 

and are comparable to their respective theoretical benchmarks. 

 

Figure 4.14: Detectability of simulation results versus theoretical benchmarks for 

interpolated Hadamard codes with lengths of 8, 11, 13 and 16. 

4.2.4 Comparison of ES Receiver and Radar Detection Ranges 

Recall that this investigation focussed on the detectability of the radar signals by ES 

receivers in terms of the relative SNR. This is done irrespective of the radar detection range 

due to the fact that the full MIMO radar has the same detection range as its phased array 

radar counterpart (both have the same number of array elements). This implies that the 
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during the time required for the phased array radar to scan the entire space, the full MIMO 

radar can accrue sufficient target energy to obtain the same detection range [45]. 

The radar’s received power is given by 

 
𝑃𝑅 =

𝑃𝑇𝐺𝑇𝐺𝑅𝜆2𝜎

(4𝜋)3𝑅4𝐿𝑅
, (4.2) 

where 𝑅 is the range, 𝑃𝑇 is the transmitted power, 𝐺𝑇 is the transmit antenna gain, 𝐺𝑅 is 

the receive antenna gain, 𝜎 is the radar cross section, 𝐿𝑅 is the loss factor for the radar and 

𝑃𝑅 is the power received [1]. Solving for range: 

 

𝑅 = √
𝑃𝑇𝐺𝑇𝐺𝑅𝜆2𝜎

𝑃𝑅(4𝜋)3𝐿𝑅
 

4

. (4.3) 

The noise power of the radar is given by  

 𝑃𝑁 = 𝑘𝑇𝐵𝑅𝑁𝑅 , (4.4) 

where 𝑘  is Boltzmann’s constant, 𝑁𝑅  is the radar receiver noise figure, taken at the 

reference temperature 𝑇, and 𝐵𝑅 is the bandwidth of the radar receiver. The SNR at which 

the radar senses a given target is then given by 

 
SNRdB = 10 log10 (

𝑃𝑅

𝑃𝑁
) = 10 log10 (

𝑃𝑆𝐺𝑇𝐺𝑅𝜆2𝜎

(4𝜋)3𝑅4𝐿𝑅𝑘𝑇𝐵𝑅𝑁𝑅
). (4.5) 

Similar to the radar equation, the ES receiver’s equation is given by 

 
𝑃𝑅 =

𝑃𝑆𝐺𝑇𝐺𝐸𝜆2

(4𝜋)2𝑅2𝐿𝐸
 , (4.6) 

where 𝐺𝐸 is the ES receiver’s antenna gain and 𝐿𝐸 is the loss factor for the ES receiver. 

Solving for range: 

 

𝑅 = √
𝑃𝑆𝐺𝑇𝐺𝐸𝜆2

𝑃𝑅(4𝜋)2𝐿𝐸

2

 . (4.7) 

The noise power of the ES receiver is given by 

 𝑃𝑁 = 𝑘𝑇𝐵𝐸𝑁𝐸 , (4.8) 

where 𝐵𝐸 is the bandwidth of the ES receiver and 𝑁𝐸  is the ES receiver noise figure [46]. 

The SNR at which the ES receiver senses the radar’s transmitted signal is then given by 
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SNRdB = 10 log10 (

𝑃𝑅

𝑃𝑁
) = 10 log10 (

𝑃𝑆𝐺𝑇𝐺𝐸𝜆2

(4𝜋)2𝑅2𝐿𝐸𝑘𝑇𝐵𝐸𝑁𝐸
) (4.9) 

It is important to note from (4.2) and (4.6), the radar is working against a factor of 𝑅4, 

whereas the ES receiver is working against a factor of 𝑅2.  

A numerical example for a single sample detection (includes pulse compression gain, but 

excluding any pulse-to-pulse signal processing gain) is used to illustrate the detection 

ranges of phased array radar and MIMO radar. The parameters used in the example are 

provided in Table 9. Note that at the listed power levels and antenna numbers, this would 

be more suited towards short range surveillance radar applications. 

The detection ranges for this numerical example are illustrated in Figure 4.15. The phased 

array radar and MIMO radar are shown to have identical detection ranges. It is evident that 

ES receivers have the clear detection advantage over radars.  

Table 9. Example radar and ES receiver parameters. 

Radar parameter Value 

Number of array elements 16 

Single antenna element transmit power 1 W 

Single antenna element gain 1 (0 dB) 

Radar loss factor 1 

Radar centre frequency 1 GHz 

Temperature 290 K 

Radar bandwidth 2 MHz 

Radar noise figure 3 dB 

Radar cross section 10 m2 

ES receiver bandwidth 5 MHz 

ES receiver noise figure 8 dB 

ES receiver gain 0.63 (-2 dB) 

ES receiver loss factor 1 
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Figure 4.15: Comparison of detection ranges of radar versus ES receivers. 

4.2.5 Overall Detection Results 

The overall comparison of the detection results for the CVR and ZIFR are given by  

Figure 4.16 and Figure 4.17 respectively. The findings noted in the previous sections are 

also highlighted in Figure 4.18 and Figure 4.19. 

The main question of this investigation is the detectability of the MIMO using conventional 

ES receivers such as the CVR and the ZIFR. The basic case of a 4-element MIMO radar 

case is less detectable than the equivalent phased array radar case by approximately 6 dB, 

which is a substantial difference (6 dB doubles the range at which the phased array radar 

can be detected). The loss between the detectability of the phased array radar and MIMO 

array radar widens as the number of antenna elements in the arrays increase. The 16-

element MIMO radar case is found to be 12 dB less detectable than the phased array case. 

This result alone indicates that the research into MIMO radar signal-specific ES receivers 

could be necessary in future. Given that the detection range of phased array radar and its 

comparable MIMO radar counterpart, the results imply that there would be an advantage 

to using MIMO radar when faced with the CVR and ZIFR, assuming MIMO radar was 

practically feasible to implement. A more comprehensive investigation into the matter 

could possibly shed more insight into the necessity of ES receiver algorithms which are 

designed to detect MIMO radar signals. 
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          SNR[dB] 
(a) Four-antenna phased array vs MIMO array. 

 

 

          SNR[dB] 
(b) Eight-antenna phased array vs MIMO array. 

 

          SNR[dB] 
(c) Sixteen-antenna phased array versus MIMO array. 

Figure 4.16: Overall CVR PD result averaged over all DOAs. 
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          SNR[dB] 
(a) Four-antenna phased array versus MIMO array. 

 

 

          SNR[dB] 
(b) Eight-antenna phased array versus MIMO array. 

 

          SNR[dB] 
(c) Sixteen-antenna phased array versus MIMO array. 

Figure 4.17: Overall ZIFR PD result averaged over all DOAs. 
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Figure 4.18: Comparison of CVR versus ZIFR PD results (4.0λ only) for the case of ideal omnidirectional antenna array elements. 
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Figure 4.19: Comparison of CVR versus ZIFR results (4.0λ only) for the case of patch antenna array elements.
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 Conclusion 

To make this chapter more readable, not all of the simulation results were individually 

presented and discussed. Specific simulation results were chosen to highlight the notable 

findings of this investigation. A combined overall comparison of all the simulation setups 

per ES receiver was illustrated, analysed and discussed. This dissertation is summarised in 

Chapter 5, and recommendations for a more comprehensive investigation are discussed in 

Chapter 6.  
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5 Conclusion 

The aim of this investigation was to determine the detectability of MIMO radar signals 

using conventional ES receivers such as the CVR and the ZIFR. This investigation focusses 

on co-located ULAs and assumes a lossless RF propagation environment. To create 

meaningful results, the detectability of the MIMO radar signals was compared to the 

detectability of the equivalent phased array radar signal.  

The relevant fundamental background theory was first presented, followed by the 

development of suitable models for the phased array, the MIMO array, the CVR, and the 

superhet. More specifically, the type of superhet used in this investigation was the ZIFR, 

which retains the phase information of the signals. Various simulation setups were 

investigated, by varying the number of transmit antenna elements in the arrays and by 

varying the inter-element spacing in the arrays. Several simulation constraints, such as each 

transmitting antenna element transmits equal power, were introduced to make the 

comparison between the MIMO radar and phased array radar as fair as possible. The CVR 

and ZIFR implementations were then presented. It should be noted that the radar pulse 

length is assumed to be known a-priori, and the low-pass filter for both ES devices was 

matched to the radar pulse length. 

The results of this investigation show that the MIMO radar signals are less detectable than 

the phased array radar signals. This is due to the coherent constructive combination of 

phased array radar signals, which results in a signal gain. The signal gain increases as the 

number of antenna elements increases. In contrast, the coherent constructive and 

destructive combination of the MIMO radar signals results in a varying signal power over 

the length of the radar pulse. This signal gain remains approximately constant as the 

number of antenna elements is increased. Therefore, as the number antenna elements 

increases in both the phased array radar and the MIMO radar, the difference in detectability 

increases as well.  

The detectability of the phased array radar and the MIMO radar was considered at  

𝑃𝑑 = 0.6 and 𝑃𝑓𝑎 = 10−4 . The 4-element comparison resulted in a 6 dB detectability 

difference, and the 16-element comparison resulted in a 12 dB detectability difference. 

Therefore, each doubling of the number of antenna elements resulted in a 3 dB detectability 

difference. Over all the simulation setups considered, the phased array setups were found 

to always be more detectable than its MIMO counterpart at the specified PD of 0.6. 

However, it should be noted that for scenarios where PD is greater than 0.6, some MIMO 

cases are found to be more detectable than the phased array. This result can be attributed 
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to the inclusion of the sidelobe region of the antennas in the simulation setup by limiting 

the scanning angle to between -60 and 60 degrees. If the detection results were only 

analysed between -60 and 60 degrees, the phased array setups would be consistently more 

detectable than its MIMO counterparts over the full range of PDs. 

The ZIFR was found to outperform the CVR in detecting both types of signals by a margin 

of 5 dB. This is due to the ZIFR being a quadrature receiver, thus being able to detect the 

maximum possible amplitude for any sample. However, both ES receivers struggle to 

detect MIMO radar signals in comparison to detecting phased array radar signals. This 

result suggests that research into MIMO radar signal specific ES receivers may be 

necessary should the need arise to detect MIMO radar signals in future.   
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6 Future Recommendations 

The results of the investigation suggest that conventional ES receivers such as the CVR 

and the superhet (specifically the ZIFR) are not well suited to detecting MIMO radar signals. 

Many assumptions and simplifications were made in this investigation. Thus, a more 

comprehensive investigation into the detectability of MIMO radar signals could be 

necessary to justify research into MIMO radar specific ES receivers. A list of future 

recommendations to take this investigation forward is presented below.  

 A more comprehensive investigation into the CVR and ZIFR. Many simplifying 

assumptions were used in this analysis and investigation. The results of a fully 

modelled CVR and ZIFR would be interesting to compare with.  

 This investigation assumed a lossless RF propagation environment. It would be 

interesting to incorporate the effects of RF propagation such as multipath and 

atmospheric effects. 

 This investigation was performed entirely via computer simulation. It would be 

interesting to see this investigation implemented and performed via hardware. 

 Only two conventional ES receivers were explored. The detection performance of 

other conventional ES equipment such as the Instantaneous Frequency 

Measurement (IFM) receiver would be interesting. 

 This investigation only used the Hadamard matrix to generate MIMO signals. As 

seen in the results, the different combination of MIMO signals can have an effect 

on the outcome. It would be interesting to investigate the effects of MIMO signals 

generated from other kinds of orthogonal codes such as  

Frank-Zadloff-Chu sequences and Generalised Chirp-Like sequences. 

 Stationary platforms are assumed in this investigation. The effects of a moving 

platform (for example an airborne case) and its effect thereof would be interesting. 

In reality, either transmitter or receiver or both could be airborne. 

 Co-located ULAs were used in this investigation. The extension of the 

investigation to 2D spatial coverage and spatially separated (not co-located) 

antennas and the corresponding results would be interesting. 

 This investigation suggests that research into the ES receivers optimised for MIMO 

radar may be necessary. This depends largely on whether or not any other existing 

ES receiver could be suitable for detecting MIMO radar signals. 
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 These results might lead to new applications where MIMO and phased array 

techniques are used in the same radar, but each is used depending on the tactical 

situation. For example, MIMO could be used for a stealthy approach and then 

phased array for accurate target tracking and engagement. 

 It is hypothesized that standard pulse length measurement algorithms may not work 

on MIMO radar signals. This needs to be clarified. 

These recommendations form the logical next steps (in no particular order) to furthering 

the investigation into the detectability of MIMO radar signals and the use of MIMO 

techniques in radar systems. 
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