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Abstract

Understanding a population’s mortality and disease patterns and their determinants is important for

setting locally-relevant health and development priorities, identifying critical elements for strengthening

of health systems, and determining the focus of health services and programmes. This thesis investigates

changes in socioeconomic status (SES), cause composition of overall mortality and the socioeconomic

patterning of mortality that occurred in a rural population in Agincourt, northeast South Africa over the

period 1993-2013 using Health and Demographic Surveillance Systems (HDSS) data. It also assesses the

feasibility of applying record linkage techniques to integrate data from HDSS and health facilities in order

to enhance the utility of HDSS data for studying mortality and disease patterns and their determinants

and implications in populations in resource-poor settings where vital registration systems are often weak.

Results show a steady increase in the proportion of households that own assets associated with greater

modern wealth and convergence towards the middle of the SES distribution over the period 2001-2013.

However, improvements in SES were slower for poorer households and persistently varied by ethnicity

with former Mozambican refugees being at a disadvantage. The population experienced steady and

substantial increase in overall and communicable diseases related mortality from the mid-1990s to the

mid-2000s, peaking around 2005-07 due to the HIV/AIDS epidemic. Overall mortality steadily declined

afterwards following reduction in HIV/AIDS-related mortality due to the widespread introduction of free

antiretroviral therapy (ART) available from public health facilities. By 2013, however, the cause of death

distribution was yet to reach the levels it occupied in the early 1990s. Overall, the poorest individuals

in the population experienced the highest mortality burden and HIV/AIDS and tuberculosis mortality

persistently showed an inverse relation with SES throughout the period 2001-13. Although mortality

from non-communicable diseases (NCDs) increased over time in both sexes and injuries were a prominent

cause of death in males, neither of these causes of death showed consistent significant associations with

household SES. A hybrid approach of deterministic followed by probabilistic record linkage, and the use of

an extended set of conventional identifiers that included another household member’s first name yielded

the best results for linking data from the Agincourt HDSS and health facilities with a sensitivity of

83.6% and a positive predictive value (PPV) of 95.1% for the best fully automated approach. In general,

the findings highlight the need to identify the chronically poorest individuals and target them with

interventions that can improve their SES and take them out of the vicious circle of poverty. The results
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also highlight the need for integrated health-care planning and programme delivery strategies to increase

access to and uptake of HIV testing, linkage to care and ART, and prevention and treatment of NCDs

especially among the poorest individuals to reduce the inequalities in cause-specific and overall mortality.

The findings also contribute to the evidence base to inform further refinement and advancement of the

health and epidemiological transition theory. Furthermore, the findings demonstrate the feasibility of

linking HDSS data with data from health facilities which would facilitate population-based investigations

on the e↵ect of socioeconomic disparities in the utilisation of healthcare services on mortality risk.
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Chapter 1

Introduction

Human populations continuously undergo changes in mortality and disease patterns (Omran, 1971; Frenk

et al., 1991). The changes vary by geographical location in the way they transpire (Patton et al., 2009;

Moser et al., 2005; McMichael et al., 2004; Murray and Lopez, 1997). Additionally, within a given

geographical location, at any point in time mortality and disease patterns may also vary by demographic

(Drevenstedt et al., 2008), racial (Harper et al., 2007) and socioeconomic characteristics (Meara et al.,

2008). The heterogeneity and dynamic nature of the mortality and disease patterns across space and time

creates a need to quantify and characterise these patterns and their determinants and implications in

di↵erent sub-populations. This is important for setting locally-relevant health and development priorities,

identifying critical elements for strengthening of health systems, and determining the focus of health

services and programmes.

The data required to address the need for understanding mortality and disease patterns and their

determinants and implications can be generated from many potential sources. These include general

sources for demographic data, such as censuses, vital statistics registration systems, sample registration

systems, and general sample surveys, and specialised sources, such as sample surveys on health, administrative

records on health and mortality (for example, health facility records), health and demographic surveillance

systems (HDSS) as utilised in this thesis, epidemiological studies, and clinical trials (Nolen et al., 2005;

Siegel, 2011; Ye et al., 2012). However, the data generated from each source independently only addresses

specific questions. Addressing a broader range of questions and providing a more comprehensive view of

a society’s mortality and disease patterns and their determinants and implications requires integration

and combined analysis of data from disparate sources. The most cost-e↵ective means for integrating

information from di↵erent sources is record linkage. By definition, this is the process of bringing together

information relating to the same individual from di↵erent sources achieved by using a limited set of basic

sociodemographic factors known as “linkage variables” to uniquely and reliably identify an individual
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across multiple datasets (Holman et al., 1999; Jutte et al., 2011). As expressed by Clark (2004), the

quality of this process can be assessed by two key measures. One is sensitivity, which gives the proportion

of true matches produced by the record linkage process, and the other is positive predictive value (PPV),

which gives the proportion of matches produced by the record linkage process that are true matches.

This thesis investigates changes in the cause composition of overall mortality and the socioeconomic

patterning of the mortality changes that have occurred in a rural population in northeast South Africa

over the period 1993-2013 using data from one of the longest running HDSSs in Southern Africa. In

addition, it also assesses the feasibility of applying record linkage techniques to integrate data from

HDSS and health facilities in order to enhance the utility of HDSS data for studying mortality and

disease patterns and their determinants and implications.

This introductory chapter presents first an overview of the theoretical perspectives on determinants

of mortality and disease patterns. This is followed by an overview of epidemiological perspectives for

understanding changes in mortality and disease patterns. Thereafter, it provides examples of some of

the recently published studies that have investigated mortality and disease patterns using data generated

by record linkage. This is followed by an overview of trends in mortality and disease patterns and their

determinants in South Africa from 1993-2013. The chapter finishes with the statement of the problem,

research aims, questions and hypotheses of the thesis. Chapter two describes selected features of the

study setting and provides a detailed description of the methods and approaches that have been applied

in the studies that this thesis is based on. Chapters three to six present the main findings of the studies as

well as findings from complementary analyses. Finally, chapter seven presents a discussion of the results

of the studies and conclusions drawn from the findings.

1.1 Theoretical perspectives on determinants of mortality and disease

patterns

A society’s mortality and disease patterns which are key indicators of health are determined by the

complex interaction of an articulated set of proximate and distal factors (Rogers et al., 2005; Frenk et al.,

1991; Embrett and Randall, 2014; Moure-Eraso et al., 2007; Graham, 2004; Braveman and Gruskin, 2003;

Marmot et al., 2008). The proximate factors are sometimes labeled as intermediary or downstream factors

and they are those that directly impact the risk of mortality. These include genetic factors, behaviour

and lifestyle, living conditions, working conditions, environmental exposure and the health care system

(Lee and Paxman, 1997; Adler and Newman, 2002; Braveman et al., 2011; Frenk et al., 1991; Raphael,

2006). The distal factors are sometimes labeled as structural or upstream factors and these are those that

indirectly influence mortality (Braveman et al., 2011; Frenk et al., 1991; Raphael, 2006). These include
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the political, economic, and social factors that determine in large part the quality of the proximate factors

and the total level of wealth of a society (Braveman et al., 2011; Frenk et al., 1991; Raphael, 2006). These

factors manifest themselves mainly in the form of culture, ideology, political decisions, laws, regulations,

taxes, subsidies and social welfare policies (Frenk et al., 1991; Raphael, 2006).

Among the proximate factors, living conditions are accorded a central position because they exert greater

influence on the susceptibility of individuals to various types of disease agents and subsequent mortality

(Frenk et al., 1991; Marmot, 2005; Raphael, 2006; Commission on Social Determinants of Health, 2007).

The influence is both direct through toxic exposures and indirect through the e↵ect of living conditions

together with structural factors on behaviours and lifestyles (Frenk et al., 1991). Together, the living

conditions, behaviours and lifestyles either reduce or increase the susceptibility of individuals to various

diseases (Frenk et al., 1991; Commission on Social Determinants of Health, 2007). For example, (i) poor

sanitation and water supply increases susceptibility of individuals to diarrhoea, cholera and other water

and sanitation-related diseases; (ii) susceptibility of individuals to air-borne diseases such as tuberculosis

increases as a result of living in crowded housing conditions; (iii) cigarette smoking increases susceptibility

of individuals to lung cancer; and (iv) physical activity protects individuals from developing chronic

diseases such as heart disease, hypertension, type 2 diabetes, abnormal blood lipid (cholesterol and

triglyceride) profile, stroke, and colon and breast cancers. In addition to the living conditions, behaviours

and lifestyles, the susceptibility of individuals to various diseases and subsequent mortality is also a↵ected

by the preventive, diagnostic and therapeutic interventions o↵ered by the health care system which is

also a proximate factor in itself. Preventive interventions, such as immunization, reduces an individual’s

probability of becoming ill while therapeutic interventions such as the treatment of diseases with specific

drugs (e.g. acute respiratory infections with antibiotics or acute diarrhoea with oral rehydration salts or

HIV with antiretroviral drugs) diminish the probability of death among those who are already ill and

reduce the risk of spreading the disease to others in the population (Frenk et al., 1991).

In every society, the factors that influence exposure to disease agents and individual susceptibility are not

equally distributed. Some groups of people are more likely than others to be exposed to health damaging

factors. This is because individuals occupy di↵erent socioeconomic positions in a society’s hierarchical

social structure (Graham, 2004), which in turn shape their access and exposure to a set of factors

that influence exposure to disease agents and individual susceptibility. The di↵erences in exposure to

disease agents and individual susceptibility consequently produce di↵erences in health outcomes including

mortality.
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1.2 Epidemiological perspectives on changes in mortality and disease

patterns

A general framework for understanding changes in mortality and disease patterns and their determinants

and implications is provided by the theory of the epidemiologic transition. As originally published

by Abdel Omran in 1971, the theory consists of five propositions (Omran, 1971). The first is that

mortality plays a key role in population dynamics. The second indicates that over time a long-term shifts

occur in mortality and disease patterns whereby degenerative and man-made diseases gradually displace

pandemics of infection as the leading cause of death. The third is that the largest changes in these

health and disease patterns are experienced by children and young women. The fourth indicates that the

shifts in health and disease patterns closely relate to demographic and socioeconomic transformations

that come along with modernisation. The last one is that the transition in each setting can follow one

of three models of epidemiological transition depending on the time of onset, pace, determinants and its

consequences.

In this original formulation, the theory postulates that the shift from high and fluctuating to low and

relatively stable levels of mortality occurs over three successive stages. It begins with “the age of pestilence

and famine” in which mortality is high and fluctuating owing to epidemics of infectious diseases, famines

and wars. Then it proceeds with “the age of receding pandemics” in which mortality declines progressively

and degenerative diseases start to replace infectious diseases as the major causes of morbidity and death.

Finally it ends with “the age of degenerative and man-made diseases” in which chronic diseases such as

cardiovascular diseases, diabetes and cancer and accidents predominate as causes of death and mortality

further declines and eventually becomes stable at a relatively low level.

The three models defined in the original formulation of the theory are the classical or western model,

the accelerated model and the contemporary or delayed model. The classical or western model is for

populations in which the transition had started early and progressed slowly but was already completed at

the time the theory was formulated. It was postulated that these populations, commenced the transition

in the eighteenth century. The transition was initially triggered by socioeconomic factors. Thereafter it

was augmented by improvements in sanitary conditions in the late nineteenth century and progress in

medical technology and public health in the twentieth century. Populations in developed countries in

Western Europe were deemed to fit this model. The accelerated or semi-western model is for populations

in which the transition started later but progressed faster than in the classical model. To a large extent,

the transition in these populations was thought to have been driven by a combination of sanitary and

medical advances and general social improvements. The Japanese population exemplifies populations
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that fit this model (Omran, 1971). Lastly, the contemporary or delayed model is for populations in which

the transition started at a much later stage and was yet to be completed at the time of the formulation

of the theory. All populations in developing countries were deemed to fit this model since substantial

declines in mortality started to be registered in these populations only in the period following the end of

World War II. In these populations the transition was thought to be driven by improvements in public

sanitation, use of immunisation and decisive therapies (Omran, 1971).

After Omran’s initial formulation of the theory, a number of analyses were carried out to assess the

validity and applicability of its propositions in di↵erent settings around world. From such analyses

it became apparent that changes in mortality and diseases patterns and their determinants in many

countries diverged from some of the original propositions (Carolina and Gustavo, 2003; Caselli et al.,

2002). Consequently, important modifications were proposed to be made to the epidemiological transition

theory. Distinct fourth stages were proposed to be added to the originally proposed three stages of the

shift in mortality and disease patterns over time. These proposals were made by Olshansky and Ault

in 1986 and Rogers and Hackenberg in 1987 (Spijker and Llorens, 2009). Another modification was the

adding of a new model to the original theory. This proposal was made by Frenk and his colleagues in

1989 (Frenk et al., 1989).

The fourth stage proposed by Olshansky and Ault is designated “the age of delayed degenerative diseases”.

In this stage: (1) rapid declines in mortality are concentrated mostly in advanced ages and occur at nearly

the same pace for males and females; (2) the age pattern of mortality by cause resembles that in the third

stage, but the risk of dying from degenerative causes of death is progressively shifted towards older ages;

and (3) relatively rapid improvements in survival are concentrated among the population at advanced

ages (Olshansky and Ault, 1986). Arrival at this stage is attributed to a combination of factors including

shift in the age structure towards advanced ages, advances in medical technology, health care programs

for the elderly and population-wide reductions in risk factors (Olshansky and Ault, 1986).

As summarised by Spijker and Llorens (2009), the other fourth stage proposed by Rogers and Hackenberg

is named the “hybristic” stage. In this stage, mortality patterns are mainly influenced by individual

health-related behaviour. The influence is either positive such as in settings where more healthy lifestyles

are widely adopted or negative such as in settings where potentially health-destructive lifestyles like

excessive alcohol drinking and smoking are widespread. Adoption of risk behaviours stems from individuals’

overconfidence in their capabilities and a feeling that they are invulnerable. As a result of adopting risk

behaviors, social pathologies like accidents, suicides, homicides, and alcohol and smoking related diseases

influence mortality patterns.

Frenk et al. (1989) argued that for developing countries, there exists another model which does not
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conform to the linear and unidirectional progression of the transition portrayed in the original formulation

of the epidemiological transition theory. This model is called the “protracted epidemiologic transition”.

It is characterised by overlap of the stages outlined in the original formulation of the epidemiological

transition theory. According to Frenk et al. (1989), changes in the patterns of morbidity and mortality

in populations in settings following this model do not fully take place as specified. Infectious and chronic

diseases coexist as the leading causes of morbidity and death in the same population. In addition, the

shift in leading causes of death can be reversed giving rise to a “counter transition”. The coexistence

of diseases belonging to di↵erent stages of the transition as prescribed in the original formulation of

the epidemiological transition theory also leads to an “epidemiological polarization”. This is a situation

whereby di↵erent sectors of the same population exhibit di↵erent stages of the transition.

Taking into account the proposed modifications to the original formulation of the epidemiological transition

theory, Omran published a revised version of the theory in 1998 (Omran, 1998). In the revised form, the

theory consists of four propositions. The first is that mortality and fertility are key forces in population

dynamics. The second indicates that over time a long-term shift occurs in mortality, disease and survival

patterns whereby degenerative, stress and man-made diseases and aging gradually, but not entirely,

displace pandemics of infection and gross malnutrition as the leading cause of death. The third proposition

is that during the transition profound inequalities in health and disease changes occur according to age,

gender, race or ethnic origin, social class, indigenous status and geopolitical locales within or among

countries. The last one is that there are five models of the transition that are distinguishable by the

pattern, pace, determinants and consequences of health, survival and population changes.

As in the original formulation of the theory, populations in which the transition started early but the shift

from high mortality to low mortality progressed slowly are designated the western or classical transition

model. However, such populations are deemed to typically go through four instead of three stages of

the epidemiological transition. From the original stage three, these populations move on to “the age

of declining cardiovascular mortality, aging, lifestyle modification, emerging and resurgent diseases” in

which mortality from cardiovascular diseases declines and life expectancy at birth increases to 80-90 years

or more. Similarly, populations in which the transition started later but progressed faster than those

in the classical mode are considered to follow the semi-western or accelerated transition model. Three

non-western models, which are distinguishable by the pace, timing and magnitude of change in patterns

in mortality and life expectancy and fertility levels after World War II were defined for populations

in which the transition started at a much later stage. The first model, named “the rapid transition

model”, is designated to populations in rapidly industrialising countries and societies like China. The

second model, titled “the intermediate transition model”, is designated to populations in middle or

lower-middle income countries. The third model, named “the slow transition model”, is designated to
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populations in least-developed and some less-developed countries. Timely and successful commencement

of the transition in all populations that follow the non-western model was hindered by poverty, limited

education, low status of women and slow pace of economic development.

In the revised version of the theory, Omran postulated that populations that follow non-western models

go through three stages. They move from “the age of pestilence and famine” to “the age of receding

pandemics” to “the age of triple health burden” (Omran, 1998). The characteristics of the first two

stages are similar to those in the original formulation of the theory. In the age of triple health burden,

populations experience simultaneously three kinds of health burdens. Firstly, health problems of the

previous stages still persist. These include communicable diseases, perinatal and maternal morbidity and

mortality, malnutrition, poor sanitation, persistent problems of poverty, low literacy, overpopulation and

limited access to health care and safe water, particularly in rural areas. Secondly, a new set of health

problems emerge. Degenerative diseases such as heart diseases, stroke, cancer and metabolic disorders,

stress and man-made diseases gradually increase. These diseases continue to play a role in the mortality

pattern of the population as long as lifestyles, risky health habits and lack of special technologies persist.

Lastly, the health systems and physicians and other health professionals are ill-prepared to e↵ectively

deal with the mentioned health problems.

1.3 The use of record linkage in studying mortality and disease patterns

Substantive questions about a society’s mortality and disease patterns and their determinants and

implications cannot be adequately answered from a single data source. A number of studies have

demonstrated that a wide range of important and often unique investigations concerning mortality and

disease patterns are conducted using data generated by record linkage of data from multiple disparate

sources. This section provides examples of some of the recently published studies that have investigated

mortality and disease patterns using data generated by record linkage.

In Australia, data generated by record linkage of data from the Disability Services Minimum Data

Set, Admitted Patients Data Collection, Emergency Department Data Collection, Australian Bureau of

Statistics Death Registry and Registry of Births, Deaths and Marriages were used to explore the health

and mental health profiles, mortality, pattern of health service use and associated costs between 2005

and 2013 for people with intellectual disability in New South Wales (Reppermund et al., 2017).

In the United Kingdom, a study by Simmons et al. (2013) examined national trends in death rates, the

proportion of deaths attributable to AIDS and risk factors associated with an AIDS-related death in

the era of e↵ective antiretroviral therapy (ART) between 1999 and 2008 using data created by record

linkage of data from the national HIV and AIDS surveillance system and death reports from the death
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register of the O�ce of National Statistics (ONS). As described by Simmons et al. (2013) , the data from

the national HIV and AIDS surveillance system included demographic and risk factor information on all

adults aged 15 years and above newly diagnosed with HIV infection. It also included prospective clinical

information such as CD4 T-lymphocyte cell counts, viral load and ART use at date last seen that was

collated on an annual basis from all HIV clinics and supplementary CD4 cell counts from laboratories.

In addition, first AIDS event and deaths from any cause reported by clinicians were also included in

the data. The data provided by the ONS contained all deaths with a known HIV- and/or AIDS-related

cause and all deaths of persons aged 65 years and under at the time of death with the International

Classification of Diseases Tenth Revision (ICD10) code causes of death (Simmons et al., 2013).

Another study in the United Kingdom used data created by record linkage of national inpatient hospital

admissions and mortality data across England and Wales to investigate whether socially deprived patients

had an increased risk of dying following hip fracture compared with a✏uent patients between 2004 and

2011 (Thorne et al., 2016). The study retrieved all emergency admissions to the English and Welsh

hospitals where hip fracture was recorded as the principal diagnosis on the discharge record from the

Hospital Episode Statistics and the Patient Episode Database for Wales, which holds records of inpatient

admissions in England and Wales respectively. Similar to the study by Simmons et al. (2013), the

retrieved inpatient data were linked to death certificate data from the ONS. In addition, the data were

also linked to death certificate data from the Welsh Demographic Service which also registers deaths for

confirmatory purposes (Thorne et al., 2016).

In the Netherlands, record linkage was used to produce a dataset that was used to investigate first-time

utilization of long-term care services among the general population (Slobbe et al., 2017). The data linked

consisted of data from (i) a large primary care database with information on chronic diseases as registered

by general practitioners, maintained by the Netherlands Institute for Health Services Research, (ii) the

national long-term care register, with data on long-term care use for the entire population aged 20 years

and above, and (iii) several administrative databases with data on predisposing and enabling factors

available at Statistics Netherlands.

In Italy, Alicandro et al. (2017) used data created by record linkage to measure di↵erences in cause-specific

premature mortality by educational level. They linked data from the 2011 Italian census with 2012 and

2013 death registries. From the census, they retrieved demographic and socioeconomic information

including sex, age, region of residence, marital status and the highest educational attainment. From the

death registries, they retrieved the date of death and the cause of death, coded according to the ICD10.

In British Columbia (BC), Canada, using de-identified health-related data created by record linkage of

data from the BC Centre for Excellence in HIV/AIDS (BCCfE) Drug Treatment Program and Population
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Data BC, Eyawo et al. (2017) characterised and compared changes in mortality rates and causes of death

among a population-based cohort of persons living with and without HIV from 1996 to 2013. The

data from BCCfE included demographic, immunologic, virologic, ART-use and other clinical data on

all known HIV-infected individuals who had ever accessed ART. The data from Population Data BC

consisted of individual-level longitudinal data for all residents of BC collected by public bodies and

stored in administrative databases (Eyawo et al., 2017).

In Brazil, Mandacaru et al. (2017) used linked data from three di↵erent data sources to quantify the

number of deaths and serious injuries in five representative state capitals in 2012 and 2013. They also

used the matched pairs from the linked records to obtain estimates of the percentage of corrections of

the underlying cause of death, the circumstances that caused the injury, and the injury severity of the

victims. The data sources used were: (i) the Brazilian Ministry of Health Hospital Information System,

which provided information on hospitalisations; (ii) the Brazilian Mortality Information System, which

provided information on causes of death; and (iii) the Police Road Tra�c database reported by the police

and road tra�c agents.

In New Zealand, Teng et al. (2017) used census data from 1981, 1986, 1991, 1996, 2001 and 2006 linked

to mortality and cancer registry data to investigate the contribution of various cancers to socioeconomic

gaps in mortality and changes over time from 1981 to 2011. The cancer registry provided prospective

information on the incidence of various cancers and income collected from the census was used as a

measure of socioeconomic status.

In South Africa, Ingle et al. (2010) used linked data from the Comprehensive HIV and AIDS Management

program in the Free State Province, the National Health Laboratory Services Database and the National

Death Register to examine pre-ART mortality and associated determinants from 2004 to 2008. The

Comprehensive HIV and AIDS Management program and National Health Laboratory Services Databases

provided information on CD4 cell counts and treatment eligibility while the National Death Register

provided information on deaths.

Another study in South Africa by Sengayi et al. (2016) used data created by record linkage to estimate

cancer incidence in HIV patients attending the Sinikithemba clinic in KwaZulu-Natal from 2004 to 2011.

They linked patient data of all HIV-positive adults aged 16 years at start of ART at the clinic with cancer

records in the National Cancer Registry recorded in public laboratories in KwaZulu-Natal province.

A study by Johnson et al. (2015), also conducted in South Africa using record linkage of data from di↵erent

sources, estimated the completeness of recording of deaths in cohorts of HIV infected patients receiving

ART between 2004 and 2014. The study compared the recording of deaths in the civil registration

9



system and in patient files from six ART programmes. The ART programmes included in the study were

Khayelitsha, Gugulethu and Tygerberg programmes in the Western Cape province; McCord and Hlabisa

programmes in KwaZulu-Natal province; and Themba Lethu programme in Gauteng province.

The list of examples provided in this section indicates that studies that have investigated mortality and

disease patterns using data generated by record linkage have been conducted in both low and high income

settings. However, studies from low income settings are disproportionately very few in number because

of lack of comprehensive record linkage systems. Examples of comprehensive record linkage systems from

high income settings include: the Oxford Record Linkage Study, the Secure Anonymised Information

Linkage databank in Wales, the Scottish Record Linkage System, the Rochester Epidemiology Project,

the Western Australia Data Linkage System, the Centre for Health Record Linkage in New South Wales,

the Manitoba Center for Health Policy, the Center for Health Services and Policy Research in British

Columbia, and the Institute for Clinical and Evaluative Sciences in Ontario, Canada (Holman et al.,

1999; Lyons et al., 2009; Jutte et al., 2011; Harron et al., 2015, 2017).

1.4 Mortality trends and their determinants in South Africa

From the 1960s until the early 1990s overall mortality levels were declining and life expectancy was

steadily improving among South Africans (United Nations, Department of Economic and Social A↵airs,

Population Division, 2011). Thereafter, South Africans experienced dramatic steady increases in overall

mortality and reductions in life expectancy from the mid-1990s to the mid-2000s with the highest overall

mortality and lowest life expectancy at birth levels around 2005-2007 (Pillay-van Wyk et al., 2016;

Karim et al., 2009; United Nations, Department of Economic and Social A↵airs, Population Division,

2011; Bradshaw et al., 2004; Tollman et al., 1999; Kahn et al., 2007a; Zwang et al., 2007). Nationally

age-standardised death rates increased from 1 215 per 100 000 people in 1997 to a peak of 1 670 per

100 000 people in 2006 (Pillay-van Wyk et al., 2016) and life expectancy at birth declined from 63

years in 1995 to 54 years in 2005 (Mayosi and Benatar, 2014). Since then, overall mortality levels have

been declining and life expectancy at birth steadily rising. Nevertheless, as of 2012, the levels of overall

mortality (age-standardised death rate of 1 232 per 100 000 population) and life expectancy at birth (60

years) were still worse than those in the early 1990s (Pillay-van Wyk et al., 2016; Mayosi and Benatar,

2014).

The dramatic increases in overall mortality and reductions in life expectancy from the mid-1990s to the

mid-2000s were driven mostly by increases in mortality caused by the large HIV/AIDS epidemic and

lack of treatment programmes (Pillay-van Wyk et al., 2016; Kabudula et al., 2014b; Herbst et al., 2009,

2011; Karim et al., 2009). A heterosexually transmitted generalised HIV epidemic emerged in South
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Africa between 1988 and 1993 and grew steadily until 2005 (Karim et al., 2009). The national HIV

seroprevalence in pregnant women rose from 0.8% in 1990 to a peak of 30.2% in 2005 before stabilising at

around 29.5% thereafter (Karim et al., 2009; National Department of Health, 2015). Using the “apartheid

defined (racial) population groups (black, Indian or Asian descent, white [European descent], and coloured

[of mixed ancestry according to the preceding categories])” (Pillay-van Wyk et al., 2016), the burden of

the HIV epidemic is disproportionately higher among the black population and varies widely between

provinces and local communities with the north-eastern parts of the country experiencing highest HIV

prevalences and western parts of the country experiencing the lowest prevalences. As shown in Figure 1.1,

overall prevalences among pregnant women in 2013 exceeded 30% in KwaZulu-Natal, Mpumalanga and

Eastern Cape provinces, were between 20% and 30% in Free State, Gauteng, North West and Limpopo

provinces and were below 20% in Western Cape and Northern Cape provinces (National Department

of Health, 2015). Results from the 2012 national survey also showed a similar geographical pattern.

Estimated HIV prevalence in the adult population exceeded 20% in KwaZulu-Natal, Mpumalanga, Free

State and North West provinces and was between 12% and 20% in the rest of the provinces except for

the Western Cape province where it was under 10% (Shisana et al., 2014).
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Figure 1.1: Trends in HIV Prevalence among 15-49 year old antenatal women in South Africa

Source: National Department of Health (2015)

The growth of the HIV/AIDS epidemic was mainly facilitated by the labour migration system created

by the apartheid government from 1948 to 1994 (Coovadia et al., 2009). During the apartheid years,

restrictions on access to land and means of production combined with coercive legislation and taxes
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enforced migration of black labourers (mostly males) to urban areas (Coovadia et al., 2009). The black

migrant workers lived temporarily in the urban areas in overcrowded, unsanitary, single-sex hostels with

regular visits to their rural homes because they were not provided proper housing and land was mostly

reserved for white people in the urban areas (Coovadia et al., 2009; Karim et al., 2009). The oscillatory

migration lifestyle a↵ected the sexual practices in the black population. Usually the male labour migrants

had sexual partners in both the urban areas and their rural homes and the majority of them formed second

families in the urban areas (Coovadia et al., 2009). Women in the rural areas also often had another

sexual partner while the men were away. These sexual practices provided a favourable environment for

the e�cient transmission of HIV infection among the black population (Coovadia et al., 2009; Karim

et al., 2009). Although the apartheid system of government and racial segregation ended in 1994, the

oscillatory migration lifestyle has persisted and continues to influence the spread of HIV infection in the

black population.

Despite the dramatic increases in the prevalence of HIV infection in the general population, little was

done by the South African governments to mitigate its impact on mortality until 2003 when president

Thabo Mbeki’s government started to provide antiretroviral therapy (ART) for free in public health

services following a Constitutional Court order in favour of the Treatment Action Campaign and other

civil society groups. However, the rollout of ART in the public health services progressed slowly until

2008. The availability of ART in the public health services became widespread from 2009 following the

change in government leadership and by 2011 South Africa had the largest ART programme in the world

with about 1.8 million people estimated to be taking antiretrovirals (Mayosi et al., 2012). Following the

widespread availability of free ART in the public health services, HIV/AIDS-related and overall mortality

has steadily declined and life expectancy at birth has steadily increased (Pillay-van Wyk et al., 2016;

Kabudula et al., 2014b; Herbst et al., 2009, 2011).

Notwithstanding the importance of HIV/AIDS and that it remained the single leading cause of death

during the period 1997-2012, the overall mortality burden in South Africa since the mid-1990s has been

characterised by a unique quadruple disease burden consisting of HIV/AIDS and tuberculosis (TB);

other communicable diseases (excluding HIV/AIDS and TB), maternal causes, perinatal conditions and

nutritional deficiencies; NCDs; and injuries (Pillay-van Wyk et al., 2016; Herbst et al., 2011; Groenewald

et al., 2010; Tollman et al., 2008; Bradshaw et al., 2005; Hosegood et al., 2004; Bradshaw et al., 2003).

Causes from all these four broad cause groupings persistently constituted the top ten single causes of

death over the period 1997-2012 (Pillay-van Wyk et al., 2016). In terms of magnitude, causes from the

category of NCDs have been the second most important in the cause of death profile in South Africa

following HIV/AIDS. Throughout the period 1997-2012, a considerable number of deaths were due to

non-communicable diseases especially cardiovascular conditions including stroke, ischaemic heart disease

12



and hypertensive heart disease (Mayosi et al., 2009; Pillay-van Wyk et al., 2016; Nojilana et al., 2016).

The contribution of NCDs to the overall mortality burden among South Africans has become more

pronounced in recent years. An analysis of national cause-specific mortality data showed that in 2012,

43.4% of the deaths were attributed to NCDs, 33.6% to HIV/AIDS and tuberculosis, 13.5% to other

communicable diseases, perinatal conditions, maternal causes, and nutritional deficiencies, and 9.6% to

injuries (Pillay-van Wyk et al., 2016). Nevertheless, compared to other LMICs in Southeast Asia, the

level of mortality attributable to NCDs in South Africa is lower. For example, as reported in a systematic

review by Schröders et al. (2017), in Indonesia in 2012 about 71% of deaths were attributable to NCDs.

The increases in the contribution of NCDs to the overall mortality burden in recent years in South

Africa have occurred most prominently among black people owing to population ageing and the adoption

of lifestyle practices that expose individuals to a variety of risk factors for non-communicable diseases

(Pillay-van Wyk et al., 2016; Mayosi and Benatar, 2014). Black people have experienced an increase in

the prevalence of common risk factors for NCDs such as tobacco and alcohol use, physical inactivity, and

a diet with high amounts of fat. The shifts in lifestyle practices in the black population have been driven

mostly by modernisation coupled with a wide-range of social and economic reforms introduced by the

post-apartheid government. The reforms include the provision of free basic services such as electricity

(50 kWh per household per month), water, sanitation and housing and non-contributory social grants to

vulnerable sectors of the population (Bhorat and van der Westhuizen, 2013; Collinson, 2010; Lund, 2002).

These reforms which their implementation has vastly expanded since 1997, have resulted in the reduction

of absolute poverty and enabled the growth of a middle class among the black population (Mayosi et al.,

2012; Mayosi and Benatar, 2014). Nevertheless, racial disparities still persist for several indicators of

socioeconomic development with white people being the most privileged and black people the worst o↵

(Mayosi et al., 2012).

Overall, mortality patterns and levels in South Africa since the early 1990s have exhibited considerable

racial, socioeconomic and geographical variations (Pillay-van Wyk et al., 2016; Nojilana et al., 2016;

Msemburi et al., 2016). The mortality burden has consistently been highest among black people followed

by coloured people and lowest among white people. The socioeconomically disadvantaged people also

su↵er the highest burden of mortality because many of them remain undiagnosed, untreated and at risk

of preventable complications and have higher rates of ill-health than other groups (Nojilana et al., 2016).

In addition, although a quadruple burden of disease is evident in each province, there are considerable

variations in the levels of overall mortality and its cause composition between the nine provinces in

South Africa (Pillay-van Wyk et al., 2016; Msemburi et al., 2016). For example, in 2012 the overall

age-standardised death rate was highest in KwaZulu-Natal province (1 576 deaths per 100 000 people

with 537 deaths per 100 000 people due to HIV/AIDS and TB), and lowest in Western Cape province
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(938 deaths per 100 000 people with 149 HIV/AIDS and TB deaths per 100 000 people) (Msemburi et al.,

2016).

1.5 Statement of the problem

As presented in the preceding section, changes in mortality patterns and their cause composition in

South Africa over the past two decades have revealed elements of counter-transition, protractedness and

polarisation of the epidemiological transition. The recently published second National Burden of Disease

Study in South Africa showed that all-cause age-standardised mortality increased rapidly from 1997 as a

result of a severe HIV epidemic, peaked in 2006 and then declined following the rollout of ART (Pillay-van

Wyk et al., 2016; Nojilana et al., 2016; Msemburi et al., 2016). The study further showed that throughout

the past two decades, despite the changes in overall mortality levels, the top ten single causes of death

persistently included causes from four broad cause groupings consisting of (i) HIV/AIDS and tuberculosis,

(ii) other communicable diseases, maternal causes, perinatal conditions and nutritional deficiencies, (iii)

non-communicable diseases and (iv) injuries. However, the proportions and rankings of the top

causes of death did not remain constant. The study also found considerable racial, socioeconomic

and geographical variations in the mortality patterns and levels.

It is evident from the findings reported in the second National Burden of Disease Study that mortality

patterns and levels in South Africa have evolved in diverse ways across sub-populations over the past two

decades. However, more up to date formal and empirical assessments of the extent to which mortality

patterns and levels have changed in rural settings of South Africa covering periods of the HIV epidemic

without and with ART are limited. The studies in this thesis based on rigorous, comprehensive health

and socio-demographic surveillance, update and extend published trends in mortality and cause of death

profiles in the rural population in Agincourt (Kahn et al., 2007a; Kabudula et al., 2014b; Houle et al.,

2014a) by including data from more recent years that cover the widespread availability and uptake

of ART. The studies also complement the second National Burden of Disease Study in South Africa,

which investigated di↵erences between ethnic groups and provinces in mortality patterns and levels, by

examining socioeconomic di↵erences at the local level in a well-characterised resource-poor rural setting.

While the rigorous surveillance data collected through a health and socio-demographic surveillance system

make it possible to investigate changes in mortality patterns, levels and some of their determinants, it is

not possible, using the surveillance data alone, to assess the contribution of utilisation of health services

to the changes observed in mortality patterns. Such an assessment requires integration of information

on service usage patterns with the population surveillance data. Hence, this thesis also assesses the

feasibility of using linkage to clinic records so as to integrate data from health facility registers with the
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population surveillance data.

1.6 Research aims, questions and hypotheses

1.6.1 Overall aim

The overall aim of the research reported in this thesis is to contribute to the understanding of changes in

the cause composition of overall mortality and associated socioeconomic di↵erentials that have occurred

in a rural population of the Agincourt sub-district of northeast South Africa over the period 1993 to 2013.

The knowledge about changes in the cause composition of overall mortality and associated socioeconomic

di↵erentials is important when setting health and development priorities, identifying critical elements for

strengthening of health systems, and determining the focus of health services and programmes. A further

aim is to assess the feasibility of linking population data from the HDSS and utilisation data from health

facility registers in order to enhance the utility of HDSS data for providing comprehensive insights

regarding mortality and disease patterns and their determinants and implications in the Agincourt

population.

1.6.2 Specific objectives

The specific objectives of this thesis are:

i. To assess changes in household socioeconomic status (SES) in the population of the Agincourt

sub-district in rural northeast South Africa over the period 2001 - 2013. (Paper I)

ii. To assess changes in mortality cause composition in the population of the Agincourt sub-district in

rural northeast South Africa over the period 1993 - 2013. (Paper II)

iii. To assess temporal trends in socioeconomic di↵erentials in the major cause categories of mortality

in the population of the Agincourt sub-district in rural northeast South Africa over the period 2001

- 2013. (Paper III)

iv. To evaluate the feasibility of linking population data from HDSS and utilisation data from health

facility registers in order to study patterns in utilisation and access to health services in the Agincourt

sub-district. (Paper IV)
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1.6.3 Research questions

The following are the questions investigated in this thesis and they relate closely to the objectives listed

above:

i. How has household wealth evolved in the population of the Agincourt sub-district in rural northeast

South Africa over the period 2001 - 2013? (Paper I)

ii. What have been the changes in the cause composition of overall mortality in the population of the

Agincourt sub-district in rural northeast South Africa over the period 1993 - 2013? (Paper II)

iii. How has the socioeconomic gradient in the major cause categories of mortality evolved in the

population of the Agincourt sub-district in rural northeast South Africa over the period 2001 -

2013? (Paper III)

iv. To what extent have changes in mortality patterns in the Agincourt sub-district in rural northeast

South Africa over the period 1993 - 2013 followed the propositions of the classical epidemiological

transition theory and subsequent refinements ? (Papers II & III)

v. How feasible is linking of population data from HDSS and clinical data from health facility registers

in order to study socioeconomic di↵erentials in access to health services in the Agincourt sub-district?

(Paper IV)

1.6.4 Hypotheses

The hypotheses of the thesis include:

i. The Agincourt population has experienced substantial improvements in household wealth over the

period 2001 - 2013. (Paper I)

ii. The contribution of non-communicable disease mortality to overall mortality in the population of

the Agincourt sub-district has increased following a reduction in HIV/AIDS-related mortality as a

result of introduction and expansion in coverage of ART programs. (Paper II)

iii. The socioeconomic gradient in HIV/AIDS mortality in the population of the Agincourt sub-district

increased following the roll-out of ART programmes. However, the direction of the gradient has not

changed significantly over the period 2001 - 2013. (Paper III)
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iv. The changes in mortality patterns in the Agincourt sub-district in rural northeast South Africa over

the period 1993 - 2013 diverge from some of the propositions of the classical epidemiological transition

theory. (Papers II & III)

v. Population data and health facility data in the rural Agincourt sub-district can be linked e↵ectively by

a combination of deterministic and probabilistic record linkage approaches using a set of conventional

identifiers (such as name, sex, date of birth and place of residence). (Paper IV)

1.6.5 Thesis themes

Table 1.1: Key themes addressed in the thesis papers
Themes Papers

Paper I Paper II Paper III Paper IV

Changes in

household SES

Changes in

mortality

cause

composition

Socioeconomic

di↵erentials in

mortality

Record linkage

of HDSS and

health facility

data

Measuring SES X
Socioeconomic transition X
Mortality transition X X
Socioeconomic di↵erentials in

mortality

X

Feasibility of using record linkage

to enhance the utility of HDSS

data

X

1.7 Conceptual framework

The investigation of changes in the cause composition of overall mortality and associated socioeconomic

di↵erentials that occurred in the Agincourt population in rural northeast South Africa over the period

1993 - 2013 in this thesis is guided by the conceptual framework shown in Figure 1.2. This conceptual

framework is based on Mosley and Chen’s analytical framework of proximate determinants of the health

dynamics of a population (Mosley and Chen, 1984). Obviously, this framework is a simplification of reality,

and includes variables for which data have been continuously collected in the Agincourt surveillance

population over an extended period of time and are relevant to the investigation in this thesis. Age, sex,

SES, and healthcare services are conceptualised as the key independent factors that a↵ected the levels

of overall and cause-specific mortality in the Agincourt population over the period 1993-2013 through

their influence on health behaviour, lifestyles and the use of preventive, diagnostic and therapeutic

healthcare services which directly influence the risk of morbidity and mortality. On the basis of our

17



conceptual framework, we assessed changes in: (i) SES using indices computed from a list of household

asset indicators (Paper I); (ii) overall and cause-specific mortality levels by sex, age and time period

(Paper II); and (iii) overall and cause-specific mortality levels by sex, age, time period and SES (Paper

III). In addition, we also assess the feasibility of linking population surveillance data with data from health

facility registers (Paper IV). The linkage of population surveillance data with data from health facility

registers, which never existed prior to our study, is central to studying the contribution of di↵erentials in

the utilisation of health services to di↵erentials in mortality levels.

Biological and genetic factors
-Age
-Sex

Diseases and injuries

Mortality
Paper II: Changes in mortality cause composition
Paper III: Socioeconomic differentials in mortality

HIV/AIDS & TB 
Mortality

HIV/AIDS & TB 
Mortality

Non-communicable 
Diseases Mortality
Non-communicable 
Diseases Mortality

Other Communicable 
Diseases Mortality

Other Communicable 
Diseases Mortality

External cause
Mortality

External cause
Mortality

Paper IPaper I

Socioeconomic status
Household Assets
-Dwelling construction materials
-Type of toilet facility
-Sources of water
-Sources of energy for lighting and
cooking
-Modern assets
-Livestock

Healthcare services
-Availability
-Affordability

Health behaviours and lifestyles
-Dietary patterns
-Smoking
-Alcohol use
-Physical activity
-Sexual practices

Paper IV: Record linkage of HDSS and health facility data

Utilisation of healthcare services
-Preventive
-Diagnostic
-Therapeutic

Figure 1.2: Thesis papers in relation to determinants of health conceptual framework
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Chapter 2

Data and Methods

2.1 Study Setting

The research upon which this thesis is based was conducted in the Agincourt HDSS. The study area

was established in 1992 and is located in a predominantly rural Sub-district of Bushbuckridge, Ehlanzeni

District, Mpumalanga province, in north-eastern South Africa. From 1992 to 2006, the study area

encompassed 21 villages spread over 402 km2 of semi-arid scrubland (Kahn et al., 2007b). Then in 2007

the study area was extended to 26 villages. Another five villages were added in response to an expanding

trials and evaluation portfolio between 2010 and 2012 (Kabudula et al., 2016). Presently, the HDSS

covers 30 contiguous villages spread over 450 km2 and is following a study population of some 115,000

people in 21,000 households (Figure 2.1). The population is largely Shangaan-speaking and almost a

third is made up of former Mozambican refugees who arrived in the area in the early to mid-1980s, and

their descendants.

Figure 2.1: Location of Agincourt HDSS study area, Mpumalanga province, South Africa
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2.2 Study design

The studies in the first three papers (Paper I, II & III) fall into a prospective longitudinal observational

study design and the data on which they are based on was collected on a regular basis from the whole

population of the Agincourt HDSS study area since 1992. The study in Paper IV is methodological and

utilises surveillance data and health facility-based data.

2.3 Data

The specific data elements used in the study in each paper are presented in Table 2.1 and the data

collection process is described below.

2.3.1 Health and socio-demographic surveillance system data

The description of the data collection process for the longitudinal health and socio-demographic data

closely follows that reported by (Kahn et al., 2007b). Following the establishment of the study area, a

baseline census was conducted in 1992. Each household in the study area was visited and every resident

was registered. Since then, data have been collected on birth, death, in- and out-migration events at

approximately 15-18-month intervals between 1993 and 1999 and on strictly annual basis since 1999.

Data pertinent to studying other aspects of health and population dynamics have also been collected

in the form of special modules. These modules have been collecting data at the individual as well as

household level. Most of the modules were introduced from 2000 and each module is repeated at specific

time intervals. A list of some of the modules and the years in which data were collected is provided in

Figure 2.2. The papers of this thesis mainly use data from the household assets module.

The household assets module collects data on household asset indicators that include construction

materials and structure of the main dwelling, type of toilet facilities, sources of water and energy,

ownership of modern assets and livestock. The module was introduced in 2001 and was repeated every

2 years between 2001 and 2013 (Kahn et al., 2012). To assess changes in the asset indicators over the

period 2001 to 2013, Paper I uses only the data collected from households in the original 21 villages.

In the case of death events, in addition to collecting data on place of death, name of hospital if death

occurred at the hospital and whether or not the death was registered, data has also been collected on

all symptoms and signs preceding the death through verbal autopsy (VA) interviews. For each recorded

death, the VA data have been collected from the closest caregiver of the deceased between one month and

one year of the death. According to (Kahn et al., 2007b), the questionnaire that was used in collecting

the VA data until 2011 was a modification of the one previously used in Niakhar, Senegal. From 2012
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Table 2.1: Data for thesis papers

Study Data

Paper I: Assessing changes in

household wealth in the Agincourt

sub-district from 2001 to 2013.

Household characteristics such as water source, toilet

facilities, and construction materials and consumer

durables such as ownership of radio, television,

refrigerator, bicycle, motorcycle and car collected from

2001 to 2013

Paper II: Assessing changes

in the cause composition of

overall mortality in the Agincourt

sub-district between 1993 and 2013

- Dates of birth, and sex of all individuals who lived

in the study area since 1992

- Dates of death and likely cause of death of all

individuals who died in the study area since 1992

- Dates of in-migration of all individuals who

in-migrated into the study area since 1992

- Dates of out-migration of all individuals who

out-migrated from households in the study area since

1992

Paper III: Assessing changes

in socioeconomic di↵erentials

in mortality in the Agincourt

sub-district from 2001 to 2013.

- All the data used in Papers I & II from 2000 to 2013

Paper IV: Assessing the feasibility

of linking population data with

health facility data in order to

measure socioeconomic di↵erentials

in access to health services in the

Agincourt sub-district.

- Identifying information such as name, surname, date

of birth of individuals in the Agincourt HDSS

- Identifying information such as name, surname, date

of birth of all health facility attendees

a new VA questionnaire was introduced. The items on the new questionnaire were aligned to the WHO

2012 VA standards.

The VA data have been used to assign the likely cause of death to each recorded death. Until recently,

the approach for assigning cause of death had mainly been that two doctors independently reviewed the

VA data on each death and assigned a probable cause. If the two doctors assigned the same cause then

that cause was assigned to the particular death as its likely cause. In the case where the two doctors

assigned di↵erent causes, the doctors discussed the case in an e↵ort to reach a consensus. The consensus

diagnosis was then assigned to the particular death as its likely cause. Where consensus was not reached,
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                                                                                          Census Years 

1992 1993 1995 1997 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 

Household-level Modules  
  Asset Status                    

  Food Security Status                    

  Child Care Grants                    

Individual-level Modules    

   Adult Health (WHO)                    

   Cough Status                    

   Child Care Grants                    

   Child Morbidity                    

   Education Status                    

   Epilepsy Status                    

   Fatherhoods                    

   Father Support Status                    

   Child Health Care Utilization                    

   Elder Health Care Utilization                    

   Labor Status                    

   Maternity History                    

   National ID Documents                    

   Stroke Status                    

   Temporary Migration                    

   Temporary Migration Children                    

   Union Status                    

   Vital Documents                    

National ID                    

Other names                    

Cellphone numbers                    

Figure 2.2: Agincourt HDSS special census modules

a third doctor reviewed the data and assigned a probable cause. If the cause assigned by the third doctor

matched with the cause assigned by one of the first two doctors then that cause was assigned to the

particular death as its likely cause. In the case where all three doctors assigned di↵erent causes, the

cause of death for the particular death got coded as “ill-defined”. In the recent years, a computer-based

probabilistic model called InterVA has been used to assign causes of death from the VA data collected in

the study area (Byass et al., 2010, 2011). All the papers assessing cause of death patterns in this thesis

have used the InterVA probabilistic model (version 4.03) to assign causes of death.

Respondents to the household interviews have mostly been senior responsible adult members of the

households. The norm has been to carry out a maximum of two visits per household to find the

best respondent following which a neighbour has been used as a proxy informant for basic vital status

information. In cases where the best respondent including a neighbour could not be found, collection

of data on vital events has been done during the subsequent round unless the household permanently

out-migrated.

Several quality control processes are put in place to ensure that the Agincourt HDSS data is of good

quality. Firstly, fieldworkers check all the forms that they complete on daily basis. Secondly, supervisors
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check a random selection of the forms collected by the fieldworkers in their time. Thirdly, a team of

specialised “quality checkers” thoroughly checks all forms for completeness and errors. The quality

checkers send correct forms to the data room for data entry and return forms with errors to the field for

correction. Lastly, validation checks embedded in the data entry system flag and filter out implausible

and inconsistent data during data entry. Forms identified with errors during data entry are also returned

to the field for correction.

During the early years the Agincourt HDSS data was entered and stored in a FoxPro data management

system. The data management system was changed to Microsoft Access 95 along with improvements

in the data model in 1996. It was thereafter upgraded to Microsoft Access 97 in 1999 with the data

model brought up to the standard of the INDEPTH population reference data model (Benzler et al.,

1998). In 2002 the data management system was upgraded from the Microsoft Access platform to

Microsoft SQL Server platform. Currently the operational database is hosted on Microsoft SQL Server

2008 R2. A custom-made data-entry program, which mirrors the format of the data collection forms,

sits on top of the SQL Server database. In the SQL Server database, the data is stored in a set of

tables containing data fitted into predefined categories. Each table contains one or more data categories

in columns and each row contains a unique instance of data for the categories defined by the columns.

The main table, the “Individuals” table, stores key information on all individuals that have ever been in

the surveillance population; the “Residences” table stores information on individual residence episodes

within the surveillance area; a “Memberships” table stores information on entry and exit from a particular

household and the relationship between each individual and the head of the household, and there is a

separate table for each vital event (for example death) and special module (such as the household asset

survey). The database is secured using two levels of user-access control: a password to log onto the

operating system, and another password to log onto the database. Backups of the data are produced

weekly and a copy is kept in another o�ce located 40 km from the field o�ce where data entry is

conducted.

2.3.2 Health facility data

The health facility data used in the study in Paper IV came from the Agincourt Health Centre. The

Agincourt Health Centre is one of eight local health facilities within the Agincourt HDSS study area. An

electronic patient registration system was piloted at the health centre from 2008 to 2010. Clerks captured

personal identifying information and fingerprints from all individuals that used the health centre. For

the purpose of this study only the identifiers that were collected in both the health facilities and the

Agincourt HDSS were used. The fingerprints were used to construct a gold standard dataset of matched

record pairs that were used to evaluate the performance of various record linkage scenarios based on
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conventional personal identifiers.

2.4 Data Analysis

2.4.1 Measuring household SES

Household SES in Paper I and III was measured by a household asset index. The index was constructed

from information on household asset indicators such as construction materials and structure of the main

dwelling, type of toilet facilities, sources of water and energy, ownership of livestock and modern assets

such as radio, television, refrigerator, bicycle, motorcycle and car. In Paper I, three indices were

constructed using di↵erent analytic approaches. The indices were the (i) absolute index, (ii) principal

component analysis (PCA) index, and (iii) multiple correspondence analysis (MCA) index. Only the

absolute index was used in Paper III because of its comparability across time without the need to pool

the data and that its performance is comparable to the other indices in assessing household SES using

household assets as illustrated in Paper I. The analytic approaches used to construct the three indices

are described in detail in Paper I.

2.4.2 Assessing changes in household SES

In Paper I, the method of relative distributions developed by Mark Handcock and Martina Morris

(Handcock and Morris, 1999, 1998) was employed to assess changes in di↵erentials in household wealth.

The method quantifies di↵erences between the distributions of a set of random measurements of an

attribute of interest from a population at one time period and another set of random measurements of

the same attribute from a di↵erent population or from the same population at a later time period. In the

case of Paper I the attribute of interest was household wealth as measured by the asset index. Following

Handcock and Morris (1999, 1998), we denoted Y0 and Y as random variables representing asset index

scores from the Agincourt HDSS population in 2001 and at a later time period respectively. Denoting

the cumulative distribution functions (CDFs) of Y0 and Y as F0(y) and F (y) respectively, the relative

distribution of Y to Y0 was be obtained as

R = F0(Y ) (2.1)

by transforming Y by the CDF of Y0, F0. With this transformation, R provided a measure of the relative

rank of Y compared to Y0. A uniform or flat probability density function (PDF) of R indicated that

there were no di↵erences between the distributions of Y0 and Y . When there were di↵erences between

the distributions, the relative distribution “rose” or “fell” depending on the direction of the di↵erence.
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2.4.3 Data file for mortality analysis

Similar to an earlier study conducted in Agincourt by Clark et al. (2007), a person-year file was constructed

containing one record for each year lived by each individual in the study population during the period

1993-2013. Attributes contained in each record consisted of Individual ID, sex, date of birth, date of

death, age, calendar year, level of education completed, the most recent indicator of household SES and

whether or not the person died within the year. If there was a death, the three probable causes of death

generated by the InterVA model were included. All analyses regarding mortality and socioeconomic

di↵erences in mortality were conducted using this person-year file. The years covered in the analysis

were split into the following time periods: 1993-1997, 1998-2000, 2001-2003, 2004-2007, 2008-2010 and

2011-2013 to contextualize the dynamics of the HIV epidemic and the roll out of prevention of mother to

child transmission (PMTCT) and ART services. In addition, age was also categorized into the following

commonly used age groups: 0-4, 5-14, 15-49, 50-64 and 65+.

2.4.4 Estimating mortality risk

In the studies reported in Papers II and III, discrete time event history analysis (Allison, 1984) was

used to estimate the annual hazard of death as a function of independent variables. Annual hazards

of death from all possible causes were estimated using binary logistic regression models. Estimates of

the annual hazard of cause-specific mortality were obtained using multinomial logistic regression models.

The binary logistic regression models took the form:

log
Pti

1� Pti
= ↵(t) + �

0
xti (2.2)

where Pti is the probability that an individual i dies at time t, given that the individual is still alive

at time t, xti is a vector of covariates, ↵(t) is a function of time and �

0 is a vector of parameters to be

estimated.

The estimated annual hazards of death, were then used to construct standard life tables to derive

estimates of life expectancies at various ages including birth. The life tables were also used to estimate

adult mortality rates (the probability of dying between ages 15 and 60 for those who survive to age

15 if subjected to age-specific mortality rates between those ages for the specified calendar year). For

complementary analyses reported only in this thesis, cause deleted life tables were constructed to assess

years of life expectancy gained if selected causes were deleted.
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2.4.5 Assessing changes in the cause composition of overall mortality

In the study reported in Paper II, consistent with the standard approach used by the World Health

Organisation (WHO) and other agencies, causes of death based on verbal autopsies were classified into

three broad groups (Lopez et al., 2006). Group I consisted of communicable diseases, maternal, and

perinatal conditions and nutritional deficiencies, group II of NCDs and group III of external causes.

Taking into account that: (i) the proportion of deaths attributed to each cause can range only from 0 to

1 ; and (ii) the set of proportions for all of the cause groups must sum to 1, the method suggested by

Salomon and Murray (2002) was used to relate the distribution of mortality from di↵erent cause groups

to the overall mortality levels. The method involves fitting cause specific mortality data with a set of

simultaneous regression equations. First a vector of cause fractions: Pi = (Pi1, · · · , PiJ) is defined for

each observation for J di↵erent cause groups. Thereafter, a (J � 1) vector Yi, is generated by calculating

the log ratios of each cause fraction relative to the fraction for cause J as shown in equation (2.3):

Yij = ln

✓
Pij

PiJ

◆
(2.3)

Then in the case of three cause groups, the distribution of mortality from di↵erent cause groups to the

overall mortality levels is assessed using the following system of two equations:

Yi1 = �0 + �1ln(Mi) + ✏i1 (2.4)

Yi2 = �0 + �1ln(Mi) + ✏i2 (2.5)

(2.6)

where Yi1 and Yi2 are the log-ratios as defined in Equation (2.3), Mi is the all-cause mortality rate and

✏i1 and ✏i2 are error terms. Estimates of the coe�cients for the model were obtained using seemingly

unrelated regression models. The motivation for this is that it accounts for correlations in the error terms

and the full covariance structure of the coe�cient.

2.4.6 Assessing socioeconomic di↵erentials in mortality patterns

In Paper III, socioeconomic di↵erences in the mortality indicators were quantified both in absolute and

relative terms. Relative di↵erences were estimated using the relative index of inequality (RII) (Wagsta↵

et al., 1991) and relative risk ratios (RRR) associated with household wealth quintile obtained from

multinomial logistic regression models (Allison, 1982, 1984, 2010; Efron, 1988; Van Hook and Altman,

2013). Absolute di↵erences were estimated using the slope index of inequality (SII) (Wagsta↵ et al.,

1991).
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Both RII and SII are regression based summary measures that take into account the whole SES distribution

rather than only the two most extreme SES groups (e.g the richest and poorest SES quintiles) when

quantifying the magnitude of SES di↵erences in health outcomes. The RII provides the ratio and the SII

provides the absolute di↵erence of the mortality outcomes of those at the bottom of the SES hierarchy

compared with those at the top of the hierarchy, estimated on the basis of the systematic association

between mortality and SES for all groups (Mackenbach and Kunst, 1997). RII = 1 implies that mortality

in the lower and higher ends of the socioeconomic continuum do not di↵er, RII > 1 implies greater

mortality at the lower end, and RII < 1 implies greater mortality at the higher end. SII = 0 indicates

that mortality at the lower and higher ends of the socioeconomic continuum do not di↵er, a positive SII

indicates greater mortality at the lower end, and a negative SII indicates greater mortality at the higher

end (Mackenbach and Kunst, 1997).

The RII and SII were calculated for socioeconomic di↵erences in the probability of death from birth to

age 5 years (5q0), probability of death from age 15 to 60 years (45q15), life expectancy at birth (e0) and

cause-specific mortality. The steps involved in calculating the RII and SII as described in Paper III

follow those by Mackenbach and Kunst (1997), Korda et al. (2007) and Ernstsen et al. (2012). First,

the population in each SES quintile was assigned a modified ‘ridit’ score representing the relative rank of

that SES quintile in the cumulative distribution of household SES. The values of the modified ridit score

ranged from 0 (richest) to 1 (poorest) and were calculated by arranging the household wealth quintiles

in order from richest to poorest and assigning a cumulative proportion of the total population to each

quintile. Thereafter, half the proportion of the total population in the fifth quintile was taken as the

modified ridit score for the fifth quintile and half the proportion of the total population in the fourth

quintile added to the proportion in the fifth quintile as the modified ridit score for the fourth quintile

and so on. An illustrative example of the calculation of the modified ridit scores is presented in Table

2.2. Finally, estimates of the RII and SII were obtained using generalised linear models with a Gaussian

distribution of the form:

g(Y ) = �0 + �1rscore + ✏ (2.7)

where Y is the mortality indicator (5q0 or 45q15 or e0), g(Y ) = Y is an identity link function when the

indicator of interest is SII or g(Y ) = log(Y ) is a logarithm link function when the indicator of interest

is RII , �0 is a constant, �1 is the beta or slope coe�cient on modified ridit scores which expresses RII

when the logarithm link function is used, and SII when the identity link function is used, rscore is the

modified ridit score (representing the relative ranks of groups in the cumulative distribution of household

SES) and ✏ is the error term.

As described in Paper III, since the data on household asset indicators used for calculating the household

wealth index were collected in alternate years from 2001 to 2013, multiple imputation was used to minimise
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Table 2.2: Calculation of modified ridit scores

SES quintile Proportion

distribution

of population

Cumulative proportion of

population

Modified ridit score

Fifth quintile (richest) 0.23 0.23 0.23/2 = 0.12

Fourth quintile 0.22 0.23 + 0.22 = 0.45 0.23 + (0.22/2) = 0.34

Third quintile 0.20 0.23 + 0.22 + 0.20 = 0.65 0.45 + (0.20/2) = 0.55

Second quintile 0.18 0.23 + 0.22 + 0.20 + 0.18 = 0.83 0.65 + (0.18/2) = 0.74

First quintile (poorest) 0.17 0.23+0.22+0.20+0.18+0.17 = 1.00 0.83 + (0.17/2) = 0.92

the loss of data due to missing values. Partial mean matching (based on the nearest two neighbours) was

used to generate five imputed datasets and derive parameter estimates and SEs by averaging across the

imputations and adjusting for variance. Similar to Houle et al. (2016), the imputations were generated

from a household-year data set that includes counts of men, boys, women, and girls, Mozambicans and

South Africans, individuals aged younger than 20 years, 20-59 years, and 60 years and older, and 1-2

year lags of household wealth index. The imputations were generated for households with missing assets

information for the years where household assets were collected and for all households for the years where

no household assets were collected.

2.4.7 Assessing the feasibility of record linkage of health facility data and demographic

surveillance data

In Paper IV, deterministic and probabilistic record linkage approaches were used to link data from the

Agincourt HDSS with data from health facilities. Deterministic record linkage designates a pair of records

from two data sources as belonging to the same individual when they match on a unique identifier such as

fingerprints, a social security or national identification number, or a set of conventional personal identifiers

(e.g., the combination of first name, last name and date of birth) (Li et al., 2006; Machado, 2004; Maso

et al., 2001; Victor and Mera, 2001). Probabilistic record linkage classifies a pair of records from two data

sources as belonging to the same individual based on the statistical probability that common identifiers

drawn from the two data sources belong to the same individual (Howe, 1998; Beauchamp et al., 2011;

Cook et al., 2001; Jaro, 1989, 1995; Nitsch et al., 2006). Whereas deterministic linkage is most suitable

when unique identifiers are available and the quality of the data are high, probabilistic linkage yields

better results when unique identifiers are lacking or in situations where there is variation in reporting or

transcription of personal identifiers (Li et al., 2006; Beauchamp et al., 2011; Clark, 2004; Pacheco et al.,

2008; Rosman, 1996).
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Probabilistic record linkage approaches involve estimating weights for di↵erent identifiers and using those

weights to compute a composite score that determines whether a pair of records from two di↵erent data

sources pertain to the same individual (Jaro, 1989; Cook et al., 2001; Victor and Mera, 2001). For each

linking identifier i, the process involves first estimating the probability that the identifier agrees between

two records given that the records pertain to the same individual denoted by mi and the probability that

the identifier agrees between two records given that the records do not pertain to the same individual

denoted by ui (Jaro, 1989; Cook et al., 2001; Nitsch et al., 2006). Once the parameters mi and ui

have been estimated, a weight value of log2(mi/ui) gets assigned to a record pair j if identifier i agrees

and a weight value of log2((1 �mi)/(1 � ui)) if identifier i disagrees. The weights on all the identifiers

are then summed to obtain a linkage score for each record pair. Scores for all record pairs are then

analyzed to determine the optimum threshold value at which record pairs would be classified as matches

or non-matches. In Paper IV, we followed established practice in probabilistic record linkage and used

the expectation maximization (EM) algorithm based on the Fellegi-Sunter model (Fellegi and Sunter,

1969) to obtain estimates of the mi and ui parameters from the data (Winkler, 1988; Jaro, 1989; Grannis

et al., 2002).

2.5 Ethics

Ethics approval was obtained from the Human Research Ethics Committee (Medical) of the University

of the Witwatersrand, Johannesburg, South Africa, for surveillance activities in the Agincourt HDSS

(protocols M960720 and M110138), record linkage of health facilities registries with Agincourt HDSS

database (protocol M071141) and for the analyses reported in this study (protocol M120488). Verbal

informed consent was obtained at every surveillance visit from the head of the household or another

eligible adult in the household. The person giving consent was noted in the household roster, and the

details and date of the process were recorded by the responsible fieldworker. Further verbal informed

consent was obtained for the collection of fingerprints and to link the Agincourt HDSS database record

to any visits to Agincourt Health Centre, which is one of eight local health facilities within the Agincourt

HDSS.
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Chapter 3

Findings on changes in household SES

in Agincourt, rural South Africa,

2001-2013

3.1 Measuring SES

People’s SES in low- and middle-income settings is widely measured using a composite index known as a

“wealth index” or “asset index” (Howe et al. 2012) which is constructed from information on household

assets and dwelling characteristics (Ataguba et al., 2011; Barros et al., 2010; Gwatkin et al., 2007; Hong

and Mishra, 2011; Hosseinpoor et al., 2006; Minujin and Delamonica, 2004; Nkonki et al., 2011; Uthman,

2009; Van de Poel et al., 2008; Ziraba et al., 2009). A number of theoretical reasons ranging from

reliability to time and cost e↵ectiveness (Balen et al., 2010; Howe et al., 2009, 2012; Montgomery et al.,

2000; Sahn and Stifel, 2003) influence the preference of the asset index as a measure of SES over “direct”

measures of SES such as income, expenditure, and financial assets (e.g., savings and pensions). The

reasons include that the construction of the asset index requires information that is relatively easy and

inexpensive to collect. In addition, in low- and middle-income settings household assets also provide a

better proxy for a household’s long-run wealth compared to information on income or expenditures. This

is because information on income or expenditures is a↵ected by seasonal variability in earnings, income

from potentially multiple and diverse informal activities, high rates of self-employment, likely recall bias

and misreporting.

One of the debates about the measurement of SES using household assets involves the analytic procedures

used to construct the asset indices. Paper I contributes to this debate by constructing and comparing
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three asset indices that are widely reported in the literature namely the absolute index, Principal

Components Analysis (PCA) index and Multiple Correspondence Analysis (MCA) index. Following

Howe et al. (2008), the three indices are compared with each other using scatter plots and the percentage

of households classified into the same and di↵erent SES quintiles. Then the agreement of classification

of households into SES quintiles between indices is assessed using Kappa statistics which takes values

between 0 (no agreement better than chance) and 1 (perfect agreement). Similar to Balen et al. (2010),

further comparisons of the indices is done using the Spearman’s rank correlation coe�cient. The results

show that the indices are reasonably comparable despite di↵erences in the weights assigned to the asset

items in the three indices. Pairwise comparisons of the values of the indices shown in Table 2 of Paper I

and reproduced in Table 3.1 yield correlation coe�cients of at least 0.95 and each pair of indices assigns

at least 71% of households in the same SES quintile with Kappa statistics of at least 0.64. Movement is

generally limited to one quintile, with less than 1% of households moving between two or more quintiles

where a pair of indices places households in di↵erent quintiles.

Table 3.1: Movement of households between quintiles of absolute, PCA and MCA indices

Indices being compared Correlation

coe�cient

Percent of households moving between quintiles Kappa

statistic

Same quintile One quintile Two quintiles

Absolute and PCA 0.9561 71.28 28.11 0.6 0.641

Absolute and MCA 0.9668 74.73 25.03 0.24 0.6841

PCA and MCA 0.9835 83.05 16.93 0.02 0.7881

3.2 Poverty transition: Changes in household SES

Paper I also documents temporal changes in household asset ownership and distributional changes in

SES based on the absolute, PCA and MCA indices as means of assessing poverty transition in the

Agincourt population. Figures 3.1 - 3.6, visually depict the percentage of households owning particular

asset items over time from 2001 to 2013. As can clearly be seen from the figures, the proportion of

households that owns assets associated with greater modern wealth has substantially increased over

time. As reported in Paper I, the proportion of households with dwellings constructed with either brick

or cement walls increased from 76% in 2001 to 98% in 2013 and the prevalence of tiles as roof and floor

materials of dwellings increased respectively from 3% and 0.5% in 2001 to 15% and 14% in 2013. The use

of electricity for lighting and cooking respectively increased from 69% and 4% of households in 2001 to

96% and 50% of households in 2013. Also prominent are increases in the proportions of households owning

a stove, fridge, cellphone and car respectively from 41%, 40%, 37 % and 14% in 2001 to 85%, 86%, 98%
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and 20% in 2013. In contrast, proportions of households that own asset items associated with traditional

wealth such as animal drawn cart and livestock with the exception of chickens have remained persistently

low. For example, the proportion of households owning animal drawn carts changed negligibly from 3%

in 2001 to 1% in 2013. Similarly, the proportion of households owning cows or pigs only marginally

changed from 15% in 2001 to 12% in 2013 for cows and from 4% in 2001 to 2 % in 2013 for pigs. In

addition, ownership of goats decreased slightly from 13% in 2001 to 8% in 2013. A comparison of the

prevalence of selected household asset indicators in 2013 in the Agincourt population and tribal areas

in Mpumalanga province and South Africa show that for most asset indicators, the prevalence in the

Agincourt population is comparable to that of aggregated tribal areas in Mpumalanga province (Figure

3.7).
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Figure 3.1: Dwelling structure
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Figure 3.2: Water and Sanitation
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Figure 3.4: Appliances
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Figure 3.7: Prevalence of selected household asset indicators in 2013 in the Agincourt population and
tribal areas in Mpumalanga province and South Africa
Note: Percentages for Mpumalanga province and South Africa have been computed from the South
Africa - General Household Survey 2013 dataset (Statistics South Africa, 2014b).

In line with increases over time in the proportion of households that owns assets associated with greater

modern wealth, distributional changes in SES reported in Paper I indicate that there has been positive

location and shape shifts in the SES distribution between 2001 and 2013. Across all the three indices,

from one time period to the next the mean and median values have persistently shifted to the right and

the level of variability in the values of the indices, as depicted by the standard deviation values, has

progressively declined. Complementary results presented in Table 3.2 in the form of a transition matrix

based on the absolute index also reveal substantial and increasing upward mobility in SES between

2001 and 2013. This is evidenced with most cells on the diagonal (in bold and depicting households

that remained in the same SES quintile between 2001 and 2013) containing less than 25% of the row

percentage and the cells to the left of the diagonal (which contain households that moved into lower SES

quintiles between 2001 and 2013) containing low values in contrast to the higher values contained in the

cells to the right of the diagonal (which contain households that moved into higher SES quintiles between
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2001 and 2013).

Table 3.2: Household SES quintile transition matrix between 2001 and 2013: Agincourt
2013

Quintiles of SES Number of household

1 2 3 4 5
2001 Quintiles of SES 1 7.84 18.9 25.71 26.94 20.61 2,450

2 1.3 9.55 19.72 31.19 38.25 1,770
3 0.24 4.47 11.89 30.65 52.75 1,253
4 0.22 1.9 5.47 23.1 69.31 896
5 0 0.75 1.79 15.05 82.41 671

Number of household 220 710 1,189 1,904 3,017 7,040
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Chapter 4

Findings on mortality transition in
Agincourt, rural South Africa,
1993-2013.

4.1 Mortality transition

This section presents findings on trends and levels in various sex, age and cause components of mortality

in the Agincourt HDSS surveillance population over the period 1993-2013.

4.1.1 Overall mortality

As presented in Table 1 of Paper II and Table 4.1 in this thesis, a total of 13 472 (6445 in females and 7

027 in males) deaths were recorded in 1 604 085 (833 468 in females and 770 617 in males) person-years

of follow-up in the Agincourt HDSS surveillance population over the period 1993-2013. The numbers in

the tables show that both males and females experienced steady increases in overall mortality from the

1993-1997 time period until the 2004-2007 time period. From base averages of 5.6 and 4.4 deaths per

1000 person-years for males and females respectively during the 1993-1997 time period, overall mortality

steadily increased and reached averages of 12.8 and 10.6 deaths per 1000 person years for males and

females respectively during the 2004-2007 time period before starting to decline steadily. From the peak

levels during the 2004-2007 time period, overall mortality declined to averages of 8.2 and 7.5 deaths per

1000 person years for males and females respectively during the 2011-2013 time period. Year by year

changes in the levels of overall mortality over the period 1993-2013 are presented in Figure 1 and Table

2 of Paper II.
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Table 4.1: Person years and number of deaths by time period and cause of death categories, Agincourt,

South Africa, 1993-2013
Indicator 1993-1997 1998-2000 2001-2003 2004-2007 2008-2010 2011-2013 1993-2013

F
em

al
es

Person years 174518 108599 110608 155062 138883 145799 833468
Number of deaths 773 677 1019 1651 1229 1096 6445

HIV/AIDS & TB 200 229 507 828 483 300 2547
Other Communicable 138 103 124 210 212 233 1020
Non Communicable 245 203 233 386 417 448 1932
Injuries 48 30 38 46 31 35 228
Indeterminate 55 49 49 104 54 45 356
VA not done 87 63 68 77 32 35 362

M
al
es

Person years 161119 101311 102972 143188 127695 134331 770617
Number of deaths 900 708 1115 1833 1363 1108 7027

HIV/AIDS & TB 241 239 472 748 511 287 2498
Other Communicable 120 96 122 230 258 205 1031
Non Communicable 232 175 237 426 357 391 1818
Injuries 131 79 119 161 105 132 727
Indeterminate 47 21 45 80 56 42 291
VA not done 129 98 120 188 76 51 662

4.1.2 Mortality risk by age

One way of presenting mortality risk by age is with survival curves that show the proportions of a synthetic

birth cohort that survive to later ages. Figure 4.1 presents survival curves that show the decline by age

in the survivors in a synthetic birth cohort in the Agincourt HDSS population by sex and time period.

The curves are constructed from values of survival probabilities obtained from a set of abridged life

tables constructed for each time period separately for males and females. Table 4.2 shows the values

represented on the curves for selected ages. The proportion surviving to age 5 declined progressively

between the 1993-1997 and 2001-2003 time periods. The trend reversed thereafter and by the 2011-2013

time period the proportion surviving to age 5 had reached almost the level of the 1993-1997 time period.

The proportions surviving to ages 50 and 65 declined progressively from the 1993-1997 time period to

the 2004-2007 time period. The trend reversed thereafter but the levels during the 2011-2013 time period

were lower than the baseline values during the 1993-1997 time period. Although the trends in males

mirror the trends in females, consistently males had lower proportions surviving to later ages compared

to females. The curves based on the 2011-2013 time period survival probabilities indicate that 74%

of newborn females in the Agincourt HDSS population can expect to reach age 50, the corresponding

percentage for males is 71%. In addition, 62% of newborn females can expect to survive to age 65 while

only 48% of the newborn males can expect to reach that age.

Figure 4.2 compares the distribution by age of deaths recorded in the Agincourt surveillance population

between 1997 and 2013 and the deaths that occurred in South Africa between 1997 and 2013 and were

registered by the Department of Home A↵airs. The data for deaths that occurred in South Africa were
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Figure 4.1: Survivors of the synthetic birth cohort of 1000 by age, sex, and time period: Agincourt

1993-2013

Table 4.2: Survivors of the synthetic birth cohort of 1000 to ages 5, 50 and 65
Age 1993-1997 1998-2000 2001-2003 2004-2007 2008-2010 2011-2013

5 969 956 936 939 954 966

F
em

al
es

50 873 773 649 605 698 742

65 776 647 508 445 536 624

M
al
es

5 970 948 928 937 946 967

50 786 727 585 522 586 709

65 584 580 361 289 376 481
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compiled by Statistics South Africa and archived by DataFirst. Although the percentages of deaths in

each age group are not exactly equal, the general pattern of distribution by age of deaths recorded in the

Agincourt surveillance population between 1997 and 2013 is similar to that of deaths that occurred in

South Africa between 1997 and 2013. Both data sources reveal that between 1997 and 2013 most of the

deaths have been occurring in the 15-49 age group. From both data sources, the percentage of deaths in

the 15-49 age group increased steadily between 1997 and 2005. After 2005 the percentage of deaths in

the 15-49 age group have been declining progressively. However, the percentages are still higher than in

the other age groups. Also notable in Figure 4.2 are increases in the percentage of deaths in the 65+ age

group following declines in the percentages of deaths in the 15-49 age group in both data sources.
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Figure 4.2: Percentage distribution of deaths by age and time period in Agincourt compared with South

Africa

Note: Percentages for South Africa are based on mortality and cause of death data for deaths

that occurred in South Africa between 1997 and 2013 and were registered by the Department

of Home A↵airs. The data were compiled by Statistics South Africa and archived by DataFirst

(https://www.datafirst.uct.ac.za/dataportal/index.php/catalog/central)
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4.1.3 Life expectancy trends

Life expectancies at birth and at selected ages from 1993-2013 are presented in Table 4.3 and visually

depicted in Figure 4.3. Figure 1 and Table 2 of Paper II also present year by year changes in the values

of life expectancies at birth. Trends in life expectancy at birth follow a similar pattern to trends in overall

mortality for both males and females. Life expectancy at birth for females dropped from about 74 years

during the 1993-1997 time period to about 59 years in the 2004-2007 time period (a loss of 15 years) and

returned to around 69 years by the 2011-2013 time period. For males, life expectancy at birth dropped

from about 67 years during the 1993-1997 time period to about 51 years during the 2004-2007 time period

(a loss of 16 years) and increased to around 61 years by the 2011-2013 time period. Throughout all time

periods the years of life expected at all ages for males is persistently lower than that for females. As

shown in Table 4.8 life expectancy at birth for males in each time period has been at least 6 years lower

than in females.
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Figure 4.3: Years of life expected at selected ages, Agincourt 1993-2013

Figure 4.4 compares estimates of life expectancy at birth in the Agincourt surveillance population with

estimates of life expectancy at birth from other selected rural demographic surveillance sites in Southern
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Table 4.3: Years of life expected at selected ages
Age 1993-1997 1998-2000 2001-2003 2004-2007 2008-2010 2011-2013

0 74.20 69.24 61.43 59.19 64.18 68.81

F
em

al
es 5 71.51 67.35 60.47 57.92 62.24 66.14

15 61.95 57.71 50.98 48.53 52.87 56.51

50 31.16 31.08 29.07 28.27 28.72 31.62

65 19.05 20.41 20.06 20.93 20.11 21.05

M
al
es

0 66.62 63.28 54.22 51.41 55.40 60.97

5 63.60 61.65 53.28 49.79 53.46 58.02

15 54.05 52.11 43.81 40.47 44.18 48.55

50 25.78 25.54 21.16 19.12 21.42 22.29

65 16.85 14.97 14.33 13.62 13.98 14.13

Table 4.4: Female-male di↵erence in life expectancy at selected ages
Age 1993-1997 1998-2000 2001-2003 2004-2007 2008-2010 2011-2013

0 7.6 6.0 7.2 7.8 8.8 7.8

5 7.9 5.7 7.2 8.1 8.8 8.1

15 7.9 5.6 7.2 8.1 8.7 8.0

50 5.4 5.5 7.9 9.1 7.3 9.3

65 2.2 5.4 5.7 7.3 6.1 6.9
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Figure 4.4: Trends in life expectancy at birth in Agincourt and selected demographic surveillance sites

in Southern Africa
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Africa downloaded from the INDEPTH Population Statistics (INDEPTHStats) website

(http://www.indepth-ishare.org/indepthstats/). The data from the other sites is only available from the

early 2000s. As Figure 4.4 shows, life expectancy in Agincourt has consistently been higher compared

to the Africa Centre site in rural KwaZulu-Natal province, South Africa as well as the Manhiça site in

rural southern Mozambique, but consistently lower than the Karonga site in rural northern Malawi. In

addition, while life expectancy had started to rise by 2004 in the other rural sites, in Agincourt increases

in life expectancy only started to emerge from 2008.

4.1.4 Distribution of deaths by cause categories

Paper II reports estimates of the predicted summed annual probability of dying per 1 000 person-years by

year and broad cause of death categories that include HIV/AIDS and TB, other communicable diseases,

NCDs, and injuries. Overall, the probability of dying from HIV/AIDS and TB has persistently been the

highest throughout the period 1993-2013. The estimates show that the annual probability of dying from

HIV/AIDS and TB followed an upward trend from 1993 to around 2004-2005 and has been declining since

2007 but the level in 2013 is still higher than the level in 1993. The prime contribution of HIV/AIDS

and TB to the mortality burden in the Agincourt population is also shown in Table 4.5 which lists the

leading 5 causes of death for all ages and sexes combined by time period. As shown in Table 4.5, the

proportion of HIV/AIDS and TB deaths among all deaths increased from 26% during the 1993-1997 time

period to 46% during the 2001-2003 time period and remained relatively stable at 45% in the 2004-2007

time period before taking a progressive downward trend afterwards to 27% in the 2011-2013 time period.

The estimates in Paper II show that from the 2004-2007 time period the probability of dying from

HIV/AIDS and TB in children under the age of 5 years has been following a downward trend and the

level in the 2011-2013 time period is almost the same as the level in the 1993-1997 time period. As

shown in Table 4.7, apart from HIV/AIDS and TB, acute respiratory infection and diarrhoeal diseases

have persistently featured in the top three causes of death among children under the age of five in the

Agincourt population for over two decades. As can be seen from Table 4.7, following the impressive

progressive reduction in the importance of HIV/AIDS and TB as a cause of death in children under

the age of 5 years, acute respiratory infection has become the leading cause of death in this age group.

Deaths from acute respiratory infection constituted 29% of all deaths to children under the age of 5 years

during the 2008-2010 time period and 19% during the 2011-2013 time period.

Tables 4.7-4.10 present complementary results to those presented in Paper II on the evolution of the

distribution of deaths by cause categories, sex and time period for ages 5-14, 15-49, 50-64 and 65+.

As shown in these tables, throughout all time periods HIV/AIDS and TB feature as one of the top

three single causes of death in all age groups for both males and females. Of course, the prominence of
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HIV/AIDS and TB as a cause of death in all time periods is more pronounced in the 15-49 age group

followed by the 50-64 age group. In the 15-49 age group, HIV/AIDS and TB mortality accounted for

50% of the deaths in males and 70% of the deaths in females in the peak period of HIV/AIDS and TB

mortality in 2004-2007. Although HIV/AIDS and TB mortality has steadily been declining in recent

years, 32% of the deaths in males and 41% of the deaths in females in the 2011-2013 time period were

HIV/AIDS and TB related. The results also provide evidence that NCDs such as neoplasms, stroke,

cardiac failure and diabetes have been significant causes of death in the adult age groups along with

HIV/AIDS and TB.

More complementary results on the contribution of HIV/AIDS and TB to mortality at various ages are

displayed in Figure 4.5 which compares mortality rates from all causes to those from HIV/AIDS and

TB as well as causes other than HIV/AIDS and TB. The figure shows that during the peak period

of HIV/AIDS and TB mortality in 2004-2007 in the adult ages from 20 to 54 years mortality rates of

HIV/AIDS and TB were higher than those for other causes of death.
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Table 4.5: Top five causes of death among all individuals by time period, Agincourt 1993-2013
Rank 1993-1997 1998-2000 2001-2003 2004-2007 2008-2010 2011-2013

Cause n (%) Cause n (%) Cause n (%) Cause n (%) Cause n (%) Cause n (%)

All Causes 1673(100%) All Causes 1385(100%) All Causes 2134(100%) All Causes 3484(100%) All Causes 2592(100%) All Causes 2204(100%)
1 HIV/TB 441(26%) HIV/TB 468(34%) HIV/TB 979(46%) HIV/TB 1576(45%) HIV/TB 994(38%) HIV/TB 587(27%)
2 Digestive

neoplasms
112(7%) Acute

respiratory
infection

94(7%) Acute
respiratory
infection

109(5%) Acute
respiratory
infection

242(7%) Acute
respiratory
infection

274(11%) Acute
respiratory
infection

264(12%)

3 Acute
respiratory
infection

108(6%) Digestive
neoplasms

76(5%) Digestive
neoplasms

79(4%) Digestive
neoplasms

113(3%) Stroke 127(5%) Asthma 138(6%)

4 Assault 72(4%) Stroke 44(3%) Assault 59(3%) Stroke 98(3%) Digestive
neoplasms

96(4%) Stroke 99(4%)

5 Diarrhoeal
diseases

70(4%) Assault 42(3%) Diarrhoeal
diseases

55(3%) Diabetes
mellitus

96(3%) Other
cardiac

80(3%) Digestive
neoplasms

97(4%)
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Table 4.6: Top five causes of death among children 0-4 years old by time period, Agincourt 1993-2013
Rank 1993-1997 1998-2000 2001-2003 2004-2007 2008-2010 2011-2013

Cause n (%) Cause n (%) Cause n (%) Cause n (%) Cause n (%) Cause n (%)

All Causes 300(100%) All Causes 263(100%) All Causes 348(100%) All Causes 461(100%) All Causes 340(100%) All Causes 227(100%)
1 HIV/TB 73(24%) HIV/TB 77(29%) HIV/TB 130(37%) HIV/TB 134(29%) Acute

respiratory
infection

100(29%) Acute
respiratory
infection

44(19%)

2 Diarrhoeal
diseases

53(18%) Acute
respiratory
infection

48(18%) Acute
respiratory
infection

60(17%) Acute
respiratory
infection

116(25%) HIV/TB 70(21%) HIV/TB 36(16%)

3 Acute
respiratory
infection

43(14%) Diarrhoeal
diseases

27(10%) Diarrhoeal
diseases

44(13%) Diarrhoeal
diseases

47(10%) Diarrhoeal
diseases

32(9%) Diarrhoeal
diseases

23(10%)

4 Neonatal
pneumonia

11(4%) Birth
asphyxia

7(3%) Birth
asphyxia

10(3%) Neonatal
pneumonia

22(5%) Neonatal
pneumonia

27(8%) Malaria 19(8%)

5 Other
neonatal
causes

8(3%) Malaria 6(2%) Neonatal
pneumonia

9(3%) Malaria 11(2%) Malaria 13(4%) Neonatal
pneumonia

19(8%)
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Table 4.7: Top five causes of death among individuals aged 5-14 years by time period, Agincourt 1993-2013
Rank 1993-1997 1998-2000 2001-2003 2004-2007 2008-2010 2011-2013

Cause n (%) Cause n (%) Cause n (%) Cause n (%) Cause n (%) Cause n (%)

M
al
es

All Causes 36(100%) All Causes 24(100%) All Causes 31(100%) All Causes 52(100%) All Causes 43(100%) All Causes 30(100%)
1 HIV/TB 7(19%) HIV/TB 4(17%) HIV/TB 10(32%) HIV/TB 19(37%) HIV/TB 14(33%) Road tra�c

accident
4(13%)

2 Accidental
drowning

5(14%) Malaria 3(12%) Road tra�c
accident

6(19%) Road tra�c
accident

6(12%) Acute
respiratory
infection

13(30%) Acute
respiratory
infection

4(13%)

3 Acute
respiratory
infection

5(14%) Road tra�c
accident

2(8%) Accidental
fire

2(6%) Acute
respiratory
infection

4(8%) Road tra�c
accident

4(9%) HIV/TB 4(13%)

4 Road tra�c
accident

3(8%) Accidrmtal
drowning

2(8%) Intentional
self-harm

2(6%) Asthma 4(8%) Meningitis
and
encephalitis

2(5%) Other
transport
accident

3(10%)

5 Malaria 2(6%) Intentional
self-harm

2(8%) Acute
respiratory
infection

2(6%) Malaria 2(4%) Other
infectious
diseases

2(5%) Acute
abdomen

2(7%)

F
em

al
es All Causes 32(100%) All Causes 17(100%) All Causes 27(100%) All Causes 42(100%) All Causes 32(100%) All Causes 18(100%)

1 HIV/TB 6(19%) Accidental
fire

3(18%) HIV/TB 10(37%) HIV/TB 9(21%) HIV/TB 18(56%) HIV/TB 7(39%)

2 Road tra�c
accident

4(12%) Malaria 3(18%) Road tra�c
accident

2(7%) Malaria 5(12%) Acute
respiratory
infection

4(12%) Acute
respiratory
infection

4(22%)

3 Malaria 4(12%) HIV/TB 2(12%) Acute
respiratory
infection

2(7%) Acute
respiratory
infection

4(10%) Asthma 2(6%) Malaria 2(11%)

4 Acute
respiratory
infection

3(9%) Asthma 2(12%) Other
infectious
diseases

2(7%) Accidrmtal
drowning

2(5%) Malaria 1(3%) Other
infectious
diseases

1(6%)

5 Epilepsy 3(9%) Other
infectious
diseases

2(12%) Asthma 1(4%) Diarrhoeal
diseases

2(5%) Liver
cirrhosis

1(3%) Road tra�c
accident

1(6%)
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Table 4.8: Top five causes of death among individuals aged 15-49 years by time period, Agincourt 1993-2013
Rank 1993-1997 1998-2000 2001-2003 2004-2007 2008-2010 2011-2013

Cause n (%) Cause n (%) Cause n (%) Cause n (%) Cause n (%) Cause n (%)

M
al
es

All Causes 308(100%) All Causes 263(100%) All Causes 505(100%) All Causes 893(100%) All Causes 652(100%) All Causes 475(100%)
1 HIV/TB 85(28%) HIV/TB 110(42%) HIV/TB 258(51%) HIV/TB 444(50%) HIV/TB 306(47%) HIV/TB 154(32%)
2 Assault 45(15%) Road tra�c

accident
25(10%) Assault 41(8%) Assault 53(6%) Acute

respiratory
infection

47(7%) Acute
respiratory
infection

54(11%)

3 Road tra�c
accident

29(9%) Assault 25(10%) Road tra�c
accident

17(3%) Road tra�c
accident

51(6%) Assault 40(6%) Road tra�c
accident

44(9%)

4 Digestive
neoplasms

15(5%) Digestive
neoplasms

12(5%) Intentional
self-harm

17(3%) Acute
respiratory
infection

38(4%) Road tra�c
accident

38(6%) Digestive
neoplasms

25(5%)

5 Acute
respiratory
infection

10(3%) Other
neoplasms

8(3%) Digestive
neoplasms

16(3%) Digestive
neoplasms

22(2%) Digestive
neoplasms

19(3%) Assault 20(4%)

F
em

al
es All Causes 194(100%) All Causes 261(100%) All Causes 485(100%) All Causes 811(100%) All Causes 517(100%) 480(100%)

1 HIV/TB 87(45%) HIV/TB 143(55%) HIV/TB 338(70%) HIV/TB 568(70%) HIV/TB 312(60%) HIV/TB 198(41%)
2 Assault 10(5%) Acute

respiratory
infection

13(5%) Digestive
neoplasms

14(3%) Acute
respiratory
infection

31(4%) Acute
respiratory
infection

34(7%) Acute
respiratory
infection

53(11%)

3 Digestive
neoplasms

9(5%) Respiratory
neoplasms

8(3%) Reproductive
neoplasms

10(2%) Digestive
neoplasms

15(2%) Asthma 18(3%) Asthma 28(6%)

4 Intentional
self-harm

9(5%) Digestive
neoplasms

8(3%) Road tra�c
accident

9(2%) Obstetric
haemorrhage

12(1%) Reproductive
neoplasms

15(3%) Digestive
neoplasms

19(4%)

5 Road tra�c
accident

8(4%) Breast
neoplasms

7(3%) Acute
respiratory
infection

7(1%) Stroke 12(1%) Respiratory
neoplasms

10(2%) Reproductive
neoplasms

14(3%)
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Table 4.9: Top five causes of death among individuals aged 50-64 years by time period, Agincourt 1993-2013
Rank 1993-1997 1998-2000 2001-2003 2004-2007 2008-2010 2011-2013

Cause n (%) Cause n (%) Cause n (%) Cause n (%) Cause n (%) Cause n (%)

M
al
es

All Causes 158(100%) All Causes 84(100%) All Causes 191(100%) All Causes 326(100%) All Causes 214(100%) All Causes 214(100%)
1 HIV/TB 52(33%) HIV/TB 26(31%) HIV/TB 84(44%) HIV/TB 144(44%) HIV/TB 83(39%) HIV/TB 62(29%)
2 Digestive

neoplasms
14(9%) Digestive

neoplasms
8(10%) Digestive

neoplasms
14(7%) Digestive

neoplasms
23(7%) Acute

respiratory
infection

27(13%) Acute
respiratory
infection

25(12%)

3 Road tra�c
accident

9(6%) Assault 7(8%) Stroke 9(5%) Acute
respiratory
infection

15(5%) Digestive
neoplasms

11(5%) Digestive
neoplasms

19(9%)

4 Other
cardiac

8(5%) Stroke 5(6%) Acute
respiratory
infection

9(5%) Stroke 14(4%) Diabetes
mellitus

9(4%) Asthma 18(8%)

5 Assault 7(4%) Respiratory
neoplasms

4(5%) Assault 7(4%) Respiratory
neoplasms

13(4%) Other
cardiac

8(4%) Acute
abdomen

9(4%)

F
em

al
es All Causes 94(100%) All Causes 83(100%) All Causes 125(100%) All Causes 231(100%) All Causes 175(100%) All Causes 124(100%)

1 HIV/TB 21(22%) HIV/TB 21(25%) HIV/TB 50(40%) HIV/TB 113(49%) HIV/TB 72(41%) HIV/TB 36(29%)
2 Digestive

neoplasms
9(10%) Digestive

neoplasms
10(12%) Digestive

neoplasms
10(8%) Respiratory

neoplasms
11(5%) Stroke 16(9%) Acute

respiratory
infection

17(14%)

3 Other
cardiac

6(6%) Other
cardiac

6(7%) Diabetes
mellitus

9(7%) Diabetes
mellitus

9(4%) Digestive
neoplasms

13(7%) Asthma 11(9%)

4 Diabetes
mellitus

5(5%) Stroke 6(7%) Other
cardiac

6(5%) Digestive
neoplasms

9(4%) Acute
respiratory
infection

9(5%) Digestive
neoplasms

5(4%)

5 Respiratory
neoplasms

4(4%) Acute
respiratory
infection

5(6%) Other
neoplasms

6(5%) Other
neoplasms

8(3%) Other
cardiac

9(5%) Acute
abdomen

5(4%)
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Table 4.10: Top five causes of death among individuals aged 65+ years by time period, Agincourt 1993-2013
Rank 1993-1997 1998-2000 2001-2003 2004-2007 2008-2010 2011-2013

Cause n (%) Cause n (%) Cause n (%) Cause n (%) Cause n (%) Cause n (%)

M
al
es

All Causes 251(100%) All Causes 195(100%) All Causes 205(100%) All Causes 327(100%) All Causes 272(100%) All Causes 274(100%)
1 HIV/TB 64(25%) HIV/TB 57(29%) HIV/TB 56(27%) HIV/TB 82(25%) HIV/TB 69(25%) HIV/TB 46(17%)
2 Digestive

neoplasms
35(14%) Digestive

neoplasms
24(12%) Other

cardiac
15(7%) Diabetes

mellitus
26(8%) Digestive

neoplasms
26(10%) Acute

respiratory
infection

36(13%)

3 Other
cardiac

16(6%) Acute
respiratory
infection

10(5%) Digestive
neoplasms

14(7%) Other
cardiac

26(8%) Stroke 22(8%) Other
cardiac

20(7%)

4 Respiratory
neoplasms

15(6%) Other
neoplasms

10(5%) Respiratory
neoplasms

14(7%) Digestive
neoplasms

26(8%) Acute
respiratory
infection

21(8%) Stroke 19(7%)

5 Stroke 13(5%) Respiratory
neoplasms

9(5%) Other
neoplasms

12(6%) Respiratory
neoplasms

21(6%) Respiratory
neoplasms

19(7%) Digestive
neoplasms

18(7%)

F
em

al
es All Causes 300(100%) All Causes 195(100%) All Causes 217(100%) All Causes 341(100%) All Causes 347(100%) All Causes 362(100%)

1 HIV/TB 46(15%) HIV/TB 28(14%) HIV/TB 43(20%) HIV/TB 63(18%) Stroke 62(18%) Stroke 53(15%)
2 Digestive

neoplasms
30(10%) Stroke 22(11%) Stroke 17(8%) Diabetes

mellitus
36(11%) HIV/TB 50(14%) HIV/TB 44(12%)

3 Other
cardiac

23(8%) Other
cardiac

15(8%) Diabetes
mellitus

16(7%) Stroke 32(9%) Other
cardiac

39(11%) Asthma 37(10%)

4 Stroke 23(8%) Digestive
neoplasms

14(7%) Chronic
obstructive
pulmonary
dis

12(6%) Other
cardiac

28(8%) Diabetes
mellitus

25(7%) Other
cardiac

34(9%)

5 Acute
respiratory
infection

23(8%) Other
neoplasms

13(7%) Other
cardiac

12(6%) Chronic
obstructive
pulmonary
dis

19(6%) Asthma 20(6%) Acute
respiratory
infection

27(7%)
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Figure 4.5: Mortality rates with and without HIV/TB by age, sex and time period: Agincourt 1993-2013
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4.1.5 HIV-cause-deleted life expectancy

Another important way of assessing the e↵ect of a particular disease on overall mortality is by examining

the potential increases in life expectancy at various ages that would result if deaths due to that particular

disease were eliminated. Owing to the significant contribution of HIV/AIDS and TB to the mortality

profiles of the Agincourt population in the last two decades, another complementary analysis estimated

the potential increases in life expectancy at various ages that would result if deaths due to HIV/AIDS

and TB were eliminated. The results are presented in Figures 4.6-4.8 and Table 4.11 and they indicate

that the elimination of HIV/AIDS and TB would have added 11 and 15.7 years to male and female life

expectancies at birth, respectively, during the peak period of HIV/AIDS and TB mortality in 2004-2007.

Following the reduction in HIV/AIDS and TB mortality, in the 2011-2013 time period the elimination

of HIV/AIDS and TB would have added 5.5 years to male and 6.5 years to female life expectancy at

birth. As shown in Figure 4.7, the HIV-cause deleted life expectancy at birth in the period 2011-2013

is lower than that in the period 1993-1997 for both males and females. This indicates the existence of

competing mortality risks that are a↵ecting life expectancy alongside HIV/AIDS and TB. The findings

of the analysis of the leading causes of death show that the main competing risks are NCDs, especially in

older females (Table 4.10), and injuries and accidents particularly in middle aged males (Table 4.8). The

findings are also consistent with the finding that in the 15-49 year age group trends in NCD mortality

mirrored trends in HIV/AIDS mortality (Kabudula et al., 2014b) .
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Figure 4.6: Life expectancy at selected ages with and without HIV/TB by sex and time period: Agincourt 1993-2013
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Figure 4.7: HIV-cause-deleted life expectancy at birth

Table 4.11: Potential years gained in life expectancy at selected ages if HIV/AIDS and TB causes were

deleted
Age 1993-1997 1998-2000 2001-2003 2004-2007 2008-2010 2011-2013

0 4.6 7.7 14.2 15.7 10.3 6.5

F
em

al
es

5 4.1 7.1 13.2 15.1 10.1 6.4

15 4.0 7.1 13.1 15.1 9.8 6.3

50 2.4 3.0 4.9 6.2 4.1 2.8

65 1.9 2.2 3.1 3.2 1.9 1.8

M
al
es

0 6.9 8.1 11.4 11.0 9.5 5.5

5 6.6 7.4 10.5 10.7 9.2 5.3

15 6.5 7.4 10.4 10.5 9.1 5.3

50 5.4 4.6 5.6 5.8 4.9 3.1

65 4.3 3.9 3.1 2.9 3.0 1.8

4.1.6 Progression of the epidemiological transition

One of the main propositions of the theory of the epidemiological transition is that over time mortality and

disease patterns in human populations transition from very high and fluctuating mortality concentrated at

younger ages and largely caused by infectious diseases and nutritional deficiencies to relatively stable low
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Figure 4.8: Years of life expectancy gained at birth if HIV/AIDS and TB causes were deleted by sex,

and time period: Agincourt 1993-2013

mortality concentrated at older ages and largely caused by NCDs and injuries Omran (1971). Paper II

further assesses the progression of the epidemiological transition in the Agincourt population by relating

overall mortality levels to changes in the cause of death composition over the period 1993-2013. The

results clearly show that the Agincourt population has experienced a protracted epidemiological transition

characterised by reversals in changes in mortality and cause of death composition over the two decades,

1993-2013. Reversals in the epidemiological transition which began in the early 1990s (Kahn et al., 2007a;

Kabudula et al., 2014b) due to increases in mortality attributable to HIV/AIDS and TB continued until

around 2004-2007. The transition started to move in the positive direction, with falling overall mortality

and standard (as predicted by the classic theory of the epidemiological transition) changes to the cause

of death distribution thereafter. Thus, the progression of the epidemiological transition in the Agincourt

population follows the “counter” and “protracted” transition pattern that Frenk et al. (1989) proposed

for populations in LMICs based on experiences in Mexico and South America.

Figure 4.9 compares the percentage distribution of deaths due to communicable diseases (Group I),

NCDs (Group II) and injuries (Group III) by year of death in the Agincourt surveillance population,

56



South Africa and Africa Centre surveillance population. The figure shows that the overall changes over

time in the percentage distribution of deaths due to the three broad categories of causes in the Agincourt

surveillance population follow a similar pattern to the changes in the South African population although

the percentages are di↵erent.
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Figure 4.9: Cause of death distribution in South Africa, Agincourt and Africa Centre

Note: Percentages for South Africa come from a report by Statistics South Africa (Statistics South Africa, 2014a). Percentages for Africa Centre have

been computed from the INDEPTH Network Cause-Specific Mortality - Release 2014 dataset (INDEPTH Network, 2014).58



Chapter 5

Socioeconomic disparities in mortality
indicators

Paper III assesses trends in socioeconomic di↵erentials relating to changes in mortality patterns in the

Agincourt population over the period 2001-2013. Emphasis is given to mortality in children under the age

of five years and in adults aged 15-59 years because they were heavily impacted by the HIV/AIDS epidemic

which was the major driver of the changes in mortality and cause of deaths patterns in the Agincourt study

population.The paper documents significant socioeconomic gradients in under-five mortality (probability

of death from birth to age 5 years), adult mortality (probability of death from age 15 to 60 years) and

life expectancy at birth, with better outcomes favouring individuals from the highest SES households

(Table 1 in the appendix of Paper III and the associated Figure 2 in the same paper). In 2001-2003,

under-five mortality was 90.95 (95% CI: 73.23-108.66) per 1 000 person-years in the poorest households

and 53.98 (95% CI: 40.53-67.43) per 1 000 person-years in the richest households. Although under-five

mortality had substantially reduced among both the poorest and richest households by 2011-2013,

the di↵erence remained significant (42.81, 32.57-53.05 in the poorest households vs 19.46, 12.26-26.67

in the richest households). An inverse socioeconomic gradient in adult mortality was significant for

females from 2001 to 2007 and for males throughout the period 2001-2013. In females, adult mortality

remained higher in the poorest households (440.31, 350.56-530.05 in 2008-2010 and 325.96, 266.43-378.64

in 2011-2013) in comparison to the richest households (322.57, 266.50-378.64 in 2008-2010 and 265.01,

224.25-305.78 in 2011-2013), but the di↵erence was not statistically significant. Life expectancy at birth

was significantly lowest in the poorest wealth quintile compared to the richest wealth quintile for females

in the periods 2001-2003 and 2004-2007, but the di↵erences progressively narrowed to non-significant

levels from 2008-2010. The lowest life expectancy at birth was also seen in males in the poorest quintile

compared to the richest quintile and significant di↵erences persisted throughout the period 2001-2013.

Figure 5.1 visually shows the results of socioeconomic di↵erences in summary mortality indicators as

59



measured by RIIs presented in Table 3 of Paper III. In all the time periods, the RIIs for under-five

mortality and adult mortality were greater than 1, indicating higher mortality at the lower end of the

socioeconomic continuum. The RIIs for under-five mortality decreased between 2001-2003 and 2004-2007

and steadily increased afterwards, but the di↵erences over time were not significant. Di↵erences over time

were also not significant for the RIIs in adult mortality for both males and females. The notable di↵erence

between males and females is that the RIIs for adult mortality decreased steadily from 1.81(95% CI:

1.33-2.45) in 2001-2003 to 1.29(95% CI: 1.16-1.44) in 2011-2013 for females while for males it fluctuated

between 1.33 and 1.54. The RIIs for life expectancy at birth show that relative socioeconomic inequalities

narrowed over time for both males and females, but with larger magnitudes and significant di↵erences

over time in females and not in males.

Table 3 of Paper III also shows that all SIIs for under-five mortality and adult mortality were positive,

indicating higher mortality at the lower end of the socioeconomic continuum. Similar to the RIIs, the SIIs

for under-five mortality decreased between 2001-2003 and 2004-2007 and steadily increased afterwards,

but the di↵erences over time were also not significant. The SIIs for adult mortality steadily declined with

significant di↵erences over time in females, but fluctuated over time and showed no significant di↵erences

over time in males. The SIIs for life expectancy at birth also decreased steadily with significant di↵erences

over time in females, but fluctuated over time with no significant di↵erences over time in males.

Estimates of socioeconomic di↵erentials in the risk of dying from specific groups of causes of death

revealed a persistent strong inverse gradient between HIV/AIDS and TB mortality and household SES

as shown in Figure 3 and Table 4 of Paper III and Figure 5.2 in this thesis. This inverse gradient

continued even as ART became more widely available at no cost through the public health system. The

results in Paper III also indicate that deaths from NCDs were increasing among individuals from poor

households but the socioeconomic gradient between household SES and mortality from this cause of death

category was yet to reach statistically significant levels. Another finding of Paper III is that deaths

due to external causes also remained an important cause of mortality for males, but did not significantly

vary by household SES.

All in all, the results in Paper III provide further insights into how the epidemiological transition has

unfolded in the Agincourt population between 2001 and 2013. Specifically, with the large proportion of

the mortality burden being borne by the poorer sector of the population, the findings show polarisation

of the ongoing epidemiological transition. This was proposed by Frenk et al. (1989) based on experiences

in Mexico as one of the key elements of the epidemiological transition in populations in LMICs.
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Figure 5.1: Relative inequalities in summary mortality indicators: Agincourt 2001-2013
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Figure 5.2: Relative inequalities in mortality by cause of death and sex: Agincourt 2001-2013
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Chapter 6

Feasibility of using record linkage to
enhance the utility of HDSS for
studying utilisation of health services
and its e↵ects on mortality

Paper IV evaluates the coverage and quality of record linkage of data from the Agincourt surveillance

population and patient records from one of the health facilities that serve the surveillance population.

The linkage of the HDSS data with data from health facilities is important because once it is established

it will make possible population-based investigations of the e↵ect of socioeconomic disparities in the

utilisation of healthcare services; and the e↵ect of this on mortality risk (as well as morbidity or disability).

Furthermore, it will also help identify improvements and gaps in clinical care provided, including patient

adherence to medications and their availability.

The process followed in Paper IV involves creating a gold standard dataset of records matched by

means of fingerprints and using it to evaluate the performance of 20 di↵erent record linkage scenarios

with conventional personal identifiers. The various record linkage scenarios presented in Table 1 of Paper

IV are distinguishable in a number of ways. At first, only personal identifiers that are routinely collected

in health facilities (first name, surname, date of birth, sex and village) are used in one set of scenarios

whereas an extended set of identifiers (that includes another household member’s names, National ID

number and telephone number) are used in another set of scenarios. Secondly, some scenarios use purely

probabilistic methods of record linkage, whereas in others records are first matched deterministically using

National ID number or telephone number and first name, and probabilistic record linkage is applied to

the remaining records. Thirdly, di↵erent string comparison metrics are used for comparing names from

the two data sources. At last, some scenarios are purely automated while others involve clerical review

of a subset of record pairs.
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The results show that the hybrid approach of first matching records deterministically using National

ID number or telephone number and first name and thereafter applying probabilistic record linkage

techniques that include another household member’s first name as a matching variable in addition to

routinely collected identifiers to the remaining records yield the best linkage results. One notable finding

from the results is that another household member’s first name substantially improves the linkage results.

On the contrary adding another household member’s surname as a matching variable in the probabilistic

approach negatively a↵ects the linkage results since it is often the same as that of the person to be linked

and does not add much new information. With regard to string comparison metrics, the results show that

the use of a combination of Soundex, Double Metaphone and a Jaro-Winkler score above 0.9 produce

best linkage results. In the fully automated record linkage scenarios using a set of personal identifiers that

are routinely collected in health facilities the best scenario (scenario S6 in Table 1 of Paper IV) yields a

sensitivity of 75.28% and positive predictive value (PPV) of 90.89%. The sensitivity and PPV increase to

83.63% and 95.07%, respectively in the best fully automated record linkage scenario that use an extended

set of identifiers and apply a hybrid deterministic-probabilistic approach (scenario S16 in Table 1 of Paper

IV). When clerical review is performed on 10% of the record pairs around the matching score threshold

of scenario S16, the sensitivity and PPV increase further to 84.27% and 96.86%, respectively.

The sensitivity and PPV reported in Paper IV are fully comparable to those reported in other published

record linkage studies. For example, a study by Campbell et al. (2008), which compared the results of

de-duplicating the client database of the Washington State’s Division of Alcohol and Substance Abuse

using three di↵erent record linkage algorithms, found sensitivity of 79.1%, 96.7% and 94.1% respectively

with corresponding PPV of 97.4%, 96.1% and 94.8% at the optimal thresholds. More recently, a study

by Paixão et al. (2017), which compared the accuracy of di↵erent linkage methods for assessing the risk

of stillbirth due to dengue in pregnancy in Brazil found that the optimal method had sensitivity of 83.7%

and PPV of 95.2%.

An assessment of the association between individual characteristics and the likelihood of successful linkage

between the health facility and the population surveillance records found that in all record linkage

scenarios records belonging to women (compared to men), non-South Africans (compared to native

South Africans), poorly educated and older individuals were less likely to be matched. Nevertheless,

the distribution of socio-demographic background characteristics in the gold standard dataset is similar

to the distribution of socio-demographic background characteristics in the dataset generated via record

linkage on conventional personal identifiers.
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Chapter 7

Discussion and conclusions

7.1 General discussion

A clear understanding of the scale and patterning of mortality and diseases, their determinants and

implications in di↵erent sub-populations is continuously needed in order to formulate and implement

locally-relevant policies and programmes to improve population health. However, e↵ective responses

to this need for populations in most resource-poor settings are hampered by lack of comprehensive

reliable population-based data on health risks, exposures and outcomes. One of the viable alternatives

of addressing this data scarcity has been the establishment of HDSSs in some of the resource-poor

settings. HDSSs enumerate populations in geographically well-defined areas and prospectively collect

detailed information on core components of population change (births, deaths, and migrations) as well as

complementary information on health, social and economic indicators (Bangha et al., 2010; Sankoh, 2010;

Sankoh and Byass, 2012; Ye et al., 2012). In this thesis we have used data from one of the longest running

HDSSs in Southern Africa to investigate the extent of changes in the cause composition of overall mortality

and the socioeconomic patterning of the mortality changes that occurred in a poor rural population in

northeast South Africa over the period 1993-2013. We have also assessed the feasibility of applying record

linkage techniques to integrate data from HDSS and health facilities in order to enhance the utility of

HDSS data for studying mortality and disease patterns and their determinants and implications.

7.1.1 Implications of findings on changes in SES

The results inPaper I show that the wide-ranging reforms introduced in South Africa by the post-apartheid

government such as the provision of free basic services such as electricity (50 kWh per household per

month), water, sanitation and housing and non-contributory social grants to previously disadvantaged

populations (Bhorat and van der Westhuizen, 2013; Collinson, 2010; Lund, 2002) have reduced levels of

absolute poverty and improved living conditions of the Agincourt population. However, the population
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still exhibits marked variations in levels of socioeconomic development. Over the 13-year period (2001-2013),

the poorest segment of the population experienced little or no improvement in their SES. It is therefore

important to identify households with chronically poor individuals and implement and evaluate targeted

interventions that could improve their SES. At best, current strategies are only partially e↵ective.

7.1.2 Changes in mortality patterns in Agincourt in the context of the epidemiological
transition framework

The availability of mortality and cause of death information by age and sex for a well-defined rural

population over an extended period (1993-2013) places the Agincourt surveillance population in a unique

position to contribute to the understanding of the nature and pace of the epidemiological transition in

poor rural sub-Saharan African settings. As shown in a study examining cause-specific mortality trends

in selected populations in sub-Saharan Africa 1992-2012 - using data from selected INDEPTH HDSS

sites - the data from Agincourt HDSS covered the longest time period and provided greater detail on

the speed and complexity of disease changes underway across resource-poor African settings (Santosa

and Byass, 2016). An exceptional feature of Agincourt HDSS data is that the period they cover includes

the start of the HIV/AIDS epidemic, its rapid spread and growth, introduction of ART and widespread

rollout of ART coupled with broader demographic, socioeconomic, technological, political, and cultural

changes.

Papers II & III update and extend measures of the trends in mortality and cause of death profiles

for the Agincourt surveillance population that were reported in earlier studies by among others Houle

et al. (2014b); Kabudula et al. (2014b); Byass et al. (2010); Tollman et al. (2008); Kahn et al. (2007a).

Paper II also operationalises the epidemiological transition using a statistical framework that allows

characterisation of its progress by relating overall mortality levels to changes in the cause composition

and statistically testing for changes and di↵erentials. Together, these papers allow further critiquing of

the applicability and universality of the propositions of the epidemiological transition theory and some

of its subsequent refinements across diverse places and contexts.

The findings fromPapers II & III indicate that some of the propositions in Omran’s original epidemiological

transition theory and its subsequent revised versions manifest in the Agincourt surveillance population.

The empirical evidence from the Agincourt surveillance population clearly supports Omran’s third proposition

that “during the epidemiologic transition the most profound changes in health and disease patterns

are obtained among children and young women”. As per the findings in Paper II, overall mortality

progressively increased from the early 1990s until around 2004-2007 then steadily declined in the subsequent

time period. For the period that is characterised by falling overall mortality, the decline has been large

for females compared to males. In addition, the mortality decline has progressed rapidly among children
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(aged 0-4 years) followed by young adults (aged 15-49 years) compared to older individuals. Therefore, the

Agincourt surveillance population adds to the evidence base from many countries in support of Omran’s

third proposition documented in a review by Santosa et al. (2014). The findings from Agincourt also

support the fourth proposition that in the less developed countries transitions are triggered by “medical

progress, organised health care, and disease control programs that are usually internationally assisted and

financed, and thus largely independent of the socioeconomic level of the country.” This is evident in the

declines in overall mortality experienced in the population in the recent years. Although the Agincourt

population experienced significant improvements in ownership of household assets associated with modern

wealth as documented in Paper I, the declines in mortality in recent years are mainly a product of the

widespread availability and uptake of ART and PMTCT services that are successfully reducing the

number of deaths attributable to HIV/AIDS and TB. The greater mortality burden (particularly from

HIV/AIDs and TB) among the socioeconomically disadvantaged individuals reported in Paper III is

also in line with the third proposition in Omran’s revised version of the epidemiological transition theory

published in 1998 (Omran, 1998). The proposition states that “during the transition profound inequalities

in health and disease changes occur according to age, gender, race or ethnic origin, social class, indigenous

status and geopolitical locales within or among countries”. The co-occurrence of HIV/AIDS and NCDs

also conforms to some of the features of the “age of triple health burden” in Omran’s revised version

of the epidemiological transition theory, in which populations in LMICs are expected to experience

simultaneously three kinds of health burdens. These health burdens include: (i) continued existence of

communicable diseases, perinatal and maternal morbidity and mortality, malnutrition, poor sanitation,

persistent problems of poverty, low literacy, overpopulation and limited access to health care and safe

water, particularly in rural areas, (ii) the emergence of a new set of heath problems whereby degenerative

diseases such as heart diseases, stroke, cancer and metabolic disorders, stress and man-made diseases

gradually increase and (iii) ill-prepared health systems and physicians and other health professionals in

e↵ectively dealing with the emerging health problems.

One major deviation from the classical epidemiologic transition theory that has been supported by some of

the available empirical evidence is against the second proposition which states that “during the transition,

a long-term shift occurs in mortality and disease patterns whereby pandemics of infection are gradually

displaced by degenerative and man-made diseases as the chief form of morbidity and primary cause of

death” in an orderly manner along a linear and unidirectional path distinguished by distinct stages. In

some LMIC settings, changes in mortality and disease patterns have revealed that downward trends in

mortality can be reversed, changes in mortality and disease patterns can be partial and di↵erent types

of diseases can occur simultaneous in the same population (Santosa et al., 2014; Caselli et al., 2002;

Frenk et al., 1989; Kahn et al., 2007a; Moser et al., 2005; Masquelier et al., 2014). The findings of

reversals in mortality declines from the mid-1990s to around 2004-2007 and the concurrent occurrence
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of communicable and NCDs in the Agincourt population reported in Paper II further confirm that the

second proposition of the epidemiologic transition theory is not universally applicable across diverse places

and contexts. The changes in mortality and disease patterns in the Agincourt population documented

in Papers II & III manifest elements of “counter-transition” and “protracted transition” which Frenk

et al. (1989) proposed as key features of the epidemiological transition in populations in LMIC settings

based on data from Mexico and South America. The element of counter-transition is evidenced by the

reversals in the mortality declines and disease patterns, and protracted transition by the partial changes

in mortality and disease patterns and the co-occurrence of HIV/AIDS and NCDs in older adults. Also

contrary to the proposition that populations arrive to the “age of triple health burden” after completing

the “age of pestilence and famine” followed by the “age of receding pandemics”, the Agincourt surveillance

population manifested features of the “age of triple health burden” before successfully completing the

“age of receding pandemics.”

7.1.3 Using record linkage to enhance the utility of HDSS for studying utilisation
of health services and its e↵ects on mortality

While the population-based longitudinal information on mortality and cause of death by age and sex

collected through the rigorous data-collection procedures of a health and socio-demographic surveillance

system in Agincourt makes it possible to assess some features of the progression of the epidemiological

transition that is unfolding in this rural South African population, the utility of the data can be enhanced

by integrating it with data from other sources. The value of integrating HDSS data with other data

sources has been acknowledged by the INDEPTH network in its recently proposed new generation

of population surveillance systems known as Comprehensive Health and Epidemiological Surveillance

Systems (CHESS) (Sankoh, 2015). Paper IV reports findings from one of the pioneering studies on

record linkage of population-based HDSS data and other data sources. The findings demonstrated the

feasibility of record linkage of data from the Agincourt HDSS and data from local health facilities using

conventional identifiers.

The findings from this pioneer work have facilitated other record linkage studies in Agincourt and

elsewhere. In 2012 we successfully executed record linkage of Agincourt HDSS mortality data and the

South African civil and vital registration system hosted at Statistics South Africa (Kabudula et al.,

2014a) to study the level of agreement between VA cause of death information from the Agincourt HDSS

and cause of death information from the civil registration death certification (Joubert et al., 2014). In

addition, in 2014 we implemented a real time record linkage system in all public health facilities within

the Agincourt HDSS study area to link information on clinical and treatment visits of HIV and chronic

care patients to the information in the Agincourt HDSS database. This linkage work is on-going and

has already facilitated two clustered randomised trials aimed at understanding and improving population
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health in Agincourt. One of the trials aims to test the hypothesis that the introduction of clinic-based lay

health workers to assist nurses with the management of patients with chronic diseases in rural primary

care clinics will improve the management of hypertension at the population level by improving diagnosis,

retention in care and adherence to treatment by individuals with hypertension (Thorogood et al., 2014).

The other trial aims to evaluate a community mobilisation intervention to improve engagement in HIV

testing and care (Lippman et al., 2017). The real-time record linkage methods and approaches derived

from the work in Paper IV have also been adopted in other ALPHA Network member sites (Network

for Analysing Longitudinal Population based HIV/AIDS data on Africa) (see for example Rentsch et al.

(2017b) and Rentsch et al. (2017a)).

7.1.4 Implications of the changing mortality patterns for health policy and practice

As findings from Paper II suggest, the epidemiological transition in rural South Africa will continue

to be protracted in the near future, especially in adults of middle age. Furthermore, concentration of

mortality will shift towards older age categories and the mortality burden from cardiovascular and other

chronic NCDs will likely become more prominent as more people living with HIV/AIDS access ART and

attain prolonged survival. The healthcare system therefore needs realignment for it to concurrently cater

for multiple disease conditions.

Individuals from the poorest households in the resource-poor settings of rural South Africa also bear a

disproportionately high mortality burden from the long-standing HIV/AIDS epidemic as supported by

the finding of persistent SES disparities in HIV/AIDS and TB mortality over the period 2001-2013 despite

wide availability of free ART in recent years (Paper III). Therefore, further reductions in HIV/AIDS

and TB mortality and improvement of the overall health status of rural South African populations require

new strategies to increase the uptake of HIV/AIDS testing and ART among individuals with a low SES.

7.1.5 Limitations of the data and methods

We acknowledge a number of limitations of the data and methods used in this thesis. First, we used data

from one defined geographic region in rural South Africa. Therefore, as previously noted, the findings may

not generalise to other settings (Houle et al., 2014b). Nevertheless, the comparability of the Agincourt

population and the South African population in the general pattern of distribution by age of deaths,

and the Agincourt population, the Africa Centre population and the South African population in the

overall pattern of changes over time in the percentage distribution of deaths due to communicable diseases

(Group I), NCD (Group II) and external causes (Group III) suggests that our findings may reflect the

mortality and cause of death transition experienced by other rural populations in South Africa although

the magnitudes may be di↵erent. There is also some indication that the general pattern of changes in the
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level of overall mortality in the Agincourt population may be similar to that of other rural populations in

Southern Africa as evidenced by the finding of an upward trend in life expectancy in recent years in both

the Agincourt population and some selected rural populations in Southern Africa. Secondly, updates of

vital events in the Agincourt HDSS occur once a year. As a result, some still births, neonatal and infant

deaths may not be recorded particularly when birth and death occur between consecutive household visits

(Kahn et al., 2012). This bias is minimal in recent years because since 2000 names of the most recent child

born to each woman appear on the pre-populated household roster and since 2006 there is careful probing

for pregnancies and births since the last recorded child by asking about pregnancy status of every woman

of childbearing age (Kahn et al., 2012). Thirdly, as pointed out by Kahn et al. (2012), the use of proxy

respondents when updating the household roster and vital events (common to all HDSS data collection

methods) may reduce the accuracy of some individual-level information (e.g. dates of birth, migration

and death). Fourthly, SES is measured using household wealth indices constructed from information

on ownership of household assets. By no means is this the only way to measure SES. Since the indices

do not include other factors associated with social exclusion such as gender, education, occupation and

ethnic background, the findings in this thesis may provide only a partial view of the multi-dimensional

concept of poverty, inequality and inequity and associated disparities in mortality indicators. Fifthly,

the data we use also do not include an individual measure of HIV seroprevalence and access to HIV care

and treatment services. This made it di�cult to determine the magnitude of excess HIV/AIDS-related

mortality among individuals from poor households resulting specifically from increased risk of infection

and lack of access to HIV care and treatment services. However, building on findings from Paper IV,

future analyses using record linked data between the Agincourt HDSS and health facilities will unravel

these aspects. Lastly, in addition to InterVA, there exist several other computer based tools that use VA

information to assign causes of death in a standardised, automated, faster and more consistent manner

than a physician would do such as Tari↵ (James et al., 2011) and InSilicoVA (McCormick et al., 2016).

Because we only used the InterVA tool, the sensitivity of our findings to di↵erent computer-based tools

for assigning causes of death is not known. However, we do not expect the use of a di↵erent tool to

significantly alter our findings as the causes of death derived from the InterVA tool were found to be not

substantially di↵erent from those generated by physician coding (Byass et al., 2011).

7.1.6 Future research areas

The investigations reported in this thesis can be extended in many ways. For example, leveraging the

record linked data between the Agincourt HDSS and health facilities, future studies could investigate the

e↵ects of SES on utilisation of healthcare services and how that in return directly influences mortality risk.

The record linkage of the HDSS and health facilities data would also facilitate monitoring and evaluation

of progress towards universal health coverage which the South African government has committed to
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(Ataguba et al., 2014). Furthermore, record linkage of the HDSS data and data from other sources

such as school attendance registers in addition to data from health facilities will enhance the utility of

the HDSS data further and facilitate other investigations of population-based health outcomes and their

social determinants. Future studies could also investigate the sensitivity of findings on socioeconomic

di↵erentials in mortality risk to di↵erent computer-based automated methods of assigning causes of death.

The investigation on socioeconomic changes in the population could also be extended to include other

indicators of SES such as education and occupation. Also, as the findings in Paper I have shown, in the

later years (⇠ 2013) the variability in ownership of some of the household assets (e.g. cellphones) has

reduced compared to the earlier year (2001). Future studies need to revise the household items included

in the computation of SES indices by removing items that no longer discriminate between poor and

rich households, and introducing new items that are associated with modern markers of wealth such as

computers and smartphones. As expressed in Chapter 1, one important factor that influences disease

risk and subsequent mortality patterns among the black population in South Africa is the oscillatory

migration lifestyle. This thesis did not investigate the contribution of the widespread oscillatory migration

lifestyle to the mortality patterns in the Agincourt population. This is an area that will be examined in

future. Lastly, comparative analysis of mortality changes and associated socioeconomic di↵erentials in the

Agincourt population and other rural populations under extensive health and demographic surveillance

in uMkhanyakude in KwaZulu-Natal province and Dikgale in Limpopo province can provide details of

the generalisability of the findings reported in this thesis to other rural settings.

7.2 Conclusions

The investigations in this thesis have shown that the population in Agincourt, a rural region of South

Africa, adjacent to southern Mozambique, experienced complex and rapidly evolving socioeconomic and

health transitions over the period 1993-2013. Findings from the investigations highlight the importance

of assessing mortality patterns and their risk factors at the local level in order to inform locally relevant

public health responses. The finding that the poorest people experienced little or no improvement in

their SES over the period 2001-2013 calls for strategies to identify the chronically poorest individuals

and target them with interventions that can improve their SES and take them out of the vicious circle

of poverty. As the findings have shown that the Agincourt population is experiencing a protracted

epidemiological transition, with multiple stages overlapping and changes incomplete, continued progress

in reducing preventable mortality and improving health across the life course will be a↵ected by the

intersection and interaction of HIV/AIDS and ART, non-communicable disease risk factors and complex

social and behavioural changes. The finding that HIV/AIDS and tuberculosis mortality in the Agincourt

population were associated with disparities in SES that remained unchanged over the period 2001-13

despite widespread availability and provision of free ART at public health facilities from around 2009

suggests that individuals from the poorest households continue to bear a disproportionately high burden
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of increased mortality and shortened lives related to the longstanding HIV/AIDS epidemic. These findings

on mortality patterns and associated socioeconomic di↵erentials bring to the fore the need for integrated

health-care planning and programme delivery strategies to increase access to and uptake of HIV testing,

linkage to care and ART, and prevention and treatment of NCDs among the poorest individuals to reduce

the inequalities in cause-specific and overall mortality. These findings from a local, rural setting over

an extended period also contribute to the evidence base to inform further refinement and advancement

of health and epidemiological transition theory. Furthermore, the ability to link the HDSS data with

data from health facilities will make it possible to conduct population-based investigations of the e↵ect

of socioeconomic disparities in the utilisation of healthcare services on mortality risk.
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Abstract Understanding the distribution of socioeconomic status (SES) and its temporal
dynamics within a population is critical to ensure that policies and interventions adequately
and equitably contribute to the well-being and life chances of all individuals. This study
assesses the dynamics of SES in a typical rural South African setting over the period
2001–2013 using data on household assets from the Agincourt Health and Demographic
Surveillance System. Three SES indices, an absolute index, principal component analysis
index and multiple correspondence analysis index, are constructed from the household
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asset indicators. Relative distribution methods are then applied to the indices to assess
changes over time in the distribution of SES with special focus on location and shape
shifts. Results show that the proportion of households that own assets associated with
greater modern wealth has substantially increased over time. In addition, relative distri-
butions in all three indices show that the median SES index value has shifted up and the
distribution has become less polarized and is converging towards the middle. However, the
convergence is larger from the upper tail than from the lower tail, which suggests that the
improvement in SES has been slower for poorer households. The results also show per-
sistent ethnic differences in SES with households of former Mozambican refugees being at
a disadvantage. From a methodological perspective, the study findings demonstrate the
comparability of the easy-to-compute absolute index to other SES indices constructed
using more advanced statistical techniques in assessing household SES.

Keywords Agincourt ! South Africa ! Health and Demographic Surveillance System
(HDSS) ! Socioeconomic status (SES) ! Household assets ! Absolute index ! Principal
component analysis ! Multiple correspondence analysis ! Relative distribution methods

1 Introduction

An individual’s or group’s position within a hierarchical social structure known as
socioeconomic status (SES) influences one’s access to and control over desired resources
including knowledge, money, power, prestige, and beneficial social connections which
shape one’s well-being and life chances (Link and Phelan 1995; Mueller and Parcel 1981;
Link and Phelan 2005; Link et al. 2008; Phelan et al. 2010). Therefore, it is important to
understand the distribution of SES and its temporal dynamics within a population to ensure
that policies and interventions adequately and equitably contribute to the well-being and
life chances of all individuals.

In low- and middle-income settings, one of the widely used measures of SES is a
composite index constructed from a list of household asset items (Ataguba et al. 2011;
Barros et al. 2010; Gwatkin et al. 2007; Hong and Mishra 2011; Hosseinpoor et al. 2006;
Minujin and Delamonica 2004; Nkonki et al. 2011; Uthman 2009; Van de Poel et al. 2008;
Ziraba et al. 2009). The index is often called a ‘‘wealth index’’ or ‘‘asset index’’ (Howe
et al. 2012) and the household asset items on which it is derived from include durable
goods, housing characteristics, sanitation and access to services. Balen et al. (2010), Howe
et al. (2009, 2012), Montgomery et al. (2000) and Sahn and Stifel (2003) have outlined the
theoretical basis for the preference of the asset index as a measure of SES in low- and
middle-income settings over ‘‘direct’’ measures such as income, expenditure, and financial
assets (e.g., savings and pensions). Supporting reasons range from reliability to time and
cost effectiveness. For example, the information required to construct the asset index is
relatively easy and inexpensive to collect. Additionally, in low- and middle-income set-
tings, household assets provide a better proxy for a household’s long-run wealth compared
to information on income or expenditures; this is due to seasonal variability in earnings,
income from potentially multiple and diverse informal activies, high rates of self-em-
ployment, likely recall bias and misreporting.

Booysen et al. (2008), Sahn and Stifel (2003) and Ward (2014) are among others who
have demonstrated that data on household asset ownership collected at more than one point
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in time using a standardized questionnaire can be used to construct an asset index to
compare and follow up the changes in the distribution of SES within populations. The
Agincourt Health and Demographic Surveillance System (HDSS), which is central to the
research programme of the MRC/Wits Rural Public Health and Health Transitions
Research Unit has collected data on household asset ownership every 2 years since 2001
using a standardized questionnaire in the Agincourt sub-district in rural northeast South
Africa. In this paper, we use these data to construct and compare asset indices and to assess
the dynamics of SES in the Agincourt HDSS study population over the period 2001–2013.
The focus is on the temporal changes in the ownership of various household asset items
and the distribution of SES.

2 Materials and Methods

2.1 Data Sources

The analysis in this paper is based on data on asset indicators collected by the HDSS. The
Agincourt system has collected detailed longitudinal data on vital events including births,
deaths, in- and out-migrations, as well as complementary data covering health, social and
economic indicators in a predominantly rural population in northeast South Africa every
year since 1992 (Kahn et al. 2007, 2012). Until 2006, the study included 21 villages. The
study area was extended to 26 villages in 2007. Another five villages were added between
2010 and 2012 in response to an expanding trials and evaluation portfolio. The population,
of approximately 115,000 people in 2014, is largely Shangaan-speaking and almost a third
are former Mozambican refugees who arrived in the area in the early to mid-1980s and
their descendants.

Collection of data on household asset indicators that include construction materials of
the main dwelling, type of toilet facilities, sources of water and energy, ownership of
modern assets and livestock only started in 2001 and has been repeated every 2 years. To
assess changes in the asset indicators over the period 2001–2013, we use only the data
collected from households in the original 21 villages.

2.2 Statistical Analysis

There are three parts to the analysis. The first part summarizes changes in ownership of
various household assets in the Agincourt study population from 2001 to 2013. The second
part involves constructing three composite indices that can be used as a measure of SES
from the household asset items. The three indices namely absolute index, principal com-
ponents analysis (PCA) index and multiple correspondence analysis (MCA) index are
among the most widely utilized indices in the literature. The three indices are used to
assess the robustness of our findings. Similar to the approach adopted by Howe et al.
(2008), the three indices are compared with each other using scatter plots and the per-
centage of households classified into the same and different SES quintiles. The agreement
of classification of households into SES quintiles between indices is assessed using Kappa
statistics. The Kappa statistic, which takes values between 0 (no agreement better than
chance) and 1 (perfect agreement) measures agreement in classification between two
methods taking into account the agreement that is expected based on chance alone (Howe
et al. 2008). Also similar to the approach adopted by Balen et al. (2010), the Spearman’s
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rank correlation coefficient is utilised for further comparisons of the three indices. The last
part of the analysis applies the method of relative distributions developed by Handcock and
Morris (1998, 1999) to the asset indices to assess changes in the distribution of SES over
time in terms of location and shape. This part of the analysis also takes into account ethnic
differences in the distribution of SES as a previous study by Sartorius and colleagues
covering the period 2001–2007 showed persistent differentials in SES between the South
African and Mozambican populations (Sartorius et al. 2013).

2.2.1 Construction of Asset Indices

The absolute index that we construct has been utilized by a number of other researchers
that have analyzed data from the Agincourt HDSS (Houle et al. 2013; Gomez-Olive et al.
2014; Houle et al. 2014; Madhavan et al. 2012). To construct this index, first the items of
each asset indicator are assigned a weight so that increasing values correspond to items
associated with higher SES. For example, for the asset indicator wall material, 5 = brick;
4 = cement; 3 = other modern material; 2 = mud; and 1 = other traditional material.
Thereafter, the value assigned to each item of an asset indicator is normalized by dividing
it by the value assigned to the item associated with the highest SES. This results in items of
a given asset indicator taking values within the range [0, 1]. The asset indicators are then
grouped into five broad asset subcategories (modern assets, livestock, power supply, water
and sanitation, and dwelling structure). The normalized values of the asset indicators
within each subcategory are then summed to yield a subcategory-specific value. Each
subcategory-specific value is further normalized so that it too is in the range [0, 1]. Finally,
the five subcategory-specific normalized values are summed to produce an overall
household asset index that falls in the range [0, 5].

The PCA index was first recommended by Filmer and Pritchett (2001) and is one of the
most widely used asset indices (Gwatkin et al. 2007; McKenzie 2005; Minujin and
Delamonica 2004). Construction of this index starts by constructing an n" p matrix, X,
representing ownership of p asset items collected from n households. Thereafter, each
element of X is normalized by subtracting from it the column mean and dividing the
difference by the column standard deviation to produce another n" p matrix, Y. Next, a
p" p correlation matrix, R, is computed from the normalized data matrix, Y. This is
followed by solving the equation R# kIð ÞV ¼ 0 for k and V, where k is a vector of
eigenvalues, I is an identity matrix and V is a matrix of eigenvectors associated with the
eigenvalues in k. Each eigenvector is then scaled so that its sum of squares equals the total
variance. The product of the normalized matrix of assets variables, Y, and the matrix of
scaled eigenvectors, V' produces a set of uncorrelated linear combinations of the asset
variables for each household j, known as principal components. For each household, the
number of principal components equals the number of asset items, and the rank of each
component corresponds to the rank of its associated eigenvector. The first component is
associated with the most dominant (largest) eigenvalue and explains as much as possible of
the variation in the original data. The second component is associated with the second
largest eigenvalue and explains as much as possible of the remaining variation in the data,
subject to being uncorrelated with the first component. Similarly, each subsequent com-
ponent explains as much as possible of the remaining variation in the data, while being
uncorrelated with the other components. Formally, for household j, the PCA index is
computed as
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Aj ¼ v'11
xj1#!x1

s1

! "
þ v'21

xj2#!x2

s2

! "
þ . . .þ v'p1

xjp#!xp

sp

! "

where vi1
* are the elements of the scaled eigenvector associated with the largest eigenvalue,

xji are the asset ownership values for household j and asset i; i 2 1; 2. . .p½ *, and !xi and si are
respectively, the mean and standard deviation of the asset ownership values across all
households for asset item i. In our description of the steps to derive the PCA index we have
kept the mathematical details to a minimum. More detailed mathematical descriptions of
the steps involved in the PCA technique can be found in Everitt and Hothorn (2011),
Rencher (2003).

The procedure used to construct the MCA index is similar to the one used to construct
the PCA index but does not assume that the data are continuous and that there is a linear
relationship between the observations (Traissac and Martin-Prevel 2012; Booysen et al.
2008; Howe et al. 2012). Because all the asset indicators are discrete or categorical, others
have argued that the MCA index is the most appropriate asset-based measure of SES
(Booysen et al. 2008; Traissac and Martin-Prevel 2012; Asselin and Anh 2008). In con-
structing the MCA index we follow the guidelines provided by Booysen et al. (2008) and
Asselin and Asselin and Anh (2008). First, the indicators of asset ownership of all
households are organized into a matrix X of ones and zeros called the ‘‘indicator matrix’’.
In the indicator matrix, each categorical asset indicator is decomposed into a set of
mutually exclusive and exhaustive binary categories that each take only the value 0 or 1
such that every household has a ‘1’ in exactly one of each asset’s set of categories and a ‘0’

in the rest of the asset’s categories. Second, a matrix S is calculated by taking the v2 metric
on row/column profiles of X. Greenacre (2007) provides the formula for computing S as

S ¼ D
#1

2
r P# rcT
# $

D
#1

2
c

where P is the matrix formed by dividing each element of the matrix X by the sum of its
elements, r is a vector whose elements are the sums of the row elements of the matrix P, c
is a vector whose elements are the sums of the column elements of the matrix P, and Dr

and Dc are diagonal matrices formed from r and c respectively. Finally, singular value
decomposition (SVD) is then performed on the matrix S to decompose it into three

matrices such that S ¼ UDaV
T (Greenacre 2007). The columns of the matrices U and V

referred to as left and right singular vectors are respectively the eigenvectors of the

matrices SST and STS and the columns of the diagonal matrix Da known as singular values

are the square roots of the common positive eigenvalues of SST and STS. Like in the PCA
approach, in constructing a single asset index, the elements in the first column vector of the
matrix V derived by the SVD are then used as weights of the asset categories. Conse-
quently, as provided by Booysen et al. (2008), the MCA index score for household i is
calculated as

MCAi ¼ Ri1W1 þ Ri2W2 þ ! ! ! þ RijWj

where Rij is the response of household i to asset category j and Wj is the MCA weight of
asset category j.

The PCA and MCA indices are derived from pooled data from all the available years.
This approach ensures that indices explain variation over time as well as across households
and are not affected by changes in the contribution of particular assets to household welfare
(McKenzie 2005). Pooling of the data is not necessary for the absolute index as the
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procedure used to generate this index assigns the same weight to the same asset item across
time.

2.2.2 Assessing Distributional Changes in SES

The method of relative distributions that we apply to the three indices to assess trends in
the distribution of SES quantifies differences between the distributions of a set of mea-
surements of an attribute of interest from a population at one time period and another set of
measurements of the same attribute from a different population, or from the same popu-
lation at a later time period. It takes the values of one distribution (the comparison dis-
tribution) and expresses them as positions in another distribution (the reference
distribution) (Handcock and Morris 1998, 1999). Compared to the standard approach of
comparing distributions using summary statistics such as mean, median and variance,
which do not consider the entire distributions, the relative distribution analytic approach
allows direct comparisons between outcomes across the entire distributions and provides
insights that may be missed by the former approach.

Taking 2001 as the baseline year, we obtain the relative distribution for each later time
period, t, using the density function of the percentile rank, r, of asset index value,y, in 2001
as

gt rð Þ ¼ ft yð Þ
f0 yð Þ ; 0\r+ 1

where f0(y) and ft(y) are the density functions of the asset index values in 2001 and at a
later time period respectively. Basically, the relative distribution, gt(r), represents the ratio
of the population density at asset index value, y, at each later time period, t, to the density
in 2001. When there are no differences between the comparison and reference distribu-
tions, the relative distribution is uniform or ‘‘flat’’ (taking a value of 1 throughout). When
there are differences between the distributions, the relative distribution ‘‘rises’’ or ‘‘falls’’
depending on the direction of the difference. For example, if the proportion of households
at a later time period, t, with asset index values equal to the median asset index value in
2001 is less than 50 %, the relative distribution will have a value below 1 at a point on the
vertical axis corresponding to 50 % on the horizontal axis.

Following the approach by Handcock and Morris (1998, 1999), the changes in the
relative distribution of the asset index values in 2001 and at later time periods are sta-
tistically summarized using the entropy statistic and median relative polarization (MRP)
index. The entropy statistic used is based on the Kullback–Leibler divergence, which is a
measure of the distance between two distributions and is defined by:

D F : F0ð Þ ¼
Z1

#1

log
f yð Þ
f0 yð Þ

! "
dF yð Þ ¼

Z1

0

log g rð Þð Þg rð Þdr

where g(r) is the probability density function of the relative distribution of asset index
values in the reference and comparison distributions and F0 and F respectively represent
the cumulative distribution functions of the reference and comparison distributions of asset
index values. We use the entropy statistic to quantify: (1) overall divergence between the
comparison and reference distributions; (2) divergence between the location-adjusted
reference distribution and the reference distribution; and (3) divergence between the
comparison distribution and the location-adjusted reference distribution. The location
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adjustment used is median adjustment. This is preferred over mean adjustment because of
the well-known drawbacks of the mean when distributions are skewed. As for the MRP
index, we use it to quantify the extent to which the shape difference between the distri-
butions of asset index values in 2001 and at later time periods takes the form of relative
polarization or rising inequality. It is computed as:

MRPt ¼ 4

Z1

0

r # 1

2

%%%%

%%%%" gt rð Þdr # 1

where gt(r) is the relative population density at asset index value, y at each time period,
t weighted by the absolute difference between the baseline rank of y and the median,

r # 1
2

%% %%. Its value varies between -1 and 1, with 0 representing no change in the distribution

of asset index values at time period t relative to the baseline year, positive values repre-
senting more polarization (i.e. increases in the tails of the distribution) and negative values
representing less polarization (i.e. convergence towards the center of the distribution). In
order to distinguish the contributions from the lower and upper tails of the distribution to
the overall polarization, the MRP index is decomposed into lower (LRP) and upper (URP)
polarization indices defined respectively as:

LRPt ¼ 8

Z 1
2

0

r # 1

2

%%%%

%%%%" gt rð Þdr # 1

URPt ¼ 8

Z1

1
2

r # 1

2

%%%%

%%%%" gt rð Þdr # 1

These indices also vary between -1 and 1 and have similar interpretations as the MRP
index.

The analysis of ethnic differences in the distribution of SES between the South African
and Mozambican populations use the distribution of the asset index values of the
Mozambican households as the reference distribution and that of the asset index values of
the South African households as the comparison distribution.

2.3 Software

We use STATA version 13.1 (Stata Corp., College Station, USA) to construct the asset
indices and to perform the descriptive analyses. We also utilize the R statistical package
reldist to conduct the relative distribution analysis (Handcock and Aldrich 2002).

2.4 Ethics Statement

The Human Research Ethics Committee (Medical) of the University of the Witwatersrand
reviewed and approved the Agincourt HDSS (protocol M960720 and M081145). At the
start of surveillance in 1992, community consent was secured from civic and traditional
leadership and has continuously been reaffirmed for over two decades through frequent
meetings. This is facilitated by the Agincourt Unit’s LINC (Learning, Information dis-
semination and Networking with Community) Office. Three local people working under a
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coordinator in the LINC office regularly engage with Community Development Forums as
well as a Community Advisory Group in the study site. Both are elected committees
comprising village members. Community Development Forums, the lowest level of local
government, include the Induna who represents the Traditional Council. The LINC office
ensures that Forum members understand research objectives and results and are able to
raise concerns about the Unit’s research in their communities, and provide feedback of
research results at community meetings. The Community Advisory Group ensures infor-
mation flows between the Unit and the community, voices concerns, assesses the potential
impact of the Unit’s research on the community, and maintains ongoing dialogue and
consultation. At the individual and household level, informed verbal consent is obtained
from the head of the household or an eligible adult in the household at each annual follow-
up surveillance visit. Prior to conducting any interview, a local fieldworker who is well-
trained and versed in the Agincourt HDSS methods and the process of verbal informed
consent explains in the local language to the respondent the purpose, aims and justification
of the HDSS as well as information about confidentiality, privacy and the right to refuse to
participate or withdraw from the HDSS. The responsible fieldworker documents the
consent process by marking out the respondent on the household roster as well as recording
the fieldworker details and date on the spaces provided at the top of the household roster. A
verbal consenting process is normal practice for HDSS and the processes followed in the
Agincourt HDSS have continued to be accepted by the aforementioned ethics committee.
Furthermore, additional ethical clearance was obtained from the same ethics committee for
the primary study reported in this paper (protocol M120488).

2.5 Data Availability

Detailed documentation of the Agincourt HDSS data and an anonymized database con-
taining data from 10 % of the surveillance households are freely available on the Agincourt
HDSS website (www.agincourt.co.za). The specific customized data used in this study are
available on request to interested researchers.

3 Results

3.1 Temporal Changes in Household Asset Ownership

Table 1 shows the percentage of households owning particular asset items in the 21 vil-
lages of the Agincourt HDSS over the period 2001–2013. The results indicate substantial
increases over time in the proportions of households that own asset items associated with
greater modern wealth. One notable change is the increase in the proportion of households
with dwellings constructed with either brick or cement walls from 76 % in 2001 to 98 % in
2013. The prevalence of tiles as roof and floor materials of dwellings also respectively
increased from 3 and 0.5 % in 2001 to 15 and 14 % in 2013. In addition, the proportion of
households using electricity for lighting and cooking respectively increased from 69 and
4 % in 2001 to 96 and 50 % in 2013. Further noticeable changes are the increases in the
proportions of households owning stove, fridge, cellphone and car respectively from 41,
40, 37 and 14 % in 2001 to 85, 86, 98 and 20 % in 2013. On the contrary, proportions of
households that own asset items associated with traditional wealth such as animal drawn
cart and livestock with the exception of chickens have remained persistently low. The
prevalence of animal drawn cart remained nearly unchanged from 3 % in 2001 to 1 % in
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Fig. 1 Pairwise comparisons of asset index values
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2013. Similarly, the proportion of households not owning cows or pigs only marginally
changed from 85 % in 2001 to 88 % in 2013 for cows and from 96 % in 2001 to 98 % in
2013 for pigs. In addition, not owning goats slightly increased from 87 % in 2001 to 92 %
in 2013.

3.2 Comparison of Asset Indices

The last three columns of Table 1 present the weights assigned to each asset item in
constructing the three asset indices. For the absolute index, the weights are assigned in
such a way that increasing values correspond to items associated with higher SES. For the
PCA and MCA indices, positive weights are assigned to items expected to be associated
with higher SES (e.g. tiles and cement housing floor materials, bricks and cement housing
wall materials and tiles and corrugated iron sheets housing roof materials) and negative
weights are assigned to items expected to be associated with lower SES (e.g. mud and other
traditional housing floor and wall materials, and thatch and other traditional housing roof
materials). However, on average the absolute values of the weights in the MCA index are
higher than those in the PCA index. In addition, the ranking of the asset items based on the
weights in the MCA and PCA indices show marked differences. From the PCA index, the
highest weight is assigned to owning a toilet within the yard followed by owning a fridge
and the lowest weight is assigned to not owning any toilet facility followed by sources of
power for lighting other than electricity, solar or battery. From the MCA index, the highest
weight is assigned to owning a toilet inside the dwelling followed by owning a flush toilet
and the lowest weights are assigned to owning a house with the floor made of traditional
materials such as dirt.

Despite the differences in the weights assigned to the asset items in the three indices, as
shown in Fig. 1 and Table 2, the indices are reasonably comparable. Pairwise comparisons
between the values of the indices result in correlation coefficients of at least 0.95. In
addition, each pair of indices assigns at least 71 % of households in the same SES quintile
with Kappa statistics of at least 0.64. Where a pair of indices places households in different
quintiles, movement is generally limited to one quintile, with less than 1 % of households
moving between two or more quintiles.

3.3 Distributional Changes in SES

Figure 2 shows the distribution of SES in the villages of the Agincourt HDSS over the
period 2001–2013 based on the absolute, PCA and MCA indices. Overall, from one time
period to the next, the mean and median values have persistently shifted to the right across
all the three indices. Also it is apparent that the level of variability in the values of all the
indices, as depicted by the standard deviation values, has progressively declined over time.
Clearly, there has been both location and shape shifts in the SES distribution between 2001
and 2013.

Further insights into the key changes that have occurred in the distribution of the SES of
households in the villages of Agincourt HDSS over the period 2001–2013 are provided by
plots of the relative distribution of the densities of asset index values in selected years
(2005, 2009 and 2013) to the density of asset index values in 2001 in Fig. 3, 4 and 5. The
plots of overall distribution show the fraction of households in a particular year that fall
into each decile of the 2001 SES distribution. The plots of location shift present the pattern
of the relative distribution with no shape but only a location (median) shift in the SES
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distributions. The plots of the shape shift show the pattern of the relative distribution with
no median but only a shape shift in the SES distributions.

In all the three indices, the value of the overall relative distributions is higher than one
above the 7th decile of the 2001 distribution from 2009. This means that from 2009 there
are higher proportions of households with asset index values that are above the asset index
value in the 8th decile of the 2001 distribution. The entropy statistics for the overall
relative distribution provide further evidence that irrespective of the index used, over time
the distribution of SES has become more divergent from that in 2001. Using the absolute
index, the entropy statistics moves from 0.127 in 2005 to 0.407 in 2009 and 0.603 in 2013.
Using the PCA index, the entropy statistics moves from 0.0818 in 2005 to 0.377 in 2009
and 0.623 in 2013. Finally, if we use the MCA index, the entropy statistics changes from
0.1 in 2005 to 0.467 in 2009 and 0.747 in 2013.

The relative distributions with location shift illustrate that the effect of the median shift
is quite large across all the three indices from 2009. In all the indices, changes in the
median alone have caused the proportion of households with asset index values corre-
sponding to the highest decile of the 2001 distribution in 2013 to be more than four times
that in 2001. In addition, in all the indices the median shift alone has contributed more than
50 % of the overall entropy between the 2001 and 2013 distributions.

The median-adjusted relative distributions, which expose the effect of changes in dis-
tributional shape, show that for all the indices, the proportion of households with asset
index values corresponding to the middle deciles (4th to 7th deciles) of the 2001 distri-
bution has been increasing over time. Conversely, the proportion of households with asset
index values corresponding to the lower and upper deciles of the 2001 distribution has been
decreasing over time. This means that the distribution of SES has consistely become less
polarized and is converging towards the middle over the years compared to 2001. Further
details on the degree of convergence of the SES distribution from the two tails to the
middle are provided by the median, lower and upper polarization indices and their cor-
responding 95 % confidence intervals, as reported in Table 3. The significantly negative
values for the median index confirm that the SES distribution has been converging from the
two tails to the middle. The significantly negative values for the lower and upper polar-
ization indices confirm further that the convergence has occurred from both tails of the
distribution. However, the large negative values for the upper indices compared to the
lower indices indicate that the convergence towards the middle deciles from the upper tail
of the distribution has been larger than that from the lower tail.

The analysis that takes into account ethnic background of the household head shows that
improvement in SES has occurred for both South Africans and Mozambicans (Fig. 6).

Table 2 Movement of households between quintiles of absolute, PCA and MCA indices

Indices being compared Correlation coefficient Percent of households moving between
quintiles

Kappa
statistic

Same quintile One quintile Two quintiles

Absolute and PCA 0.9561 71.28 28.11 0.60 0.6410

Absolute and MCA 0.9668 74.73 25.03 0.24 0.6841

PCA and MCA 0.9835 83.05 16.93 0.02 0.7881
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Fig. 2 Kernel density estimates of the distribution of SES in the villages of Agincourt HDSS, South Africa,
2001–2013
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Fig. 3 Changes in the relatative distribution of SES in the villages of Agincourt HDSS, South Africa,
2001–2013 based on absolute index
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Fig. 4 Changes in the relatative distribution of SES in the villages of Agincourt HDSS, South Africa,
2001–2013 based on PCA index
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Fig. 5 Changes in the relatative distribution of SES in the villages of Agincourt HDSS, South Africa,
2001–2013 based on MCA index
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However, at each single point in time the Mozambicans on average have lower SES
compared to the South Africans (Fig. 7). A comparison of the distributions of the SES of
the two ethnic groups using relative distribution methods indicate that the differences are

Table 3 Median polarization indices

Lower CI Estimate Upper CI p value

Absolute index

2005 distribution compared to 2001 distribution

Median -0.193 -0.178 -0.163 \0.001

Lower -0.136 -0.106 -0.076 \0.001

Upper -0.279 -0.250 -0.221 \0.001

2009 distribution compared to 2001distribution

Median -0.203 -0.189 -0.174 \0.001

Lower -0.101 -0.072 -0.043 \0.001

Upper -0.331 -0.303 -0.274 \0.001

2013 distribution compared to 2001distribution

Median -0.224 -0.209 -0.194 \0.001

Lower -0.159 -0.129 -0.099 \0.001

Upper -0.318 -0.289 -0.260 \0.001

PCA index

2005 distribution compared to 2001distribution

Median -0.201 -0.186 -0.171 \0.001

Lower -0.127 -0.097 -0.067 \0.001

Upper -0.304 -0.275 -0.246 \0.001

2009 distribution compared to 2001distribution

Median -0.346 -0.332 -0.318 \0.001

Lower -0.247 -0.218 -0.189 \0.001

Upper -0.472 -0.446 -0.420 \0.001

2013 distribution compared to 2001distribution

Median -0.389 -0.375 -0.361 \0.001

Lower -0.326 -0.297 -0.269 \0.001

Upper -0.479 -0.452 -0.426 \0.001

MCA index

2005 distribution compared to 2001distribution

Median -0.148 -0.133 -0.118 \0.001

Lower -0.072 -0.042 -0.011 \0.001

Upper -0.254 -0.225 -0.195 \0.001

2009 distribution compared to 2001distribution

Median -0.242 -0.227 -0.213 \0.001

Lower -0.114 -0.084 -0.055 \0.001

Upper -0.398 -0.370 -0.343 \0.001

2013 distribution compared to 2001distribution

Median -0.271 -0.256 -0.242 \0.001

Lower -0.207 -0.177 -0.147 \0.001

Upper -0.364 -0.336 -0.307 \0.001
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mainly due to differences in the medians of the distributions (Table 4; Fig. 8). There is
little effect of differences in the shape of the distributions.

4 Discussion

Using pooled data on household assets collected every 2 years from 2001 to 2013 from
households of the residents of the Agincourt HDSS, we have assessed the dynamics of SES
in a typical South African rural setting. We constructed three asset indices: absolute index,
PCA index and MCA index from information on ownership of household assets that
include construction materials of the main dwelling, type of toilet facilities, sources of
water and energy, ownership of modern assets and livestock. Thereafter, we applied the
method of relative distributions to the three indices to assess temporal trends in the dis-
tribution of SES.

Fig. 6 Kernel density estimates of the distribution of SES in the villages of Agincourt HDSS, South Africa,
2001–2013 by ethnicity based on absolute index

Fig. 7 Ethnic differentials in the distribution of SES in the villages of Agincourt HDSS, South Africa,
2001–2013 based on absolute index

C. W. Kabudula et al.

123



Our findings indicate that the proportion of households that own assets associated with
modern wealth such as stove, fridge, cellphone, car, electricity for lighting and cooking and
houses constructed with modern floor, wall and roof materials has substantially increased
over time. The increase has persisted beyond the time period covered in an earlier study by
Sartorius et al. (2013).

On the contrary, ownership of assets associated with traditional wealth such as livestock
has persistently been low. This indicates that unlike other rural populations in sub-Saharan
Africa, such as a rural population in Senegal studied by Garenne (2015), traditional wealth
contributes to the SES of few households in rural South Africa. This is not surprising since
South Africa is a middle-income country. From a policy perspective, the general contin-
uous increase in ownership of assets associated with modern wealth is a positive indicator
of the impact of the wide-ranging reforms introduced in South Africa by the post-apartheid
government that include the provision of free basic services, such as electricity (50 kWh
per household per month), water, sanitation and housing to previously disadvantaged
populations the majority of whom live in rural areas (Bhorat and van der Westhuizen
2013). Another important factor has been the implementation of non-contributory social
grants provided by the state to vulnerable sectors of the population (Collinson 2010; Lund
2002).

Results from the relative distribution analysis in all the three indices show that the
median asset index values have shifted to the right and that the distribution of SES has
become less polarized and is converging towards the middle. Worth noting however is that
the convergence towards the middle is larger from the upper tail than from the lower tail of
the SES distribution. This might be an indication that there has been little or no
improvement in the SES of the very poor segment of the population. Further analysis of the
charactersitics of the individuals whose SES has persistently remained lower can assist in
formulating policies that could bring further improvements in SES. The finding that the

Table 4 Median polarization
indices by ethnicity

The analysis is based on the
Absolute index

Lower CI Estimate Upper CI p value

2001

Median 0.025 0.049 0.073 \0.001

Lower 0.090 0.136 0.182 \0.001

Upper -0.089 -0.039 0.012 0.066

2005

Median -0.134 -0.109 -0.085 \0.001

Lower -0.148 -0.099 -0.051 \0.001

Upper -0.168 -0.119 -0.071 \0.001

2009

Median -0.125 -0.102 -0.080 \0.001

Lower -0.125 -0.080 -0.035 \0.001

Upper -0.169 -0.124 -0.080 \0.001

2013

Median -0.072 -0.048 -0.025 \0.001

Lower -0.073 -0.027 0.020 0.128

Upper -0.117 -0.070 -0.023 0.002
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Fig. 8 Relative distributions of ethnic differentials in the distribution of SES in the villages of Agincourt
HDSS, South Africa, 2001–2013 based on absolute index
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SES of the Mozambican households continues to be lower compared to that of South
African households suggests that members of the Mozambican households should be
among the target of such policies.

From a methodological perspective, the finding that the conclusion drawn from the
analysis using the easy-to-compute absolute index are similar to those from the analysis
using indices constructed using more advanced statistical techniques such as PCA and
MCA demonstrates the utility of the absolute index in assessing people’s SES based on
household assets. This finding is consistent with findings by Howe et al. (2008) and
Garenne (2015) that SES indices constructed using statistically advanced methods such as
PCA offer little advantage over indices constructed using simpler and more intuitive
methods such as the absolute index. Since the absolute index has the added property of
comparability across time without pooling the data it may be desirable in assessing tem-
poral trends in SES.

Our study uses indices constructed from information on ownership of household assets
to assess trends in SES. However, we acknowledge that our approach is by no means the
only way to measure SES. Since our indices do not include other factors associated with
social exclusion such as gender, education and ethnic background, they may provide only a
partial view of the multi-dimensional concept of poverty, inequality and inequity.
Nethertheless, our findings provide some interesting insights into the dynamics of SES in
rural South Africa in recent years.

5 Conclusion

This study has shown that over the period 2001–2013 the rural population in northeast
South Africa has experienced significant improvements in ownership of household assets
associated with greater modern wealth and polarization of the distribution of SES has
declined. However, the movement towards the middle of the SES distribution has been
slower for poorer households. Methodologically, the results demonstrate that the absolute
index is comparable to other indices constructed using more advanced statistical tech-
niques in assessing people’s SES based on household assets.
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Houle, B., Clark, S. J., Gómez-Olivé, F. X., Kahn, K., & Tollman, S. M. (2014). The unfolding counter-
transition in rural South Africa: Mortality and cause of death, 1994–2009. PLoS ONE, 9(6), e100420.

Houle, B., Stein, A., Kahn, K., Madhavan, S., Collinson, M., Tollman, S. M., et al. (2013). Household
context and child mortality in rural South Africa: the effects of birth spacing, shared mortality,
household composition and socio-economic status. International Journal of Epidemiology, 42(5),
1444–1454.

Howe, L. D., Galobardes, B., Matijasevich, A., Gordon, D., Johnston, D., Onwujekwe, O., et al. (2012).
Measuring socio-economic position for epidemiological studies in low-and middle-income countries:

C. W. Kabudula et al.

123

http://creativecommons.org/licenses/by/4.0/
http://dx.doi.org/10.1186/1742-7622-7-7
http://dx.doi.org/10.3402/gha.v3i0.5080


A methods of measurement in epidemiology paper. International Journal of Epidemiology, 41,
871–886. doi:10.1093/ije/dys037.

Howe, L. D., Hargreaves, J. R., Gabrysch, S., & Huttly, S. R. (2009). Is the wealth index a proxy for
consumption expenditure? A systematic review. Journal of Epidemiology and Community Health,
63(11), 871–877.

Howe, L. D., Hargreaves, J. R., & Huttly, S. R. (2008). Issues in the construction of wealth indices for the
measurement of socio-economic position in low-income countries. Emerging Themes in Epidemiology,
5, 3.
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Abstract

Background: Virtually all low- and middle-income countries are undergoing an epidemiological transition whose
progression is more varied than experienced in high-income countries. Observed changes in mortality and disease
patterns reveal that the transition in most low- and middle-income countries is characterized by reversals, partial
changes and the simultaneous occurrence of different types of diseases of varying magnitude. Localized
characterization of this shifting burden, frequently lacking, is essential to guide decentralised health and social
systems on the effective targeting of limited resources. Based on a rigorous compilation of mortality data over two
decades, this paper provides a comprehensive assessment of the epidemiological transition in a rural South African
population.

Methods: We estimate overall and cause-specific hazards of death as functions of sex, age and time period from
mortality data from the Agincourt Health and socio-Demographic Surveillance System and conduct statistical tests
of changes and differentials to assess the progression of the epidemiological transition over the period 1993–2013.

Results: From the early 1990s until 2007 the population experienced a reversal in its epidemiological transition,
driven mostly by increased HIV/AIDS and TB related mortality. In recent years, the transition is following a positive
trajectory as a result of declining HIV/AIDS and TB related mortality. However, in most age groups the cause of
death distribution is yet to reach the levels it occupied in the early 1990s. The transition is also characterized by
persistent gender differences with more rapid positive progression in females than males.

Conclusions: This typical rural South African population is experiencing a protracted epidemiological transition. The
intersection and interaction of HIV/AIDS and antiretroviral treatment, non-communicable disease risk factors and
complex social and behavioral changes will impact on continued progress in reducing preventable mortality and
improving health across the life course. Integrated healthcare planning and program delivery is required to improve
access and adherence for HIV and non-communicable disease treatment. These findings from a local, rural setting
over an extended period contribute to the evidence needed to inform further refinement and advancement of
epidemiological transition theory.
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Background
Over time, mortality and disease patterns in human pop-
ulations transition from very high and fluctuating mor-
tality concentrated at younger ages and largely caused by
infectious diseases and nutritional deficiencies to rela-
tively stable low mortality concentrated at older ages
and largely caused by non-communicable diseases and
injuries – the ‘epidemiological transition’ [1]. High-
income countries experienced this transition in an or-
derly way along a unidirectional path during the first
half of the twentieth century [1]. The first phase of the
transition was characterized by high, fluctuating mortal-
ity dominated by epidemics of infectious diseases, fam-
ines and wars. Thereafter, mortality rates declined
progressively and degenerative diseases started to replace
infectious diseases as the major causes of morbidity and
death. Finally, in later stages of the transition, non-
communicable diseases such as cardiovascular diseases,
diabetes and cancers, and accidents became the main
causes of death, and mortality rates eventually stabilized
at relatively low levels [1–3]. In low- and middle-income
countries the epidemiological transition is still underway
and its progress is more varied compared to the experi-
ence of high-income countries. Observed changes in
mortality and disease patterns in most low- and middle-
income countries including those in sub-Saharan Africa
reveal transitions that are characterized by reversals, par-
tial changes and simultaneous occurrence of different
types of diseases [4–14].
For a long time in South Africa there was a steady de-

crease in the level of overall mortality. This trend was
reversed by the HIV/AIDS epidemic that dramatically
increased overall mortality from the mid-1990s to the
mid-2000s [6, 15–20]. In recent years, the availability
and use of antiretroviral treatment is reducing HIV/
AIDS-related mortality and life expectancy is rising
[18, 21, 22]. At the same time, modernization, eco-
nomic and social development over the past two de-
cades have resulted in the adoption of lifestyle
practices that expose South Africans to a variety of
risk factors for non-communicable diseases and injuries.
Hence, the cause of death profile of South Africans in-
creasingly includes non-communicable diseases, violence
and injuries [18, 21–30].
As the epidemiological transition continues to unfold

in South Africa, influenced by broader demographic,
socioeconomic, technological, political, and cultural
changes, there is ongoing need to quantify and
characterize it and its implications in different sub-
populations. This will reveal the history of the burden of
disease affecting different ethnic and social groups and
help identify and prioritize the interventions with poten-
tial for the greatest effect now and in the near future.
This need was highlighted by the Global Burden of

Disease study [31], which characterized the extent of re-
gional heterogeneity in the trajectories of the epidemio-
logical transition and called for greater availability and
understanding of local, national, and regional data. Char-
acterizing the shifting burden of mortality over time is
critical in areas without reliable data – particularly rural
settings where a greater evidence base can inform the
targeting of limited resources and identify rural-urban
differences and disparities.
Using mortality and cause of death data from the

Agincourt Health and Socio-Demographic Surveillance
System (HDSS), this article provides a comprehensive
assessment of the epidemiological transition in a rural
population in northeast South Africa over the period
1993–2013. This period spans major socio-political
changes, the start of the HIV/AIDS epidemic and avail-
ability of antiretroviral treatment. In the article we sig-
nificantly improve, update and extend measures of the
trends in mortality and cause of death profiles for the
Agincourt study population that have appeared earlier
[6, 18, 28]. Importantly, unlike the previous work we
operationalize the epidemiological transition using a
statistical framework that allows us to characterize its
progress relating overall mortality levels to changes in
the cause composition and conduct statistical tests of
changes and differentials. The longitudinal empirical evi-
dence from this study adds a further rural South African
dimension to the sparse literature on the current experi-
ence of the epidemiological transition across diverse
places and contexts in low- and middle-income settings.

Methods
Data
We use mortality and cause of death data collected from
1993 to 2013 as part of annual updates of vital events
conducted using the Agincourt HDSS in a population
occupying 27 villages in rural northeast South Africa
[32, 33]. The population is largely Shangaan (Tsonga)-
speaking. Former Mozambican refugees, who arrived in
the study area in the early to mid-1980s in the course
and aftermath of civil war, and their descendants, make
up about 30% of the population. The population has
been under epidemiological and demographic surveil-
lance since 1992 and vital events were updated at ap-
proximately 15- to 18-month intervals between 1993
and 1999, and annually since 1999.
Although the population has limited access to infra-

structure and public sector services, it has experienced
substantial socioeconomic changes over the years. As
documented in our earlier study [34], the proportion of
households that own assets associated with greater mod-
ern wealth has increased substantially over time. For ex-
ample, the proportion of households with dwellings
constructed with either brick or cement walls increased
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from 76% in 2001 to 98% in 2013; and the prevalence of
tiles as roof and floor materials of dwellings increased
respectively from 3% and 0.5% in 2001 to 15% and 14%
in 2013. In addition, the use of electricity for lighting
and cooking respectively increased from 69% and 4% of
households in 2001 to 96% and 50% of households in
2013. Other notable increases are in the proportion of
households owning stove, fridge, cellphone and car re-
spectively from 41%, 40%, 37% and 14% in 2001 to 85%,
86%, 98% and 20% in 2013.
For individuals identified as having died between the

annual surveillance update rounds, verbal autopsy (VA)
interviews were conducted with their caregivers to elicit
signs and symptoms of the illness or injury prior to their
death. The interviews were conducted one to 11 months
after death using a locally validated, local-language VA
instrument [33, 35].
Given the rigorous processes involved in the

collection, quality assurance and processing of HDSS
data [14, 36], the data from the Agincourt HDSS popula-
tion is one of the rare high-quality and methodologically
consistent longitudinal health and demographic dataset
for populations in resource-poor low- and middle-
income settings. The available mortality and cause of
death information by age and sex over an extended
period provides a unique opportunity for assessing how
populations in low- and middle-income settings, includ-
ing those in rural sub-Saharan Africa are currently ex-
periencing the epidemiological transition.

Assigning causes of death
We use the InterVA-4 probabilistic model (version 4.03)
to assign probable causes of death to every death with a
complete VA interview. For each death, the InterVA-4
model assigns up to three likely causes of death with as-
sociated likelihoods [37]. An indeterminate cause of
death is assigned when the VA information is inadequate
for the model to arrive at any cause of death. We opted
for InterVA-4 as opposed to physician-coded causes of
death because the InterVA-4 model assigns causes of
death in a standardized, automated manner that is much
quicker and more consistent than the former (particu-
larly for assessing changes over time and across settings).
Additionally, causes of death derived from InterVA-4
have been found to not substantially differ from those
generated by physician coding [38].

Statistical analysis
Trends in mortality and causes of death
Similar to some earlier studies [28, 39], we use discrete-
time event history analysis (DTEH) [40] to estimate
overall and cause-specific annual hazards of death as
functions of sex, age and time period. The annual hazard
of dying is the probability of dying during a one-year

interval starting on a particular date experienced by living
individuals, conditional on their state at the beginning of
the interval. An individual’s continuously evolving state is
described by the combination of values taken by both con-
stant and time-varying variables, for this study, sex, age
and time period.
One of the basic requirements of DTEH is the splitting

of each individual’s survival history into a set of discrete
person years [40]. We create a person-year file that con-
tains one record for each full year lived by each individ-
ual in the study population. For example, individuals
who died after one year of surveillance contribute one
person-year each while those who died after five years of
surveillance contribute five person-years. Only com-
pletely observed person-years are included in the data set
except when an individual dies before completing a
person-year time unit. Survival histories are truncated
for individuals who were alive at the beginning or end of
the study and for those who migrated in/out during the
study.
After constructing the person-year file we estimate the

annual hazards of dying using logistic regression models
[40–44]. Binary logistic regression models are used for
estimates of the risk of dying from all possible causes,
and multinomial logistic regression models are used to
obtain estimates of the risk of dying from causes in
broad cause of death categories. Using the estimated an-
nual hazards of death, we construct standard life tables
to derive life expectancies at birth and adult mortality
rates (the probability of dying between ages 15 and 60
for those who survive to age 15 if subjected to age-
specific mortality rates between those ages for the speci-
fied calendar year).
In order to contextualize the dynamics of the HIV epi-

demic and the availability of antiretroviral treatment
over time, the years of the study are divided into the fol-
lowing time periods: 1993–1997, 1998–2000, 2001–
2003, 2004–2007, 2008–2010 and 2011–2013. We also
categorize age into the following commonly used age
groups: 0–4, 5–14, 15–49, 50–64 and 65+. For the
cause-specific analyses, the most likely causes of death
generated by the InterVA-4 model except indeterminate
are categorized into four broad groups: (1) HIV/AIDS
and TB; (2) other communicable, maternal, perinatal,
and nutritional diseases (excluding HIV/AIDS and TB);
(3) non-communicable diseases; and (4) injuries, consist-
ent with the burden of disease classification system in
South Africa [23].

Changes in mortality and cause of death patterns
Following a common, standard approach to analyzing
changes in mortality and cause of death patterns, we div-
ide the most likely causes of death generated by the
InterVA-4 model into three broad cause groups that can
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be compared with existing publications: Group I
(communicable diseases, maternal, and perinatal con-
ditions and nutritional deficiencies), Group II (non-
communicable diseases), and Group III (accidents and
injuries) [45, 46]. The proportion of deaths attributed to
each cause group ranges from 0 to 1 and the set of pro-
portions for all of the cause groups sums to 1 after exclud-
ing indeterminate causes. We follow Salomon and Murray
[46] to relate the distribution of deaths among cause
groups to the overall level of mortality. We fit estimates of
age and cause-specific mortality fractions to a set of re-
gression equations of the following form

Y i1 ¼ β0 þ β1 ln Mið Þ þ εi1; and ð1Þ

Y i2 ¼ γ0 þ γ1 ln Mið Þ þ εi2: ð2Þ

where i indexes age; Yi1 and Yi2 are the log ratios of the
cause-specific fractions for Group II causes (P2) and
Group III causes (P3) relative to the cause-specific frac-
tion for Group I causes (P1): Y i1 ¼ ln P2

P1

! "
and Y i2 ¼ ln

P3
P1

! "
; Mi is the all-cause mortality rate; β0 and γ0 are

constant terms and εi1 and εi2 are error terms. The coef-
ficients are estimated using seemingly unrelated regres-
sion models, separately for each sex and age group.
These models provide efficient means of jointly obtain-
ing estimates from a set of equations each with its own
error term that may be correlated with the error terms
of other equations. As in Salomon and Murray [46] we
compute predicted values for Y1 and Y2 for each

observation in the dataset. Those predicted values are
transformed into predicted proportions for each cause
group using the multivariate logistic transformation:

Pj ¼
exp Y j

# $

1þ
PJ−1

j¼1 exp Y j
# $

where J = 3 and P3 is 1 − P1−P2.

Software
All analyses have been conducted using Stata version
14.1 (Stata Corp., College Station, USA).

Results
Over the period 1993–2013 the Agincourt HDSS re-
corded a total of 13,472 deaths in 1,604,085 person-years
of follow-up. Table 1 presents the person-years and
number of deaths grouped by time period and cause of
death categories. VA interviews were available for 92% of
the deaths. VA interviews were not conducted for the
other 8% of the deaths mainly due to failure to contact
suitable respondents. The InterVA-4 model assigned un-
determined cause of death to 6.2% of the deaths with VA
interviews.

Trends in mortality and cause of death
Table 2 presents summed annual probabilities of dying
from all causes for all age groups (per 1000), adult (ages
15–64) mortality rates (per 1000) and life expectancies at

Table 1 Person years and number of deaths by time period and cause of death categories, Agincourt, South Africa, 1993–2013
Sex Indicator 1993–1997 1998–2000 2001–2003 2004–2007 2008–2010 2011–2013

Female Person years 174,518 108,599 110,608 155,062 138,883 145,799

Number of Deaths

Total 773 677 1019 1651 1229 1096

HIV/AIDS & TB 200 226 505 825 476 286

Other Communicable 139 109 126 219 220 237

Non Communicable 248 203 238 391 424 452

Injuries 47 30 38 46 29 31

Indeterminate 52 46 44 93 48 41

VA interview not done 87 63 68 77 32 49

Male Person years 161,119 101,311 102,972 143,188 127,695 134,331

Number of Deaths

Total 900 708 1115 1833 1363 1108

HIV/AIDS & TB 243 256 480 755 528 300

Other Communicable 120 97 126 236 271 221

Non Communicable 234 158 230 420 337 352

Injuries 130 79 119 160 102 127

Indeterminate 44 20 40 74 49 46

VA interview not done 129 98 120 188 76 62
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Table 2 Trends in selected mortality indicators, Agincourt, South Africa, 1993–2013
Sex Year Annual probability of dying

(95% CI)
Adult mortality rate
(95% CI)

Life Expectancy at birth
(95% CI)

Female 1993 4.5 (3.8,5.2) 200.3 (159.7249.6) 73.7 (70.7,76.7)

1994 4.5 (3.8,5.2) 171.8 (134.2218.6) 73.2 (70.7,75.6)

1995 3.8 (3.2,4.5) 127.6 (93.6172.8) 74.8 (72.3,77.2)

1996 4.3 (3.6,5.0) 166.7 (127.6216.4) 74 (71.5,76.5)

1997 4.5 (3.9,5.2) 222.7 (180.1273.6) 74.6 (71.7,77.4)

1998 5.5 (4.8,6.3) 242 (202.2288.2) 70.6 (67.9,73.3)

1999 6.1 (5.3,6.9) 296.5 (254.2344.1) 69.3 (66.6,71.9)

2000 6.4 (5.6,7.2) 322.5 (275.3375.4) 67.7 (65.1,70.2)

2001 8.1 (7.3,9.1) 392 (347,440.6) 62.2 (59.8,64.5)

2002 8.7 (7.9,9.7) 469.2 (421.8519.3) 60.8 (58.3,63.2)

2003 9.6 (8.6,10.6) 463.5 (420.2509) 59.6 (57.2,62.1)

2004 9.4 (8.5,10.4) 503.3 (457.8550.8) 59.6 (57.2,62)

2005 11.3 (10.3,12.4) 536.4 (493.6580.5) 56.5 (54.3,58.7)

2006 9.9 (9.0,11.0) 476.2 (432,522.5) 59.7 (57.3,62)

2007 10.2 (9.3,11.2) 517.9 (474.6562.7) 58.6 (56.3,60.8)

2008 9.7 (8.8,10.6) 464.3 (422.8507.9) 60.4 (58.3,62.4)

2009 8.0 (7.3,8.9) 378.6 (338.3421.9) 65.3 (63.2,67.4)

2010 8.0 (7.2,8.8) 377.1 (337,420.3) 65.4 (63.3,67.5)

2011 7.9 (7.2,8.8) 359 (321.8399.2) 65.2 (63.1,67.3)

2012 7.2 (6.5,8) 317.2 (280.9357) 68.5 (66.4,70.5)

2013 6.7 (6,7.4) 294.9 (258.2335.5) 70.2 (68.2,72.3)

Male 1993 5.4 (4.7,6.3) 281.8 (229.5343.3) 67.8 (64.7,70.9)

1994 6 (5.2,6.9) 324.4 (267.8389.4) 63.6 (61.3,65.8)

1995 5 (4.3,5.8) 343.5 (284.6410.6) 67.2 (64.7,69.8)

1996 5.3 (4.6,6.2) 337.8 (282.7400.3) 66.9 (64,69.7)

1997 5.4 (4.7,6.3) 331 (277.1392.2) 65.7 (63.1,68.4)

1998 6.2 (5.4,7.1) 373 (317.6434.7) 64.4 (61.7,67)

1999 7.1 (6.3,8.1) 358.5 (306.6416.1) 62.3 (59.8,64.8)

2000 7 (6.2,8) 382 (328.9440.4) 62.3 (59.8,64.7)

2001 9.1 (8.1,10.1) 499.3 (446.5554.7) 57.2 (55,59.4)

2002 10.5 (9.5,11.7) 550.4 (499.3603) 53.6 (51.5,55.7)

2003 11.8 (10.7,12.9) 601.3 (552.8650.3) 51.7 (49.6,53.8)

2004 12 (10.9,13.2) 662.6 (615.9708.8) 51.3 (49.3,53.3)

2005 12.1 (11,13.3) 588.5 (541.2636.4) 52.3 (50.4,54.1)

2006 11.9 (10.9,13.1) 637.1 (591.5682.6) 52.1 (50.1,54)

2007 13.2 (12.1,14.4) 650 (607.3692.4) 49.9 (48.1,51.7)

2008 12.1 (11.1,13.2) 581.7 (539.4624.6) 52.1 (50.3,53.8)

2009 9.8 (9,10.8) 517.4 (473.2563.2) 56.6 (54.7,58.5)

2010 9.3 (8.5,10.3) 511.9 (466.4559.1) 57.6 (55.7,59.5)

2011 8.6 (7.8,9.5) 445.4 (398.7495.1) 59.8 (58,61.6)

2012 7.7 (6.9,8.5) 426.1 (380.2475) 61.5 (59.6,63.5)

2013 7.9 (7.2,8.8) 399.7 (355.4447.3) 61.3 (59.4,63.2)

Adult mortality rate is the probability of dying between ages 15 and 59
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birth. These estimates describe trends in all-cause mortal-
ity and are also shown in Fig. 1 panels (a), (b) and (c).
The annual probability of dying from all causes for all

ages was about 5.4 and 4.5 per 1000 person years in
1993 for males and females, respectively. Those started
to increase rapidly around 1997 for both males and fe-
males and reached a peak level around 2007 of 13.2 per
1000 person years for males and 11.3 per 1000 person
years around 2005 for females, before starting to decline
in more recent years. By 2013, the annual probability of
dying from all causes had reduced from peak levels to
7.9 per 1000 person years for males and 6.7 per 1000
person years for females. At the peak overall mortality
for both sexes had more than doubled to about 2.5 times
its starting value.
Adult mortality rates exhibit a similar pattern. From a

base of 281.8 and 200.3 per 1000 person years in 1993
for males and females, adult mortality rose to 650 per
1000 person years around 2007 for males and 536 per
1000 person years around 2005 for females, before start-
ing to decline. By 2013 adult mortality rates had reduced

from the peak levels to 399.7 per 1000 person years for
males and 294.9 per 1000 person years for females.
Trends in life expectancy at birth reflect trends in all-

age and adult mortality for both sexes. For females, life
expectancy at birth dropped from about 74 years in
1993 to about 57 years in 2005 (a loss of 17 years) and
returned to around 70 years by 2013. For males, life ex-
pectancy at birth dropped from about 68 years in 1993
to about 50 years in 2007 (a loss of 18 years) and in-
creased to around 61 years by 2013.
Figure 1 panel (d) shows the predicted summed annual

probability of dying per 1000 person years by year and
cause of death, estimated using a multinomial logistic re-
gression. The estimated probability of dying from each
cause is added to that of the other causes. Hence, the
cumulative area under each curve represents the prob-
ability of dying from the successively combined causes
in a given year. The annual probability of dying from
HIV/AIDS and TB increased dramatically after 2000,
reached a peak around 2004–2005 and has been de-
creasing since 2007. However, the level of HIV/AIDS
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Fig. 1 Trends in selected mortality and cause of death indicators, Agincourt, South Africa, 1993–2013. a All-Cause Mortality. b Adult Mortality. c
Life Expectancy at Birth. d Cause Specific Mortality
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and TB related mortality in the more recent time is still
higher than the level in 1993. Non-communicable dis-
eases have consistently been the next largest cause of
death and the probability of dying from them has in-
creased steadily over time. The probability of dying from
accidents and injuries has remained steady and low al-
though there is a major difference between males and fe-
males. Figure 2 shows summaries of the same trends in
the probabilities of dying from the different cause of
death categories with the years of follow-up divided into
six time periods.
Estimates of the risk of dying from different causes as

a function of sex, age and time period are presented in
Table S1 (see Additional file 1). Trends in the probabil-
ities of dying from each of the cause of death categories
by sex, age and time period, and the age-specific mar-
ginal linear predictions of dying from selected causes in
subsequent time periods relative to 1993–1997 obtained
from these estimates, are displayed in Figs. 3, 4 and 5.
The vertical scales for the probabilities of dying in

Fig. 3 are appreciably different between the different

age categories. Throughout time and for all ages,
males have higher probability of dying from all causes
compared to females. In all time periods, those aged
65+ have the highest probabilities of dying from all
causes followed respectively in descending order by
those aged 50–64, 0–4, 15–49 and 5–14.
In the 65+ age category non-communicable diseases

have been the leading cause of death for both males and
females and mortality associated with them has been ris-
ing steadily. Significant increases in non-communicable
disease mortality started to emerge in this age category
from 2004 to 2007 (RRR (95% CI): 1.51 (1.23, 1.84),
p < 0.001 for males and RRR (95% CI): 1.24 (1.02, 1.50),
p = 0.0271 for females in 2004–2007 relative to 1993–
1997). By 2011–2013, the risk of dying from non-
communicable diseases in this age category reached 1.69
(95% CI: 1.38, 2.06, p < 0.001) times as large as 1993–
1997 for males and 1.65 (95% CI: 1.38, 1.99, p < 0.001)
times as large as 1993–1997 for females.
In the 50–64-age category non-communicable diseases

have also been an important cause of death although the
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Fig. 2 Trends in annual probability of dying by cause of death, Agincourt, South Africa, 1993–2013. a HIV/AIDS and TB. b Other Communicable. c
Non-Communicable. d Injuries
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risk of dying from them over time relative to 1993–1997
has remained almost constant for both males and fe-
males. The risk of dying from non-communicable dis-
eases relative to 1993–1997 increased to statistically
significant levels in 2001–2003 (RRR (95% CI): 1.87
(1.37,2.56), p < 0.001) and remained constant thereafter in
males and was only statistically significant in 2001–2003
(RRR (95% CI): 1.58 (1.14,2.21), p = 0.007) in females.
HIV/AIDS and TB have also contributed significantly to

mortality in the 50–64 age category for both males and fe-
males. The probability of dying from HIV/AIDS and TB
in this age category steadily increased from the late 1990s
to the early 2000s and reached a peak in 2004–2007 (RRR
(95% CI): 3.36 (2.55, 4.43), p < 0.001 in 2004–2007 relative
to 1993–1997 for males; RRR (95% CI): 4.02 (3.00, 5.37),
p < 0.001 in 2004–2007 relative to 1993–1997 for fe-
males). Since then, HIV/AIDS and TB mortality has stead-
ily declined and has reached the baseline level for males
(RRR (95% CI): 1.33 (0.96,1.83), p = 0.083 in 2011–2013
relative to 1993–1997) and is closer to baseline level for
females (RRR (95% CI): 1.52 (1.08–2.13), p = 0.016 in
2011–2013 relative to 1993–1997).

In the 15–49 age category for both males and females
HIV/AIDS and TB have been the leading causes of
death. The probability of dying from HIV/AIDS and TB
in this age category increased dramatically from the late
1990s to the early 2000s, reached a peak in 2004–2007
(RRR (95% CI): 5.19 (4.25, 6.33), p < 0.001 in 2004–2007
relative to 1993–1997 for males; RRR (95% CI): 6.20
(5.12, 7.50), p < 0.001 in 2004–2007 relative to 1993–
1997 for females) and has steadily decreased since then.
Notwithstanding, HIV/AIDS and TB mortality in the
most recent time periods is still above what it was dur-
ing the early 1990s for both males (RRR (95% CI): 1.96
(1.56,2.46), p < 0.001 in 2011–2013 relative to 1993–1997)
and females (RRR (95% CI): 2.24 (1.80–2.78), p < 0.001 in
2011–2013 relative to 1993–1997). Both males and fe-
males in the 15–49 age category have also experienced
steady increases in the risk of dying from non-
communicable diseases over the years. By 2011–2013, the
risk of dying from non-communicable diseases in this age
category reached 2.89 (95% CI: 2.22, 3.76, p < 0.001) times
as large as 1993–1997 for males and 2.84 (95% CI: 2.17,
3.71, p < 0.001) times as large as 1993–1997 for females.
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Fig. 3 Trends in annual probability of dying by age, sex and cause of death, Agincourt, South Africa, 1993–2013
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In the 5–14 age category overall mortality increased
steadily from the late 1990s, reached a peak in 2004–
2007 and remained high until 2008–2010. Overall mor-
tality in this age group only started to decline in the
most recent time period following reductions in mortal-
ity from HIV/AIDS and TB. The risk of dying from
HIV/AIDS and TB in this age category reached peak
levels of 3.97 (95% CI: 2.07, 7.62, p < 0.001) times as
large as 1993–1997 for males and 4.04 (95% CI: 2.09,
7.79, p < 0.001) times as large as 1993–1997 for females
in 2008–2010 but dropped to the same level as 1993–
1997 in 2011–2013 (RRR (95% CI): 1.27 (0.56, 2.86),
p = 0.565 in 2011–2013 relative to 1993–1997 for males;
RRR (95% CI): 1.45 (0.64, 3.28), p = 0.371 in 2011–2013
relative to 1993–1997 for females).
In the 0–4 age group mortality has almost exclusively

been from HIV/AIDS and TB and other communicable
diseases. Trends in the pattern of overall mortality in
this age category have mirrored those of the HIV/AIDS
mortality pattern. For both males and females, HIV/
AIDS mortality in this age group increased steadily from

the mid 1990s, reached a peak in 2001–2003 (RRR (95%
CI): 3.16 (2.32, 4.30), p < 0.001 in 2001–2003 relative to
1993–1997 for males; RRR (95% CI): 3.66 (2.69, 5.00),
p < 0.001 in 2001–2003 relative to 1993–1997 for fe-
males) and has steadily decreased since then. In the
most recent time period the level of HIV/AIDS mortality
in this age category is equivalent to the level it was dur-
ing the 1993–1997 time period (RRR (95% CI): 0.68
(0.45, 1.04), p = 0.075 in 2011–2013 relative to 1993–
1997 for males; RRR (95% CI): 0.78 (0.51, 1.19),
p = 0.249 in 2011–2013 relative to 1993–1997 for
females).

Shifts in mortality and cause of death patterns
Table 3 and Figs. 6 and 7 present results from the ana-
lysis of the progression of the epidemiological transition
in the Agincourt study population for each sex, age cat-
egory. Table 3 shows the estimated coefficients from the
seemingly unrelated regression models. For most age
groups, the coefficients for all-cause mortality are statis-
tically significant. Figures 6 and 7 show, for males and
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Fig. 4 Age-specific marginal linear predictions of dying from selected causes of death in subsequent time periods relative to 1993–1997 for
males, Agincourt, South Africa, 1993–2013
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Fig. 5 Age-specific marginal linear predictions of dying from selected causes of death in subsequent time periods relative to 1993–1997 for
females, Agincourt, South Africa, 1993–2013

Table 3 Seemingly unrelated regression estimates of log ratios of cause fractions on all-cause mortality
Sex Coefficients for ln(P2/P1) Coefficients for ln(P3/P1)

Age ln(Mi) (95% CI) p-value Intercept (95% CI) p-value ln(Mi) (95% CI) p-value Intercept (95% CI) p-value

Female 0–4 −0.60 (−0.91,−0.28) < 0.001 −5.68 (−7.16,−4.21) < 0.001 −0.51 (−1.54,0.52) 0.329 −5.77 (−10.61,−0.93) 0.019

5–14 −0.20 (−1.97,1.58) 0.830 −3.05 (−15.71,9.62) 0.637 −1.89 (−3.78,0.01) 0.051 −15.09 (−28.62,−1.57) 0.029

15–49 −0.49 (−1.01,0.03) 0.063 −3.92 (−6.60,−1.24) 0.004 -1.24 (−1.66,−0.82) < 0.001 −9 (−11.17,−6.84) < 0.001

50–64 −0.61 (−0.97,−0.26) 0.001 −2.69 (−4.21,−1.16) 0.001 −1.15 (−1.84,−0.46) 0.001 −7.37 (−10.35,−4.39) < 0.001

65+ 1.70 (0.50,2.91) 0.006 6.54 (2.56,10.52) 0.001 −4.06 (−6.03,−2.09) < 0.001 −16.16 (−22.67,−9.66) < 0.001

Male 0–4 0.01 (−0.71,0.72) 0.983 −2.56 (−5.87,0.75) 0.129 −2.9 (−3.96,−1.83) < 0.001 −17.25 (−22.18,−12.32) < 0.001

5–14 −0.85 (−2.28,0.59) 0.249 −7.34 (−17.19,2.51) 0.144 −1.8 (−3.12,−0.47) 0.008 −12.98 (−22.06,−3.9) 0.005

15–49 −0.74 (−1.08,−0.39) < 0.001 −4.63 (−6.32,−2.94) < 0.001 −1.13 (−1.42,−0.84) < 0.001 −6.57 (−8.02,−5.12) < 0.001

50–64 −0.59 (−1.05,−0.13) 0.011 −2.50 (−4.20,−0.79) 0.004 −1.66 (−2.29,−1.03) < 0.001 −8.01 (−10.35,−5.67) < 0.001

65+ 0.46 (−0.36,1.28) 0.270 1.73 (−0.54,4.00) 0.136 −1.08 (−3.89,1.73) 0.451 −5.41 (−13.18,2.36) 0.172

Mi is the all-cause mortality rate for age category i; P1 is cause-specific fraction for Group I causes; P2 is cause-specific fraction for Group II causes and P3 is cause-
specific fraction for Group III causes.
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females respectively, the actual predicted proportions of
deaths attributed to each cause group using ternary dia-
grams. A ternary diagram is a graphical representation
of three variables which sum to a constant and depicts
ratios of three variables as positions in an equilateral tri-
angle. The diagrams reveal more detail on the progres-
sion of the transition for each sex and age category. The
points within each diagram are labeled with an abbrevi-
ation of the time period that omits the century, for ex-
ample 93–97 for 1993–1997. Each point simultaneously
represents the fraction of deaths attributed to the stand-
ard Group I (communicable diseases, maternal, and peri-
natal conditions and nutritional deficiencies), Group II
(non- communicable diseases), and Group III (accidents
and injuries) cause categories. The fraction of deaths at-
tributed to Group I causes is represented as the perpen-
dicular distance from the bottom of the triangle to the
top vertex; the fraction to Group II causes is the perpen-
dicular distance from the left side of the triangle to the

right vertex; and the fraction to Group III is the perpen-
dicular distance from the right side of the triangle to the
left vertex. For example, the point labeled 93–97 for
males aged 15–49 represents 47% of deaths from
Group I, 22% deaths from Group II and 31% deaths
from Group III. Diagrams for the 0–4 age group are
not included because there is little movement in this
age group. Thus the predictions show the direction
and magnitude of changes in cause of death patterns
as mortality changes.
From the perspective of classical understanding of epi-

demiological transition, the diagrams show reversals in
the progression of the transition in most age groups dur-
ing the periods of rising HIV/AIDS mortality. For most
age groups, the reversals peak during the 2004–2007
time period. The classic epidemiological transition is on
track (conforms to standard understanding) in recent
years following the widespread availability and uptake of
antiretroviral treatment. However, the progression of the
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Fig. 6 Shifts in mortality and cause of death patterns for males, Agincourt, South Africa, 1993–2013
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transition for most age categories has not yet quite re-
covered back to the stage it was in the early 1990s.
The diagrams also reveal the simultaneous impacts

and interactions of different cause groups as the epi-
demiological transition progresses in the positive direc-
tion, i.e. overall mortality falling. The time trajectory of
paths charting the progression of the transition varies by
sex. For the older age groups, the relative importance of
mortality from non-communicable diseases increases
first for females and then for males, although non-
communicable diseases become the dominant cause of
death for both sexes as all-cause mortality falls.
For young and middle-aged adults (15–49 years),

the relative contribution of mortality from injuries in-
creases more for males compared to females as the
transition progresses. For young and middle-aged
adult females, the relative contribution of mortality
from communicable causes is higher than for their
male counterparts.

Discussion
This paper has assessed the progress of the epidemio-
logical transition in a rural population in South Africa
undergoing profound health and social changes, using
mortality and cause of death data collected over two de-
cades through a robust health and socio-demographic
surveillance system. The findings improve, update and
extend published trends in mortality and cause of death
profiles [6, 18, 28] by including data from more recent
years that cover the widespread availability and uptake
of ART. Further, the analytical approach allows for the
progress of the epidemiological transition to be empiric-
ally assessed by relating overall mortality levels to
changes in the cause composition over time.
The results clearly exhibit elements of the “counter”

and “protracted” epidemiological transitions proposed by
Frenk [5] based on experiences in Mexico. The epi-
demiological transition in the Agincourt population
began a reversal in the early 1990s [6, 18] that continued
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Fig. 7 Shifts in mortality and cause of death patterns for females, Agincourt, South Africa, 1993–2013
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until around 2004–2007. This reversal was driven mostly
by increases in mortality attributable to HIV/AIDS and
TB. Only in recent years has the transition reversed
again and started to move in the positive direction, with
falling overall mortality and standard (as predicted by
the classic theory of the epidemiological transition)
changes to the cause of death distribution. This results
from the widespread availability and uptake of antiretro-
viral treatment (ART) that has successfully reduced the
number of deaths attributable to HIV/AIDS and TB.
Provision of ART started in three district hospitals sur-
rounding the study area between 2004 and 2005 [28, 47].
In 2007 a private community health centre specializing
in HIV care and treatment services and run in partner-
ship with the Department of Health, the Bhubezi
Community Health Centre, started operating in the
study area [47]. Provision of ART thereafter extended
to public primary care clinics in the study area be-
tween 2008 and 2009 and has become widespread
since 2010. However, despite improvements in recent
years and overall mortality in children under the age
of five years reaching the levels of 20 years before,
largely due to the success of prevention of mother-to-
child transmission (PMTCT) programmes [48], in
most age groups indicators of the epidemiological
transition have yet to reach the levels they occupied
in the early 1990s. Thus the epidemiological transi-
tion is still evolving, having been significantly delayed
by the HIV/AIDS epidemic. The progress of the tran-
sition has also been characterized by persistent gender
differences with faster positive progression in females
than males. Similar to other southern African settings,
this may be because rates of HIV testing and linkage
to and retention in care are higher in females than in
males [49–52].
We acknowledge several limitations to this study. First,

since updates of vital events in the Agincourt HDSS
occur once a year there is a possibility that some still
births, neonatal and infant deaths may not be recorded
particularly when births and deaths occur between con-
secutive household visits [32]. However, this bias is min-
imal in recent years because since 2000 names of the
most recent child born to each woman appear on the
pre-populated household roster and since 2006 there is
careful probing for pregnancies and births since the last
recorded child by asking about pregnancy status of every
woman of childbearing [32]. Second, we used data from
one defined geographic region in rural South Africa. As
such, the applicability of our findings elsewhere may not
be easy to establish. However, similar to another earlier
study [14], this study provides clear evidence of the
major interruption to the classical epidemiological tran-
sition brought about by the HIV/AIDS epidemic. Sec-
ond, while this study’s goal was to characterize mortality

patterns over time and empirically assess the changing
relations between overall mortality levels and cause
compositions, focusing on population-level patterns may
mask heterogeneity in these patterns by social, economic
and other indicators. Future analyses exploring hetero-
geneity in transition trajectories by social groups may
identify important differentials and disparities as well as
potential explanations of underlying patterns and drivers
of epidemiological change.
Evidence suggests that the Agincourt population is

undergoing dynamic socioeconomic change [34] while
concurrently experiencing high prevalence of HIV [53]
and risk factors for cardiometabolic diseases, particularly
hypertension [54]. Our findings imply that the epidemio-
logical transition will continue to be protracted in the
near future, especially in the middle adult age categories.
As more people living with HIV/AIDS access antiretro-
viral treatment, concentration of mortality will shift to-
wards older age categories and the contribution of
cardiovascular and other chronic non-communicable
diseases will become more apparent. Further, while base-
line data suggests little interaction of ART and cardio-
metabolic disease risk [54], greater ART uptake and
resulting prolonged survival highlights the need for fur-
ther studies on the interaction of HIV, cardiometabolic
disease and ageing. Hence, our results suggest a need to
realign the health care system to cater concurrently for
multiple disease conditions.

Conclusion
This study has provided a detailed examination of the
changing epidemiological profile of a rural South African
population prior to and throughout the emergence of
the HIV/AIDS epidemic in the absence of treatment,
and the resulting changes in the context of PMTCT and
ART rollout. Grounded in a robust statistical framework
permitting detailed empirical assessment relating mor-
tality levels to cause of death composition, our findings
suggest that the Agincourt population is experiencing a
protracted transition, with multiple stages overlapping
and changes incomplete. This calls for continuous moni-
toring of the trajectory of the transition in order to ad-
vise policy makers around health planning and resource
allocation and highlights the value of HDSS. Increas-
ingly, the intersection and interaction of HIV and
ART, non-communicable disease risk factors such as
rising hypertension, obesity and type-2 diabetes and
complex social, economic and behavioral changes oc-
curring in the population (for example, rising labour
migration in young women [55]) will impact contin-
ued progress in reducing premature mortality and im-
proving health. This study highlights the need for
integrated healthcare planning and program delivery
to improve access and adherence to treatment for
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HIV and non-communicable diseases. Finally, our
findings from a local, rural setting over an extended
period contribute to the evidence base to inform fur-
ther refinement and advancement of health and epi-
demiological transition theory.

Additional file

Additional file 1: Table S1. Multinomial logistic regression of death by
cause, sex, age, and time period. (DOCX 51 kb)
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Additional file 1: Table 1. Multinomial logistic regression of death by cause, sex, age, 
and time period 

Variable	 Relative	Risk	Ratio	 95%	CI	 p-value	
HIV/TB		 	 	 	Sex	

	 	 	Female	 1.00	 –	 –	
Male	 1.10	 [0.86,1.40]	 0.442	
Age	Groups	 	 	 	0-4	 1.00	 –	 –	
5-14	 0.09	 [0.05,0.16]	 <	0.001	
15-49	 0.78	 [0.59,1.05]	 0.102	
50-64	 1.81	 [1.28,2.56]	 <	0.001	
65+	 3.47	 [2.51,4.81]	 <	0.001	
Time	Period	 	 	 	1993-1997	 1.00	 –	 –	
1998–2000	 2.00	 [1.41,2.83]	 <	0.001	
2001–2003	 3.66	 [2.69,5.00]	 <	0.001	
2004–2007	 2.78	 [2.05,3.78]	 <	0.001	
2008–2010	 1.44	 [1.02,2.04]	 0.040	
2011–2013	 0.78	 [0.51,1.19]	 0.249	
Interactions	between	Sex	and	Age	 	 	Male	X	age	5–14	 1.13	 [0.75,1.71]	 0.562	
Male	X	age	15–49	 0.92	 [0.76,1.11]	 0.372	
Male	X	age	50–64	 1.92	 [1.53,2.41]	 <	0.001	
Male	X	age	65+	 2.72	 [2.15,3.44]	 <	0.001	
Interactions	between	Sex	and	Time	 	 	Male	X	1998–2000	 0.94	 [0.72,1.22]	 0.644	
Male	X	2001–2003	 0.86	 [0.68,1.08]	 0.202	
Male	X	2004–2007	 0.84	 [0.67,1.04]	 0.107	
Male	X	2008–2010	 0.98	 [0.78,1.24]	 0.877	
Male	X	2011–2013	 0.88	 [0.68,1.13]	 0.298	
Interactions	between	Age	and	Time	 	 	Age	5-14	X	1998–2000	 0.39	 [0.14,1.08]	 0.069	
Age	5-14	X	2001–2003	 0.77	 [0.36,1.63]	 0.493	
Age	5-14	X	2004–2007	 1.11	 [0.54,2.27]	 0.778	
Age	5-14	X	2008–2010	 2.80	 [1.36,5.78]	 0.005	
Age	5-14	X	2011–2013	 1.86	 [0.76,4.55]	 0.177	
Age	15-49	X	1998–2000	 1.14	 [0.79,1.66]	 0.485	
Age	15-49	X	2001–2003	 1.45	 [1.04,2.02]	 0.029	
Age	15-49	X	2004–2007	 2.23	 [1.61,3.10]	 <	0.001	
Age	15-49	X	2008–2010	 2.72	 [1.88,3.94]	 <	0.001	
Age	15-49	X	2011–2013	 2.87	 [1.85,4.45]	 <	0.001	



Age	50-64	X	1998–2000	 0.51	 [0.32,0.84]	 0.008	
Age	50-64	X	2001–2003	 0.79	 [0.53,1.19]	 0.260	
Age	50-64	X	2004–2007	 1.45	 [0.98,2.13]	 0.062	
Age	50-64	X	2008–2010	 1.72	 [1.12,2.65]	 0.014	
Age	50-64	X	2011–2013	 1.94	 [1.18,3.21]	 0.010	
Age	65+	X	1998–2000	 0.62	 [0.41,0.96]	 0.032	
Age	65+	X	2001–2003	 0.41	 [0.28,0.61]	 <	0.001	
Age	65+	X	2004–2007	 0.54	 [0.37,0.78]	 0.001	
Age	65+	X	2008–2010	 0.91	 [0.60,1.38]	 0.649	
Age	65+	X	2011–2013	 1.32	 [0.81,2.15]	 0.269	
Other	Communicable	Causes	

	Sex	
	 	 	Female	 1.00	 –	 –	

Male	 0.90	 [0.69,1.16]	 0.408	
Age	Groups	 	 	 	0-4	 1.00	 –	 –	
5-14	 0.06	 [0.04,0.11]	 <	0.001	
15-49	 0.11	 [0.07,0.15]	 <	0.001	
50-64	 0.21	 [0.12,0.36]	 <	0.001	
65+	 1.01	 [0.70,1.44]	 0.975	
Time	Period	 	 	 	1993-1997	 1.00	 –	 –	
1998–2000	 1.40	 [1.03,1.91]	 0.033	
2001–2003	 1.84	 [1.37,2.46]	 <	0.001	
2004–2007	 2.04	 [1.57,2.65]	 <	0.001	
2008–2010	 1.89	 [1.45,2.47]	 <	0.001	
2011–2013	 1.36	 [1.03,1.81]	 0.032	
Interactions	between	Sex	and	Age	 	 	Male	X	age	5–14	 1.08	 [0.70,1.65]	 0.734	
Male	X	age	15–49	 0.80	 [0.64,0.99]	 0.038	
Male	X	age	50–64	 2.05	 [1.46,2.89]	 <	0.001	
Male	X	age	65+	 1.64	 [1.25,2.17]	 <	0.001	
Interactions	between	Sex	and	Time	 	 	Male	X	1998–2000	 1.09	 [0.75,1.59]	 0.638	
Male	X	2001–2003	 1.16	 [0.82,1.65]	 0.402	
Male	X	2004–2007	 1.32	 [0.97,1.80]	 0.078	
Male	X	2008–2010	 1.48	 [1.09,2.01]	 0.013	
Male	X	2011–2013	 1.10	 [0.80,1.51]	 0.551	
Interactions	between	Age	and	Time	 	 	Age	5-14	X	1998–2000	 0.72	 [0.32,1.60]	 0.418	
Age	5-14	X	2001–2003	 0.45	 [0.19,1.05]	 0.063	
Age	5-14	X	2004–2007	 0.62	 [0.31,1.23]	 0.168	
Age	5-14	X	2008–2010	 1.02	 [0.53,1.97]	 0.944	



Age	5-14	X	2011–2013	 0.79	 [0.36,1.71]	 0.547	
Age	15-49	X	1998–2000	 0.92	 [0.55,1.53]	 0.738	
Age	15-49	X	2001–2003	 0.93	 [0.58,1.48]	 0.747	
Age	15-49	X	2004–2007	 1.19	 [0.79,1.79]	 0.409	
Age	15-49	X	2008–2010	 1.59	 [1.05,2.38]	 0.027	
Age	15-49	X	2011–2013	 2.88	 [1.90,4.36]	 <	0.001	
Age	50-64	X	1998–2000	 0.78	 [0.36,1.73]	 0.546	
Age	50-64	X	2001–2003	 0.81	 [0.40,1.65]	 0.562	
Age	50-64	X	2004–2007	 0.77	 [0.40,1.47]	 0.429	
Age	50-64	X	2008–2010	 1.23	 [0.66,2.28]	 0.517	
Age	50-64	X	2011–2013	 2.31	 [1.26,4.26]	 0.007	
Age	65+	X	1998–2000	 0.67	 [0.40,1.14]	 0.144	
Age	65+	X	2001–2003	 0.39	 [0.22,0.67]	 0.001	
Age	65+	X	2004–2007	 0.38	 [0.24,0.61]	 <	0.001	
Age	65+	X	2008–2010	 0.57	 [0.36,0.90]	 0.017	
Age	65+	X	2011–2013	 1.32	 [0.85,2.06]	 0.212	
Non-communicable	Causes		

	Sex	
	

	 	
Female	 1.00	 –	 –	
Male	 1.37	 [0.88,2.12]	 0.159	
Age	Groups	 	 	 	0-4	 1.00	 –	 –	
5-14	 0.48	 [0.20,1.16]	 0.104	
15-49	 2.22	 [1.20,4.11]	 0.011	
50-64	 15.05	 [8.12,27.90]	 <	0.001	
65+	 76.85	 [42.68,138.36]	 <	0.001	
Time	Period	 	 	 	1993-1997	 1.00	 –	 –	
1998–2000	 1.78	 [0.82,3.84]	 0.144	
2001–2003	 2.47	 [1.22,5.00]	 0.012	
2004–2007	 1.58	 [0.78,3.23]	 0.205	
2008–2010	 1.93	 [0.95,3.92]	 0.071	
2011–2013	 1.57	 [0.75,3.29]	 0.234	
Interactions	between	Sex	and	Age	 	 	Male	X	age	5–14	 0.74	 [0.36,1.52]	 0.406	
Male	X	age	15–49	 0.89	 [0.58,1.36]	 0.590	
Male	X	age	50–64	 1.09	 [0.71,1.67]	 0.707	
Male	X	age	65+	 1.05	 [0.69,1.59]	 0.818	
Interactions	between	Sex	and	Time	 	 	Male	X	1998–2000	 0.93	 [0.71,1.22]	 0.592	
Male	X	2001–2003	 1.09	 [0.84,1.41]	 0.513	
Male	X	2004–2007	 1.22	 [0.97,1.53]	 0.093	
Male	X	2008–2010	 0.99	 [0.79,1.25]	 0.934	



Male	X	2011–2013	 1.02	 [0.81,1.28]	 0.872	
Interactions	between	Age	and	Time	 	 	Age	5-14	X	1998–2000	 0.43	 [0.12,1.58]	 0.205	
Age	5-14	X	2001–2003	 0.24	 [0.06,0.91]	 0.035	
Age	5-14	X	2004–2007	 0.74	 [0.25,2.20]	 0.590	
Age	5-14	X	2008–2010	 0.54	 [0.17,1.75]	 0.304	
Age	5-14	X	2011–2013	 0.46	 [0.13,1.65]	 0.233	
Age	15-49	X	1998–2000	 0.94	 [0.42,2.10]	 0.877	
Age	15-49	X	2001–2003	 0.78	 [0.37,1.63]	 0.507	
Age	15-49	X	2004–2007	 1.40	 [0.67,2.94]	 0.368	
Age	15-49	X	2008–2010	 1.31	 [0.63,2.76]	 0.469	
Age	15-49	X	2011–2013	 1.81	 [0.84,3.90]	 0.130	
Age	50-64	X	1998–2000	 0.72	 [0.32,1.63]	 0.427	
Age	50-64	X	2001–2003	 0.70	 [0.33,1.47]	 0.344	
Age	50-64	X	2004–2007	 1.18	 [0.56,2.49]	 0.659	
Age	50-64	X	2008–2010	 1.03	 [0.49,2.19]	 0.929	
Age	50-64	X	2011–2013	 1.17	 [0.54,2.54]	 0.691	
Age	65+	X	1998–2000	 0.63	 [0.29,1.37]	 0.240	
Age	65+	X	2001–2003	 0.45	 [0.22,0.92]	 0.028	
Age	65+	X	2004–2007	 0.78	 [0.38,1.60]	 0.499	
Age	65+	X	2008–2010	 0.85	 [0.41,1.73]	 0.646	
Age	65+	X	2011–2013	 1.05	 [0.50,2.22]	 0.888	
Injuries	

	 	 	Sex	 1.00	 –	 –	
Female	 0.80	 [0.42,1.51]	 0.486	
Male	

	
	 	Age	Groups	 	 	 	0-4	 1.00	 –	 –	

5-14	 0.37	 [0.15,0.89]	 0.026	
15-49	 1.09	 [0.55,2.14]	 0.804	
50-64	 2.46	 [1.11,5.44]	 0.026	
65+	 2.15	 [0.89,5.16]	 0.087	
Time	Period	 	 	 	1993-1997	 1.00	 –	 –	
1998–2000	 1.1	 [0.42,2.87]	 0.851	
2001–2003	 0.77	 [0.26,2.24]	 0.630	
2004–2007	 0.65	 [0.24,1.77]	 0.395	
2008–2010	 0.7	 [0.26,1.93]	 0.493	
2011–2013	 1.18	 [0.50,2.79]	 0.699	
Interactions	between	Sex	and	Age	 	 	Male	X	age	5–14	 2.98	 [1.37,6.47]	 0.006	
Male	X	age	15–49	 5.13	 [2.79,9.43]	 <	0.001	
Male	X	age	50–64	 4.03	 [1.97,8.21]	 <	0.001	



Male	X	age	65+	 4.17	 [1.97,8.83]	 <	0.001	
Interactions	between	Sex	and	Time	 	 	Male	X	1998–2000	 0.94	 [0.55,1.63]	 0.835	
Male	X	2001–2003	 1.07	 [0.65,1.78]	 0.780	
Male	X	2004–2007	 1.16	 [0.72,1.87]	 0.539	
Male	X	2008–2010	 1.13	 [0.67,1.93]	 0.642	
Male	X	2011–2013	 1.33	 [0.80,2.21]	 0.273	
Interactions	between	Age	and	Time	 	 	Age	5-14	X	1998–2000	 1.06	 [0.31,3.58]	 0.923	
Age	5-14	X	2001–2003	 2.09	 [0.59,7.35]	 0.252	
Age	5-14	X	2004–2007	 1.36	 [0.40,4.71]	 0.623	
Age	5-14	X	2008–2010	 0.80	 [0.20,3.11]	 0.742	
Age	5-14	X	2011–2013	 0.69	 [0.22,2.16]	 0.519	
Age	15-49	X	1998–2000	 0.87	 [0.32,2.35]	 0.780	
Age	15-49	X	2001–2003	 1.60	 [0.54,4.77]	 0.397	
Age	15-49	X	2004–2007	 1.79	 [0.64,4.97]	 0.266	
Age	15-49	X	2008–2010	 1.24	 [0.44,3.49]	 0.677	
Age	15-49	X	2011–2013	 0.71	 [0.30,1.71]	 0.446	
Age	50-64	X	1998–2000	 0.81	 [0.26,2.55]	 0.717	
Age	50-64	X	2001–2003	 1.27	 [0.38,4.26]	 0.704	
Age	50-64	X	2004–2007	 1.02	 [0.32,3.25]	 0.974	
Age	50-64	X	2008–2010	 0.90	 [0.28,2.91]	 0.854	
Age	50-64	X	2011–2013	 0.57	 [0.21,1.57]	 0.276	
Age	65+	X	1998–2000	 0.95	 [0.27,3.34]	 0.935	
Age	65+	X	2001–2003	 2.05	 [0.57,7.34]	 0.271	
Age	65+	X	2004–2007	 1.96	 [0.59,6.52]	 0.274	
Age	65+	X	2008–2010	 0.91	 [0.24,3.37]	 0.882	
Age	65+	X	2011–2013	 0.53	 [0.16,1.73]	 0.295	
Indeterminate	

	 	 	Sex	
	 	 	Female	 1.00	 –	 –	

Male	 1.13	 [0.83,1.53]	 0.434	
Age	Groups	 	

	 	0-4	 1.00	 –	 –	
5-14	 0.09	 [0.05,0.19]	 <	0.001	
15-49	 0.29	 [0.20,0.42]	 <	0.001	
50-64	 1.56	 [1.03,2.35]	 0.036	
65+	 5.89	 [4.17,8.34]	 <	0.001	
Time	Period	 	

	 	1993-1997	 1.00	 –	 –	
1998–2000	 1.76	 [1.18,2.63]	 0.006	
2001–2003	 1.49	 [0.99,2.25]	 0.057	
2004–2007	 1.46	 [1.00,2.13]	 0.048	



2008–2010	 0.68	 [0.43,1.10]	 0.116	
2011–2013	 0.78	 [0.49,1.25]	 0.307	
Interactions	between	Sex	and	Age	

	 	Male	X	age	5–14	 0.97	 [0.57,1.65]	 0.909	
Male	X	age	15–49	 1.97	 [1.48,2.61]	 <	0.001	
Male	X	age	50–64	 1.84	 [1.31,2.60]	 <	0.001	
Male	X	age	65+	 1.27	 [0.95,1.71]	 0.111	
Interactions	between	Sex	and	Time	

	 	Male	X	1998–2000	 0.86	 [0.61,1.22]	 0.392	
Male	X	2001–2003	 1.07	 [0.77,1.49]	 0.685	
Male	X	2004–2007	 1.07	 [0.80,1.44]	 0.649	
Male	X	2008–2010	 1.13	 [0.79,1.62]	 0.494	
Male	X	2011–2013	 0.93	 [0.63,1.36]	 0.693	
Interactions	between	Age	and	Time	

	 	Age	5-14	X	1998–2000	 0.72	 [0.27,1.93]	 0.520	
Age	5-14	X	2001–2003	 0.89	 [0.34,2.32]	 0.818	
Age	5-14	X	2004–2007	 1.87	 [0.85,4.13]	 0.120	
Age	5-14	X	2008–2010	 1.01	 [0.32,3.16]	 0.987	
Age	5-14	X	2011–2013	 1.93	 [0.74,5.02]	 0.179	
Age	15-49	X	1998–2000	 0.76	 [0.47,1.24]	 0.273	
Age	15-49	X	2001–2003	 1.18	 [0.74,1.88]	 0.487	
Age	15-49	X	2004–2007	 1.40	 [0.91,2.15]	 0.126	
Age	15-49	X	2008–2010	 1.70	 [1.01,2.86]	 0.046	
Age	15-49	X	2011–2013	 1.07	 [0.62,1.82]	 0.815	
Age	50-64	X	1998–2000	 0.49	 [0.27,0.88]	 0.017	
Age	50-64	X	2001–2003	 0.72	 [0.41,1.25]	 0.238	
Age	50-64	X	2004–2007	 1.03	 [0.63,1.67]	 0.912	
Age	50-64	X	2008–2010	 0.97	 [0.53,1.79]	 0.927	
Age	50-64	X	2011–2013	 0.50	 [0.25,0.98]	 0.045	
Age	65+	X	1998–2000	 0.62	 [0.38,0.99]	 0.044	
Age	65+	X	2001–2003	 0.65	 [0.40,1.04]	 0.075	
Age	65+	X	2004–2007	 0.53	 [0.34,0.83]	 0.005	
Age	65+	X	2008–2010	 0.73	 [0.42,1.27]	 0.266	
Age	65+	X	2011–2013	 0.63	 [0.36,1.10]	 0.104	
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Socioeconomic differences in mortality in the antiretroviral 
therapy era in Agincourt, rural South Africa, 2001–13: 
a population surveillance analysis
Chodziwadziwa W Kabudula, Brian Houle, Mark A Collinson, Kathleen Kahn, Francesc Xavier Gómez-Olivé, Stephen Tollman, Samuel J Clark

Summary
Background Understanding the effects of socioeconomic disparities in health outcomes is important to implement 
specific preventive actions. We assessed socioeconomic disparities in mortality indicators in a rural South African 
population over the period 2001–13.

Methods We used data from 21 villages of the Agincourt Health and socio-Demographic Surveillance System (HDSS). 
We calculated the probabilities of death from birth to age 5 years and from age 15 to 60 years, life expectancy at birth, 
and cause-specific and age-specific mortality by sex (not in children <5 years), time period, and socioeconomic status 
(household wealth) quintile for HIV/AIDS and tuberculosis, other communicable diseases (excluding HIV/AIDS and 
tuberculosis) and maternal, perinatal, and nutritional causes, non-communicable diseases, and injury. We also 
quantified differences with relative risk ratios and relative and slope indices of inequality.

Findings Between 2001 and 2013, 10 414 deaths were registered over 1 058 538 person-years of follow-up, meaning the 
overall crude mortality was 9·8 deaths per 1000 person-years. We found significant socioecomonic status gradients 
for mortality and life expectancy at birth, with outcomes improving with increasing socioeconomic status. An inverse 
relation was seen for HIV/AIDS and tuberculosis mortality and socioeconomic status that persisted from 2001 to 2013. 
Deaths from non-communicable diseases increased over time in both sexes, and injury was an important cause of 
death in men and boys. Neither of these causes of death, however, showed consistent significant associations with 
household socioeconomic status.

Interpretation The poorest people in the population continue to bear a high burden of HIV/AIDS and tuberculosis 
mortality, despite free antiretroviral therapy being made available from public health facilities. Associations between 
socioeconomic status and increasing burden of mortality from non-communicable diseases is likely to become 
prominent. Integrated strategies are needed to improve access to and uptake of HIV testing, care, and treatment, and 
management of non-communicable diseases in the poorest populations.

Funding Wellcome Trust, South African Medical Research Council, and University of the Witwatersrand, South Africa.

Copyright © The Author(s). Published by Elsevier Ltd. This is an Open Access article under the CC BY 4.0 license.

Introduction
The distribution of health outcomes varies by social 
factors, such as marital status, ethnic origin, and 
socioeconomic status.1,2 For example, a review by Link 
and Phelan3 showed that socioeconomic status has a 
positive association with life expectancy and a negative 
association with overall, infant, and perinatal mortality. 
McKinnon and colleagues4 also reported a negative 
association between household socioeconomic status 
and neonatal mortality in many low-income and middle-
income countries, through use of data from demographic 
and health surveys done between 1997 and 2012. Social 
disparities in population health outcomes are sustained 
because social conditions, such as knowledge, money, 
power, prestige, and beneficial social connections, allow 
individuals to avoid health-related risks, adopt protective 
strategies, and access medical facilities and services.3,5–7 
Understanding the magnitude of social disparities in 
health outcomes is important to implement specific 

actions to reduce them. In many sub-Saharan African 
settings, however, evidence of socioeconomic differences 
in health is limited because of the requirement for 
complex information systems, longitudinal studies with 
suffi ciently large samples, and detailed information 
on health outcomes and social characteristics.

Over the past two decades, complex and rapidly evolving 
health transitions have occurred in South Africa. Most 
important has been the steady and substantial increase in 
overall mortality due to communicable diseases from the 
mid-1990s to the mid-2000s, peaking around 2005–07 
owing to the HIV/AIDS epidemic.8–14 After the widespread 
introduction of free antiretroviral therapy (ART) available 
from public health facilities, AIDS-related mortality 
declined.11,15,16 At the same time, however, modernisation 
and changes in social and economic development 
(eg, increases in the proportion of households that owned 
wealth-associated assets, such as stoves, fridges, and 
televisions17) have resulted in the adoption of lifestyle 
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practices that expose South Africans to risk factors for 
non-communicable diseases and injury. The mortality 
profile in South Africa over the past two decades has been 
dominated by communicable diseases, maternal, 
perinatal, and nutritional causes, non-communicable 
diseases, and injury.11,15,16,18–27 Information on how mortality 
patterns are changing in relation to socioeconomic status, 
however, has been limited, particularly in rural areas. We 
used a high-quality and methodologically consistent 
longitudinal dataset that provides detailed information on 
health outcomes by indicators of socioeconomic status to 
assess changes in mortality in a poor rural South African 
population over the period 2001–13.

Methods
Setting and data sources
We used data from the ongoing Agincourt Health 
and socio-Demographic Surveillance System (HDSS), 
which was established in 1992.28,29 Agincourt is located 
in a resource-poor rural setting in Bushbuckridge 
Municipality in northeast South Africa, close to the 
Mozambique border. The Agincourt HDSS has 
generated detailed longitudinal data on births, deaths, 
and migration and complementary data covering health 
and socioeconomic indicators. The study area included 
21 villages spread over 402 km² until 2006,22 and was 
extended to 26 villages in 2007 and to 31 villages 
from 2010 to 2012.17 Most people speak Shangaan. About 
a third of the population is made up of immigrants 
from Mozambique, who arrived in the area in the early 
to mid-1980s, and their descendants. Data have been 
collected annually since 1999. Detailed documentation 

describing the Agincourt HDSS data and an anonymised 
database containing data from 10% of the surveillance 
households are available for public access. The 
Agincourt HDSS core demographic data are also 
routinely deposited for public access in the INDEPTH 
Network Data Repository. In this study we have used 
only data from the original 21 villages to maximise the 
duration of follow-up at the village level. These 
customised data are available on request to interested 
researchers.

Ethics approval was obtained from the Human 
Research Ethics Committee (Medical) of the University 
of the Witwatersrand, Johannesburg, South Africa, for 
surveillance activities in the Agincourt HDSS (protocols 
M960720 and M110138) and for the analyses reported in 
this study (protocol M120488). Informed verbal consent 
was obtained at every surveillance visit from the head of 
the household or another eligible adult in the household. 
The person giving consent was noted in the household 
roster, and the details and date of the process were 
recorded by the responsible fieldworker.

Causes of death
For every death recorded from 2001 to 2013, we used the 
InterVA-4 probabilistic model (version 4.03) to assign the 
most probable cause, rather than the more traditional, 
clinically oriented underlying cause. This model enables 
a standardised, automated assignment of cause of death 
that is much quicker and more consistent than physician 
assessment, and is particularly useful for assessing 
changes over time and across settings. It assigns each 
death to a maximum of three likely causes, with 

Research in context

Evidence before this study
We searched PubMed and Google Scholar for studies on 
mortality and associated differences in socioeconomic status in 
South Africa, using the search terms “mortality”, “death”, 
“socioeconomic”, “wealth”, and “South Africa” without any 
language or date restrictions. Several studies showed that the 
emergence of the HIV/AIDS epidemic substantially increased 
overall mortality and the contribution of communicable 
diseases to the overall mortality burden and reduction in life 
expectancy from the mid-1990s to the mid-2000s. Later studies 
have shown that HIV/AIDS-related mortality has been declining 
since antiretroviral therapy (ART) became widely available 
through public health services, but limited information was 
available on the distribution of mortality by socioeconomic 
status, particularly in resource-poor rural areas.

Added value of this study
Our evidence describes the distribution of mortality in a 
resource-poor rural area of northeast South Africa by 
household socioeconomic status before and after free ART 
became available. HIV/AIDS-related mortality reduced and life 

expectancy at birth improved, but individuals from the poorest 
households continue to bear the greatest burden of HIV/AIDS 
and tuberculosis mortality. Additionally, the mortality burden 
from non-communicable diseases is rising, and associations 
with household socioeconomic status are likely to become 
prominent. These findings might reflect the situation in other 
resource-poor rural settings with high HIV/AIDS disease 
burdens and increasing risk of non-communicable diseases in 
South Africa and southern Africa.

Implications of all the available evidence
Integrated health-care planning and programme delivery 
strategies are needed to increase access to and uptake of HIV 
testing, linkage to care and ART, and prevention and 
treatment of non-communicable diseases among the poorest 
individuals in resource-poor settings with high burdens of 
HIV/AIDS and rising burdens of non-communicable disease 
risk factors. The aim should be to reduce socioeconomic 
inequalities in mortality where disease burden is high, and to 
achieve further reductions in overall mortality.

For more on Agincourt 
HDSS data see 

http://www.agincourt.co.za

For more on INDEPTH Network 
Data Repository see 

http://www.indepth-ishare.org/

http://www.agincourt.co.za
http://www.indepth-ishare.org/
http://www.indepth-ishare.org/
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associated likelihoods based on information about signs 
and symptoms of illness or injury collected through 
verbal autopsy interviews.30 In the annual surveillance 
updates of the Agincourt HDSS, caregivers of individuals 
who had died since the previous visit were interviewed 
with a questionnaire in Shangaan that had been locally 
validated.29,31 Thus, timing of the interviews ranged 
from 1 to 11 months after death. The cause of death was 
categorised as indeterminate when inadequate infor-
mation was obtained for the model to assign a cause of 
death. The causes of death generated by the InterVA-4 
model are based on the WHO 2012 verbal autopsy 
standards and correspond to the International 
Classification of Diseases, tenth edition.30

We categorised the most probable causes of death into 
five broad groups: HIV/AIDS and tuberculosis; other 
communicable diseases (excluding HIV/AIDS and 
tuberculosis) and maternal, perinatal, and nutritional 
causes; non-communicable diseases; injury; and 
indeterminate. The first four categories are consistent 
with the burden of disease classification system used in 
South Africa.27 We combined HIV/AIDS and tuberculosis 
because HIV is an underlying cause in most tuberculosis 
deaths and distinguishing those that are HIV related 
from those that are not is difficult with the verbal autopsy 
method.23

Socioeconomic status
We measured socioeconomic status with an absolute 
household wealth index computed from a list of 
household asset indicators that were grouped in the 
following categories: construction materials in the main 
dwelling; type of toilet facilities and sources of water; 
sources of energy; ownership of modern assets; and 
livestock.17,23,32 For each household, after categorisation, 
asset indicators were assigned weights, with higher 
values corresponding to higher socioeconomic status. 
The value assigned to each item was divided by the 
highest value for all households to obtain normalised 
values that fell in the range of 0–1. The normalised values 
within each category were summed to obtain category-
specific values, normalised by the same method, then 
summed to produce an overall household wealth index 
value that fell in the range 0–5. Once constructed, the 
wealth index was divided into household wealth quintiles, 
in which the first quintile represented the poorest 
households and the fifth the richest households. Data on 
household asset indicators were collected in 2001, 2003, 
2005, 2007, 2009, 2011, and 2013.

Statistical analysis
For each individual we organised data into a person-year 
file that contained one record for each full year lived, 
similar to the methods of Houle and colleagues23,33,34 and 
Kabudula and colleagues.26 We included only records for 
completely observed person-years plus the year in 
which the individual died irrespective of whether the 

person-year was complete. Covariates recorded were sex, 
age (<5, 5–14, 15–49, 50–64, or ≥65 years), time period 
(2001–03, 2004–07, 2008–10, and 2011–13), date of death, 
likely cause of death, and household wealth quintile. For 
covariates that change over time, such as age and 
household wealth quintile, we used the value at the 
beginning of the relevant person-year. For completed 
person-years the death indicator was set to 0, and it was 
set to 1 in records where there was a death during the 
year. Time periods were split across years to contextualise 
the dynamics of the HIV/AIDS epidemic and the roll-out 
of services for prevention of mother-to-child transmission 
and ART.

We used the person-year file to calculate the 
probabilities of death from birth to age 5 years and from 
age 15 to 60 years, life expectancy at birth, and age-
specific and cause-specific mortality by sex (excluding 
children <5 years), time period, and household wealth 
quintile. Thereafter, we estimated relative and absolute 
socioeconomic differences in the mortality indicators 
with the relative index of inequality (RII) and the slope 
index of inequality (SII), respectively (appendix).35 These 
measures take into account the whole socioeconomic 
distribution and the effects on mortality indicators of a 
person moving from the lowest to the highest quintile.35,36 
RII=1 and SII=0 imply no difference between the lower 
and higher ends of the socioeconomic continuum. RII 
values greater than 1 and positive SII values imply greater 
mortality at the lower end of the continuum, and RII 
values less than 1 and negative SII values imply greater 
mortality at the higher end. We fitted separate models for 
each time period and sex (except for children <5 years) to 
calculate RIIs and SIIs for mortality in children and 
adults and life expectancy at birth, with the modified ridit 
score (appendix)37,38 as the independent variable. To 
calculate RIIs and SIIs for cause-specific mortality, we 
fitted separate models for each cause-of-death category, 
time period, and sex, with the modified ridit score and 
age group as independent variables. We also fitted 
models with two-way interaction terms between the 
modified ridit score and time period to assess trends in 
socioeconomic differences in the mortality indicators 
over time.

We also calculated relative risk ratios and 95% CIs to 
investigate associations between relative inequalities and 
household wealth quintile, which we obtained from 
multinomial logistic regression models,39–43 with cause of 
death as an indicator of mortality used as the dependent 
variable and household wealth quintiles, sex, age group, 
and time period as independent variables.

Although socioeconomic status can be measured at the 
individual level with factors such as education and 
occupation,44 samples are necessarily restricted to people 
who have reached a certain age to make the indicators 
meaningful (eg, age beyond which individuals are 
unlikely to advance their eduction further or working age). 
Instead, we used unadjusted household socioeconomic 

See Online for appendix
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status to maximise the sample size because these data 
are collected more frequently than individual data and 
because all individuals in the household are affected by 
the household environment. Household socioeconomic 
status pro vides a good cumulative indicator of material 
living standards,44,45 which strongly affect individual 
household members.

Data on household asset indicators used for calculating 
the household wealth index were collected in alternate 
years from 2001 onwards and, therefore, we used 
multiple imputation to minimise the loss of data due to 
missing values. We used partial mean matching 
(based on the nearest two neighbours) to generate five 
imputed datasets and derive parameter estimates and 
SEs by averaging across the imputations and adjusting 

for variance. As done by Houle and colleagues,33 the 
imputations are generated from a household-year data 
set that includes counts of men, boys, women, and girls, 
Mozambicans and South Africans, individuals aged 
younger than 20 years, 20–59 years, and 60 years and 
older, and 1–2-year lags of household wealth index.

We did all analyses with Stata version 14.1. Estimates 
with p values less than 0·05 were taken to be significant.

Role of the funding source
The funders had no role in study design, data collection, 
data analysis, data interpretation, or writing of the report. 
The corresponding author had full access to all the data 
in the study and had final responsibility for the decision 
to submit for publication.
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Figure 1: Age distribution in the original 21 villages of the Agincourt Health and socio-Demographic Surveillance System
(A) Population, July 1, 2001. (B) Population, July 1, 2005. (C) Population, July 1, 2009. (D) Population, July 1, 2013.
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Results
In 2001, the population assessed by the Agincourt 
HDSS in the original 21 villages was 70 809 people in 
11 818 households. The population had increased to 
71 830 people in 12 302 households by 2005, 75 603 people 
in 13 460 households by 2009, and 79 912 in 
14 692 households in 2013. The age structure of the 
population in selected years is shown in figure 1 and 
table 1. Changes in the distribution of education 
attainment and key asset indicators are shown in table 1. 
Between 2001 and 2013, 10 414 deaths were recorded in 
1 058 538 person-years of follow-up in 2001–13 (table 2). 
Information from verbal autopsy interviews was available 
for 93·5% of these deaths, of which the InterVA-4 model 
classified 435 (4·5%) as indeterminate. The verbal 
autopsy information for the 672 (6·5%) remaining deaths 
was mainly missing due to inability to contact suitable 
respondents.

Overall mortality reduced steadily over the study period 
among children younger than 5 years and increased in 
adults from 2001 to 2007 but reduced steadily thereafter. 
Overall life expectancy at birth decreased from 2001 
to 2007 but then increased until the end of the study 
(figure 2, appendix). Adult mortality and life expectancy 
from birth were consistently better for women than men 
(figure 2, appendix).

Except at the height of the HIV/AIDS epidemic 
in 2004–07 and in the early years after ART introduction in 
2008–10, we found a strong inverse relation between 
mortality in children younger than 5 years and household 
socioeconomic status (figure 2, appendix). In 2001–03 the 
probability of death from birth to age 5 years was 90·95 
(95% CI 73·23–108·66) per 1000 person-years in the 
poorest households, which was significantly higher than 
in the richest households (53·98, 40·53–67·43). In 2011–13, 
both values had substantially reduced (42·81, 32·57–53·05 
vs 19·46, 12·26–26·67 per 1000 person-years), but the 
difference remained significant. An inverse relation with 
socioeconomic status was also seen for women and men, 
and was significant for women from 2001 to 2007 and for 
men throughout the study period (figure 2, appendix). 
Although overall adult mortality remained higher in 
women in the poorest households in 2008–10 (probability 
of death from age 15 to 60 years 440·31, 95% CI 350·56–
530·05) and in 2011–13 (325·96, 266·43–385·48) than in 
the richest households (322·57, 266·50–378·64 
and 265·01, 224·25–305·77, respectively), the difference 
was not significant.

Substantial differences in life expectancy at birth 
associated with household wealth were evident for 
women in the periods 2001–03 and 2004–07, with the 
lowest life expectancy being seen in the poorest wealth 
quintile, but the difference progressively narrowed and 
became non-significant from 2008–10 (figure 2, appendix). 
The lowest life expectancy at birth was also seen in the 
poorest quintile for men, but significant differences 
persisted throughout the study period (figure 2 , appendix).

In all time periods, the relative and absolute inequalities 
for summary mortality outcomes were inversely 
associated with household socioeconomic status (table 3). 
All RIIs for mortality were greater than 1, indicating 
greater mortality at the lower end of the socioeconomic 
continuum. For children younger than 5 years, the RIIs 
decreased in 2004–07 compared with those in 2001–03, 
but increased steadily thereafter, although the differences 
over time were not significant. For adults, the RIIs were 
significant within time periods, but the differences over 
time were not significant for men or women. Among 
women, however, the RIIs for mortality decreased 
steadily from the 2001–03 time period to the 2011–13 
time period, whereas among men the values fluctuated. 

2001 
(n=70 809)

2005 
(n=71 830)

2009 
(n=75 603)

2013 
(n=79 912)

Age group (years)

<5 12·4% 11·4% 12·4% 11·7%

5–14 26·9% 24·6% 21·9% 21·3%

15–64 56·4% 59·2% 61·0% 62·3%

≥65 4·3% 4·8% 4·7% 4·7%

Education attainment among population aged ≥20 years

No schooling 28·9% 23·9% 18·7% 14·2%

Higher education 4·8% 5·6% 5·9% 7·7%

Matriculated 8·8% 13·6% 18·4% 25·4%

Living conditions

Dwelling materials

Brick walls 1·5% 2·5% 6·2% 4·6%

Cement walls 75·9% 86·1% 89·1% 93·8%

Tiled roof 3·3% 6·0% 10·3% 15·8%

Corrugated iron roof 90·7% 90·9% 88·8% 83·8%

Tiled floor 0·5% 1·9% 4·8% 15·0%

Cement floor 90·7% 93·9% 93·8% 84·4%

Toilet facility

Inside dwelling 0·2% 0·1% 0·6% 2·1%

Modern or flush toilet 0·2% 0·2% 0·2% 2·1%

Water supply

Piped inside dwelling 0·9% 0·6% 1·6% 0·5%

Piped in the yard 18·1% 17·4% 28·0% 33·8%

Electricity

For lighting 70·8% 90·5% 95·3% 97·0%

For cooking 13·2% 17·7% 36·0% 45·8%

Modern assets

Mobile telephone 43·3% 82·2% 95·3% 98·8%

Television 59·2% 65·9% 78·0% 88·0%

Satellite television 0·3% 0·5% 6·0% 19·9%

Landline telephone 3·6% 1·8% 1·2% 0·9%

Motor car 17·5% 17·5% 22·0% 23·5%

Refrigerator 46·4% 64·5% 80·8% 90·2%

Electric or gas stove 40·9% 52·2% 76·3% 86·2%

Table 1: Changes in distribution of age, education, and asset indicators over time
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All SIIs for mortality were positive, indicating greater 
mortality at the lower end of the socioeconomic 
continuum. The SIIs for children younger than 5 years 
decreased in 2004–07 compared with those in 2001–03, 
but increased steadily thereafter, although the differences 
over time were not significant. The SIIs for adult 
mortality among women were significant within time 
periods, and steady decline over the entire study period 
meant that the differences were also significant over 
time. Among men, the SII values fluctuated and no 
significant difference was seen over time.

Relative inequalities in life expectancy at birth narrowed 
over time for men and women, but to a greater degree in 
women (table 3). The difference over time, therefore, was 
significant among women but not men. The SII values 
for life expectancy at birth also decreased steadily for 
women and men, again more so and significantly over 
time for women and in a non-significant fluctuating 
pattern for men.

The predicted probabilities of dying from different causes 
according to household wealth quintiles, adjusted for age, 
sex, and time period, are shown in figure 3, with 

2001–03 2004–07 2008–10 2011–13 2001–13

Women and girls

Person-years 110 608 155 062 138 883 145 799 550 352

Number of deaths

All 1019 (100%) 1651 (100%) 1229 (100%) 1096 (100%) 4995 (100%)

HIV/AIDS and tuberculosis 505 (49·6%) 825 (50%) 476 (38·7%) 286 (26·1%) 2092 (41·9%)

Other communicable, maternal, 
perinatal, or nutritional causes

126 (12·4%) 219 (13·3%) 220 (17·9%) 237 (21·6%) 802 (16·1%)

Non-communicable 238 (23·4%) 391 (23·7%) 424 (34·5%) 452 (41·2%) 1 505 (30·1%)

Injuries 38 (3·7%) 46 (2·8%) 29 (2·4%) 31 (2·8%) 144 (2·9%)

Indeterminate 44 (4·3%) 93 (5·6%) 48 (3·9%) 41 (3·7%) 226 (4·5%)

Verbal autopsy interview not done 68 (6·7%) 77 (4·7%) 32 (2·6%) 49 (4·5%) 226 (4·5%)

Crude mortality per 1000 person-years 9·2 10·6 8·8 7·5 9·1

Men and boys

Person-years 102 972 143 188 127 695 134 331 508 186

Number of deaths

All 1115 (100%) 1833 (100%) 1363 (100%) 1108 (100%) 5419 (100%)

HIV/AIDS and tuberculosis 480 (43%) 755 (41·2%) 528 (38·7%) 300 (27·1%) 2063 (38·1%)

Other communicable, maternal, 
perinatal, or nutritional causes

126 (11·3%) 236 (12·9%) 271 (19·9%) 221 (19·9%) 854 (15·8%)

Non-communicable 230 (20·6%) 420 (22·9%) 337 (24·7%) 352 (31·8%) 1339 (24·7%)

Injuries 119 (10·7%) 160 (8·7%) 102 (7·5%) 127 (11·5%) 508 (9·4%)

Indeterminate 40 (3·6%) 74 (4%) 49 (3·6%) 46 (4·2%) 209 (3·9%)

Verbal autopsy interview not done 120 (10·8%) 188 (10·3%) 76 (5·6%) 62 (5·6%) 446 (8·2%)

Crude mortality per 1000 person-years 10·8 12·8 10·7 8·2 10·7

All

Person-years 213 580 298 250 266 578 280 130 1 058 538

Number of deaths

All 2134 (100%) 3484 (100%) 2592 (100%) 2204 (100%) 10 414 (100%)

HIV/AIDS and tuberculosis 985 (46·2%) 1580 (45·4%) 1004 (38·7%) 586 (26·6%) 4155 (39·9%)

Other communicable, maternal, 
perinatal, or nutritional causes

252 (11·8%) 455 (13·1%) 491 (18·9%) 458 (20·8%) 1 656 (15·9%)

Non-communicable 468 (21·9%) 811 (23·3%) 761 (29·4%) 804 (36·5%) 2844 (27·3%)

Injuries 157 (7·4%) 206 (5·9%) 131 (5·1%) 158 (7·2%) 652 (6·3%)

Indeterminate 84 (3·9%) 167 (4·8%) 97 (3·7%) 87 (3·9%) 435 (4·2%)

Verbal autopsy interview not done 188 (8·8%) 265 (7·6%) 108 (4·2%) 111 (5·0%) 672 (6·5%)

Crude mortality per 1000 person-years 10·0 11·7 9·7 7·9 9·8

Percentages may not sum to 100 because of rounding.

Table 2: Numbers of person-years and deaths, by time period and cause
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Figure 2: Differences in mortality and life expectancy at birth by household wealth and time period
(A) Mortality in children younger than 5 years. (B) Mortality in women. (C) Mortality in men. (D) Life expectancy at birth in women. (E) Life expectancy at birth in men.

2001–03 2004–07 2008–10 2011–13 p value*

Relative inequalities (RII, 95% CI)

Mortality

Children <5 years 2·06 (1·50 to 2·82) 1·37 (1·05 to 1·78) 1·62 (1·38 to 1·90) 2·38 (1·45 to 3·91) 0·075

Women 1·81 (1·33 to 2·45) 1·55 (1·30 to 1·84) 1·39 (1·13 to 1·71) 1·29 (1·16 to 1·44) 0·211

Men 1·54 (1·29 to 1·84) 1·33 (1·22 to 1·45) 1·43 (1·15 to 1·78) 1·38 (1·12 to 1·71) 0·629

Life expectancy at birth (years)

Women 0·82 (0·79 to 0·84) 0·85 (0·79 to 0·91) 0·91 (0·88 to 0·93) 0·92 (0·88 to 0·96) 0·001

Men 0·81 (0·76 to 0·86) 0·84 (0·79 to 0·90) 0·86 (0·81 to 0·92) 0·86 (0·82 to 0·91) 0·414

Absolute inequalities (SII, 95% CI)

Mortality

Children <5 years 49·30 (26·18 to 72·41) 18·76 (1·99 to 35·53) 24·04 (15·57 to 32·51) 32·47 (18·42 to 46·52) 0·057

Women 237·12 (113·72 to 360·51) 208·11 (124·70 to 291·53) 122·63 (45·72 to 199·54) 75·55 (44·07 to 107·03) 0·031

Men 231·08 (152·01 to 310·16) 175·60 (125·07 to 226·12) 186·93 (80·34 to 293·53) 132·28 (50·08 to 214·48) 0·423

Life expectancy at birth (years)

Women –12·22 (–14·06 to –10·38) –9·82 (–13·67 to –5·98) –6·26 (–8·18 to –4·35) –5·70 (–8·90 to –2·50) 0·004

Men –11·37 (–14·66 to –8·08) –8·96 (–12·32 to –5·60) –8·17 (–11·90 to –4·44) –8·93 (–12·20 to –5·67) 0·593

Mortality indicator values for socioeconomic groups are regressed on modified ridit scores, representing the relative ranks of groups in the cumulative distribution of 
household socioeconomic statuses, in generalised linear models. RII is the relative effect on the mortality indicator of moving from the lowest socioeconomic group to the 
highest. RII=1 implies that mortality in the lower and higher ends of the socioeconomic continuum do not differ, RII >1 implies greater mortality at the lower end, and 
RII <1 implies greater mortality at the higher end. SII is the absolute effect on the mortality indicator of moving from the lowest socioeconomic group through to the highest. 
SII=0 indicates that mortality at the lower and higher ends of the socioeconomic continuum do not differ, a positive SII indicates greater mortality at the lower end, and a 
negative SII indicates greater mortality at the higher end. RII and SII estimates are obtained from separate models for each time period and sex (except for in children 
<5 years), with only the modified ridit score as the independent variable. RII=relative index of inequality. SII=slope index of inequality. *For comparison of the RII or SII values 
in the different time periods (measured through two-way interaction terms between time periods and modified ridit scores).

Table 3: Relative and absolute socioeconomic inequalities in summary mortality indicators
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corresponding relative risk ratios presented in the appendix. 
We found a strong and significant inverse relation between 
household wealth and death from HIV/AIDS and 
tuberculosis (p<0·0001). A significant inverse relation was 
also seen between household wealth and death from other 
communicable diseases and maternal, perinatal, and 
nutritional causes (p=0·009), although this was of a smaller 
magnitude and less consistent than that for HIV/AIDS and 
tuberculosis. Mortality from non-communicable diseases 
showed a non-significant inverse relation with household 
wealth, whereas mortality from injuries showed a non-
significant positive relation with household wealth.

For men, boys, women, and girls, relative and absolute 
inequalities in mortality from HIV/AIDS and tuberculosis 
showed a persistent and significant inverse relation with 
socioeconomic status, with the highest values being in 
2008–10 for men and boys and in 2004–07 for women and 
girls (table 4). For both sexes, the RIIs and SIIs associated 
with other causes of death fluctuated between being 
significant and non-significant over the period 2001–13. 
The RIIs for other communicable diseases and maternal, 
perinatal, and nutritional causes showed significant 
inverse relations with socioeconomic status only in 2011–13 
for men and boys and in 2008–13 for women and girls. The 
SIIs for this cause-of-death category showed significant 
inverse relations with socioeconomic status only in 2011–13 
for both sexes. For non-communicable diseases, no effect 
of socioeconomic status was seen on RIIs or SIIs in any 
period for women and girls, but a significant inverse 
relation was seen for men and boys in the RIIs for 2004–07 
and 2008–10 and in the SIIs for 2004–07 and 2011–13. For 
injuries, only the RIIs for men and boys in 2004–07 and 
2008–10 showed significant relations with socioeconomic 
status, but the relation was inverse in the earlier period 
and positive in the later period. No differences in SII and 
RII over time were significant for any cause of death except 
for the RII for injuries in men and boys.

Discussion
In a rural South African population, we found that 
socioeconomic disparities in mortality and life 
exepectancy at birth have evolved over the period 2001–13. 
Our findings update and improve those from earlier 
studies of socioeconomic differences in mortality in the 
Agincourt HDSS study population.12,23,46 We included 
years in our analysis that cover the period before and 
after free ART was introduced. ART was first available 
from three district hospitals around the study area 
in 2004 and 2005.23,47 From 2007, ART was also available 
within the study area from a privately funded community 
health centre specialising in HIV and tuberculosis care 
and treatment services, and run in partnership with the 
Department of Health (the Bhubezi Community Health 
Centre). Extension to public-sector primary-health-care 
facilities occurred in 2008 and 2009, and ART has been 
widely available since 2010.47 We used a later version of 
the InterVA model than in previous studies, which 
strengthened cause-of-death assignment, and our 
analytical approach allowed us to estimate the relative 
and absolute socioeconomic inequalities in mortality 
across household wealth quintiles and to account for 
changes over time in the distribution of socioeconomic 
status. Our study additionally complements the second 
National Burden of Disease Study in South Africa,27 
which focused on differences between ethnic groups and 
provinces in mortality by focusing on socioeconomic 
differences at the local level in a resource-poor rural area 
and used data from rigorous longitudinal population 
surveillance.

Over the period 2001–13, the proportion of the 
population in Agincourt that lived in households owning 
assets associated with modern wealth increased 
substantially and polarisation in socioeconomic status 
declined,17 although differences remained. Nevertheless, 
the population has undergone diverse health transitions 
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Figure 3: Annual probability of dying, by cause and quintile of household wealth for 2001–13
(A) HIV/AIDS and tuberculosis. (B) Other communicable diseases (excluding HIV/AIDS and tuberculosis) and maternal, perinatal, and nutritional causes. 
(C) Non-communicable diseases. (D) Injuries. Data are predicted summed annual probabilities of death per 1000 person-years, by cause of death and household 
wealth quintiles that were estimated by multinomial logistic regression. All measures are adjusted for age, sex, and time period. SES=socioeconomic status.
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because of these changes. Our key findings are the 
significant relative and absolute socioeconomic gradients 
for mortality among children younger than 5 years, 
mortality in men and women, and life expectancy at birth 
throughout the 13-year study period, with outcomes 
being best in the wealthiest households. Despite ART 
being widely available and provided free of charge at 
public health facilities and HIV/AIDS-related mortality 
declining in recent years, the relative and absolute 
measures showed that significant inverse gradients in 
HIV/AIDS and tuberculosis mortality by household 
wealth have persisted. Although the proportion and 
number of deaths from non-communicable diseases are 
increasing, no significant difference associated with 
socioeconomic status was found. By contrast, in an 
earlier study, a persistent and significant inverse relation 
was reported between deaths from non-communicable 
diseases and household socioeconomic status for the 
period 2001–09.23 This inconsistency between findings, 
however, might be due to version 4.0 of the InterVA 

model being used in the previous study. We applied 
version 4.0 to assign causes of death for the data used in 
this study and reproduced the significant inverse relation. 
Of note, our finding of a persistent significant inverse 
gradient between HIV/AIDS and tuberculosis mortality 
and household wealth, which was also reported in the 
earlier study, was not affected by which version of the 
InterVA model was used.

Several factors might explain the robustness of the 
finding that HIV/AIDS-related mortality is inversely 
related to socioeconomic status. First, a cross-sectional 
study of HIV prevalence in the Agincourt HDSS 
population in 2010–11 found a lower probability of being 
HIV positive among people living in households in the 
wealthiest socioeconomic status quintile than among 
those living in households in the poorest quintile.48 
Second, a negative gradient seems to exist in the 
availability of and access to resources that enable HIV-
infected individuals to adopt strategies to improve their 
health and avoid HIV/AIDS-related mortality. No 

2001–03 2004–07 2008–10 2011–13 p value*

Relative inequalities (RII, 95% CI)

Men and boys

HIV/AIDS and tuberculosis 1·67 (1·45 to 1·94) 1·74 (1·31 to 2·32) 4·70 (2·47 to 8·96) 2·09 (1·16 to 3·76) 0·125

Other communicable, maternal, 
perinatal, or nutritional causes

1·41 (0·92 to 2·16) 1·16 (0·79 to 1·70) 1·09 (0·85 to 1·39) 1·78 (1·28 to 2·49) 0·667

Non-communicable 0·84 (0·43 to 1·67) 1·54 (1·40 to 1·68) 1·49 (1·17 to 1·89) 1·36 (0·95 to 1·95) 0·334

Injuries 0·89 (0·50 to 1·61) 1·45 (1·11 to 1·89) 0·40 (0·22 to 0·73) 1·03 (0·52 to 2·08) 0·011

Women and girls

HIV/AIDS and tuberculosis 1·89 (1·29 to 2·78) 2·73 (1·95 to 3·80) 1·42 (1·13 to 1·77) 2·53 (1·66 to 3·86) 0·118

Other communicable, maternal, 
perinatal, or nutritional causes

1·83 (0·83 to 4·03) 1·03 (0·62 to 1·70) 1·56 (1·13 to 2·17) 1·65 (1·10 to 2·48) 0·668

Non-communicable 0·96 (0·58 to 1·59) 1·06 (0·81 to 1·38) 0·99 (0·84 to 1·17) 0·84 (0·63 to 1·12) 0·648

Injuries 1·32 (0·45 to 3·90) 1·02 (0·25 to 4·18) 0·87 (0·37 to 2·06) 0·86 (0·25 to 2·93) 0·932

Absolute inequalities (SII, 95% CI)

Men and boys

HIV/AIDS and tuberculosis 4·94 (3·02 to 6·86) 5·67 (2·87 to 8·46) 8·17 (2·47 to 13·86) 3·71 (1·10 to 6·32) 0·603

Other communicable, maternal, 
perinatal, or nutritional causes

0·61 (–0·58 to 1·81) 0·75 (–0·38 to 1·88) 0·37 (–0·56 to 1·31) 2·45 (1·33 to 3·57) 0·643

Non-communicable –0·36 (–6·29 to 5·57) 4·26 (1·13 to 7·40) 3·88 (–0·56 to 8·32) 4·28 (0·70 to 7·86) 0·658

Injuries –0·11 (–0·79 to 0·58) 0·35 (–0·14 to 0·84) –0·58 (–1·20 to 0·04) 0·11 (–0·52 to 0·74) 0·325

Women and girls

HIV/AIDS and tuberculosis 3·28 (1·11 to 5·44) 5·04 (2·38 to 7·70) 1·58 (0·76 to 2·40) 1·94 (0·94 to 2·94) 0·186

Other communicable, maternal, 
perinatal, or nutritional causes

0·27 (–1·57 to 2·10) 0·16 (–0·99 to 1·32) 0·93 (–0·01 to 1·87) 1·27 (0·29 to 2·24) 0·705

Non-communicable 0·53 (–1·70 to 2·77) 0·87 (–0·70 to 2·45) 0·14 (–1·16 to 1·45) –0·92 (–3·24 to 1·40) 0·619

Injuries 0·13 (–0·25 to 0·51) 0·02 (–0·29 to 0·34) –0·02 (–0·22 to 0·19) –0·03 (–0·31 to 0·25) 0·941

Cause-specific mortality is regressed on modified ridit scores representing the relative ranks of the socioeconomic groups in the cumulative distribution of household 
socioeconomic and age, in generalised linear models. RII is the relative effect on mortality of moving from the lowest socioeconomic group to the highest. RII=1 implies that 
mortality at the lower and higher ends of the socioeconomic continuum do not differ, RII >1 implies greater mortality at the lower end, and RII <1 implies greater mortality at 
the higher end. SII is the absolute effect on mortality of moving from the lowest socioeconomic group to the highest. SII=0 implies that mortality at the lower and higher 
ends of the socioeconomic continuum do not differ, a positive SII implies greater mortality at the lower end, and a negative SII implies greater mortality at the higher end. 
RII and SII estimates are obtained from separate models for each cause of death category, time period, and sex, with the modified ridit score and age group as the 
independent variables. RII=relative index of inequality. SII=slope index of inequality. *For comparison of RII or SII values in the different time periods (measured through the 
two-way interaction terms between time periods and modified ridit scores).

Table 4: Relative and absolute inequalities in mortality by cause of death and sex
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household in the Agincourt HDSS study area is more 
than 10 km from a primary health care facility, but the 
persistence of the significant inverse relation we saw 
between socioeconomic status and HIV/AIDS and 
tuberculosis mortality suggests that barriers to accessing 
HIV care and treatment services persist for individuals 
living in households with low socioeconomic status. 
Associated costs, such as transport to the health facility, 
probably hinder such individuals from accessing care 
and treatment services, despite ART being free of 
charge. Abgrall and del Amo49 found that socioeconomic 
factors also affect retention in care and adherence to 
ART, which in turn affects survival for people living 
with HIV/AIDS. These factors might also contribute to 
the inverse socioeconomic gradient in HIV/AIDS-
related mortality in the Agincourt population.

The overall mortality in this study was unexpectedly low 
for a poor rural setting, although the overall estimates for 
mortality among children younger than 5 years, mortality in 
adults, and life expectancy at birth in 2011–13 period were 
consistent with the unexpectedly low 2012 overall average 
estimates for Limpopo province reported in the second 
National Burden of Disease Study in South Africa.27,50 
Although the Agincourt HDSS study area is in Mpumalanga 
province, it is adjacent to and was previously within 
Limpopo province, from 1994 to 2005. Hence, the similarity 
in overall mortality is not too surprising, although the 
factors affecting mortality are not easy to explain.

Our study has several limitations. We acknowledge that 
using a household wealth index constructed from 
information on ownership of household assets is not the 
only way to measure socioeconomic status. Therefore, 
our findings might only partly reflect the evolution of 
socioeconomic disparities in mortality indicators. As in 
earlier studies, such as that by Houle and colleagues,23 
the data we used did not include individual-level 
measures of HIV seroprevalence or access to HIV care 
and treatment services. We are, therefore, unable to 
determine the magnitude of excess HIV/AIDS-related 
mortality among individuals from poor households that 
resulted specifically from increased risk of infection and 
barriers to care and treatment. Future analyses based on 
information generated by linking data in the Agincourt 
HDSS and the local health-care facilities will allow us to 
further refine our understanding of the mechanisms 
underlying our main findings.

Beyond HIV/AIDS and tuberculosis commonly occur-
ring comcomitantly, difficulty in distinguishing HIV-
related from non-HIV-related tuberculosis deaths with 
the verbal autopsy method made estimating the 
contribution of HIV/AIDS mortality alone to the socio-
economic gradient difficult. Substantially increased rates 
of tuberculosis, other communicable diseases, and non-
communicable diseases were seen in the Agincourt 
population during the peak of HIV/AIDS mortality.11 
This pattern could make the socioeconomic differences 
in cause-specific mortality we identified less certain, 

although perhaps not substantially so, as another study 
showed that the InterVA-4 model had high specificity for 
HIV/AIDS-related mortality in relation to serostatus.51 
The data we used came from one geographically defined 
resource-poor rural area in South Africa, but the 
Agincourt area has similarities with other rural areas in 
South Africa. Therefore, although not directly 
transferable, our findings are likely to be relevant to other 
populations, especially those living in the north and 
northeast of the country, including areas bordering other 
countries. Our findings also highlight the need to include 
socioeconomic differences in assessments of health 
outcomes at the local level, even in resource-poor rural 
areas, because individuals in different socioeconomic 
positions might have different health and mortality 
profiles. Finally, we did not have sufficiently robust 
measures to assess social capital in the study area, and 
were unable to assess effects of this factor on risk of 
mortality.

HIV/AIDS and tuberculosis mortality in Agincourt is 
associated with disparities in socioeconomic status that 
does not seem to have changed over the period 2001–13, 
despite widespread availability and provision of free 
ART at public health facilities. This finding suggests 
that individuals from the poorest households continue 
to bear a disproportionately high burden of increased 
mortality and shortened lives related to the long-
standing HIV/AIDS epidemic. The burden of mortality 
from non-communicable diseases is rising, and the 
association with household socioeconomic status is 
likely to become prominent. Integrated health-care 
planning and programme delivery strategies are needed 
to increase access to and uptake of HIV testing, linkage 
to care and ART, and prevention and treatment of non-
communicable diseases among the poorest individuals 
to reduce the inequalities in cause-specific and overall 
mortality.
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APPENDIX 
 
Statistical analysis 
Calculation of RII and SII 
RIIs and SIIs were obtained from generalised linear models by regressing the mortality 
indicator (under-five mortality, adult mortality, life expectancy at birth, and cause-specific 
mortality rate) of each socioeconomic group on a modified ‘ridit’ score,1,2 representing the 
relative rank of that group in the cumulative distribution of household SES. The modified ridit 
score ranges from 0 (richest) to 1 (poorest) and is calculated by arranging the household wealth 
quintiles in order from richest to poorest and assigning a cumulative proportion of the total 
population to each quintile. Thereafter, half the proportion of the total population in Q5 is taken 
as the modified ridit score for Q5 and half the proportion of the total population in Q4 added to 
the proportion in Q5 as the modified ridit score for Q4 and so on. For example, if the proportion 
of the total population in Q5 is 20%, the modified ridit score takes the value 0·1 (0·2/2) and if 
the total population in Q4 is 18% then the modified ridit score for Q4 takes the value 0·29 
(0·2+[0·18/2]) and so forth. The beta or slope coefficient on modified ridit scores from each 
model expresses RII when the logarithm link function is used, and SII when the identity link 
function is used. 
 
 
 
 
 
1 Ernstsen L, Strand BH, Nilsen SM, Espnes GA, Krokstad S. Trends in absolute and relative educational 
inequalities in four modifiable ischaemic heart disease risk factors: repeated cross-sectional surveys from the Nord-
Trøndelag Health Study (HUNT) 1984–2008. BMC Public Health 2012; 12: 266. 
2 Wamala S, Blakely T, Atkinson J. Trends in absolute socioeconomic inequalities in mortality in Sweden and 
New Zealand. A 20-year gender perspective. BMC Public Health 2006; 6: 164. 
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Table S1: Selected summary mortality indicators by household wealth, Agincourt, South Africa, 2001-2013 
Q1 (Low SES) Q2 Q3 Q4 Q5 (High SES) Overall 

Under five mortality rate: Both sexes 
 

2001–2003 90·95(73·23,108·66) 86·97(69·24,104·69) 60·73(46·15,75·31) 62·06(48·12,76·00) 53·98(40·53,67·43) 68·02(61·44,75·26) 
2004–2007 75·40(61·39,89·42) 66·84(52·81,80·87) 56·71(44·56,68·86) 58·75(43·79,73·72) 60·12(45·31,74·94) 61·86(56·62,67·58) 

2008–2010 62·38(46·68,78·08) 54·93(40·32,69·54) 48·02(35·81,60·22) 48·84(36·95,60·74) 41·07(28·36,53·79) 49·94(45·02,55·39) 

2011–2013 42·81(32·57,53·05) 47·35(37·47,57·23) 36·02(26·55,45·49) 28·56(19·90,37·22) 19·46(12·26,26·67) 33·47(29·45,38·03) 

Adult mortality rate: Females 
 

2001–2003 538·46(475·24,601·69) 407·33(343·47,471·19) 424·81(365·73,483·90) 385·78(306·83,464·74) 309·70(250·20,369·21) 400·05(372·28,429·11) 

2004–2007 572·89(518·36,627·42) 542·29(489·22,595·35) 451·92(382·91,520·93) 468·84(421·27,516·41) 398·54(349·01,448·06) 472·63(449·47,496·38) 
2008–2010 440·31(350·56,530·05) 369·85(308·34,431·36) 401·39(350·20,452·58) 356·91(287·36,426·46) 322·57(266·50,378·64) 374(349·26,399·91) 
2011–2013 325·96(266·43,385·48) 322·56(268·21,376·91) 286·50(238·15,334·85) 292·31(239·88,344·74) 265·01(224·25,305·77) 296·31(274·4,319·56) 

Adult mortality rate: Males 
 

2001–2003 587·70(521·07,654·33) 583·21(502·00,664·42) 542·96(469·02,616·91) 505·08(444·16,566·00) 401·39(341·78,461·00) 514·62(483·02,547·04) 
2004–2007 671·20(614·84,727·57) 667·03(607·44,726·63) 609·51(556·16,662·85) 599·13(550·47,647·78) 530·29(464·28,596·29) 607·24(583,631·59) 

2008–2010 595·04(532·46,657·61) 530·96(471·28,590·64) 518·09(455·89,580·29) 527·08(465·06,589·10) 409·80(361·20,458·40) 508·96(481·98,536·55) 

2011–2013 451·90(383·61,520·20) 416·69(354·75,478·63) 407·57(350·67,464·47) 413·64(354·63,472·65) 322·19(274·40,369·99) 398·25(370·96,426·8) 

Life expectancy at birth: Females 
 

2001–2003 54·94(52·08,57·80) 58·12(55·24,61·00) 60·28(57·34,63·22) 61·89(58·69,65·10) 65·34(62·58,68·10) 60·86(59·47,62·26) 
2004–2007 52·98(50·31,55·64) 55·51(53·19,57·82) 59·34(56·69,61·99) 59·09(56·49,61·69) 61·22(59·08,63·37) 58·41(57·28,59·53) 
2008–2010 60·33(56·34,64·32) 62·64(59·38,65·90) 62·85(59·89,65·81) 64·93(61·96,67·91) 65·55(63·13,67·97) 63·63(62·43,64·83) 
2011–2013 66·04(62·66,69·42) 65·35(62·81,67·90) 68·87(65·94,71·80) 68·48(65·75,71·21) 70·21(68·05,72·36) 68·02(66·83,69·21) 

Life expectancy at birth: Males 
 

2001–2003 50·33(47·50,53·16) 49·73(46·99,52·47) 53·48(50·51,56·44) 55·65(53·19,58·12) 58·63(56·33,60·93) 54·01(52·78,55·23) 

2004–2007 47·48(45·11,49·86) 48·08(45·95,50·21) 52·22(49·92,54·51) 51·89(49·80,53·99) 54·60(52·11,57·09) 51·26(50·33,52·2) 

2008–2010 51·62(48·78,54·46) 53·95(51·60,56·30) 55·23(52·76,57·69) 54·87(52·63,57·12) 59·35(56·93,61·77) 55·33(54·26,56·41) 

2011–2013 57·79(55·39,60·19) 58·88(56·72,61·05) 59·54(57·24,61·85) 61·42(59·18,63·66) 65·40(63·34,67·45) 60·86(59·78,61·93) 
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Table S2: Multinomial logistic regression of death by cause, sex, age, time period and household wealth 
quintile.  
Variable Relative Risk Ratio 95% CI p-value 

HIV/AIDS and TB     
Sex 

Female 1 – – 

Male 1·13 [1·06,1·20] <0·0001 
Age Groups    
0-4 1 – – 

5-14 0·12 [0·10,0·16] <0·0001 
15-49 1·60 [1·43,1·78] <0·0001 
50-64 3·29 [2·89,3·75] <0·0001 
65+ 3·30 [2·86,3·79] <0·0001 
Time Period    
2001–2003 1 – – 

2004–2007 1·10 [1·01,1·19] 0·022 
2008–2010 0·76 [0·70,0·83] <0·0001 
2011–2013 0·42 [0·38,0·46] <0·0001 
Wealth Quintile 

Q1 (Lowest) 1 – – 

Q2 0·90 [0·78,1·04] 0·150 
Q3 0·81 [0·69,0·94] 0·009 
Q4 0·71 [0·62,0·80] <0·0001 
Q5 (Highest) 0·56 [0·49,0·64] <0·0001 
*Other comm/mat/peri/nutr Causes 

Sex 

Female 1 – – 

Male 1·19 [1·08,1·32] 0·001 
Age Groups    
0-4 1 – – 

5-14 0·05 [0·04,0·06] <0·0001 
15-49 0·15 [0·13,0·17] <0·0001 
50-64 0·35 [0·29,0·42] <0·0001 
65+ 0·73 [0·62,0·86] <0·0001 
Time Period    
2001–2003 1 – – 

2004–2007 1·26 [1·07,1·47] 0·005 
2008–2010 1·46 [1·24,1·70] <0·0001 
2011–2013 1·32 [1·12,1·54] 0·001 
Wealth Quintile 

Q1 (Lowest) 1 – – 

Q2 0·95 [0·76,1·18] 0·612 
Q3 0·80 [0·67,0·96] 0·019 
Q4 0·86 [0·72,1·04] 0·113 
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Q5 (Highest) 0·76 [0·62,0·93] 0·009 
Non-communicable Causes  

Sex 

Female 1 – – 

Male 1·47 [1·36,1·58] <0·0001 

Age Groups    
0-4 1 – – 

5-14 0·20 
 

[0·13,0·32] <0·0001 
15-49 2·62 [2·05,3·35] <0·0001 
50-64 15·24 [11·86,19·59] <0·0001 
65+ 57·78 [45·33,73·63] <0·0001 
Time Period    
2001–2003 1 – – 

2004–2007 1·17 [1·04,1·32] 0·008 

2008–2010 1·28 [1·14,1·44] <0·0001 
2011–2013 1·30 [1·16,1·46] <0·0001 
Wealth Quintile 

Q1 (Lowest) 1 – – 

Q2 1·03 [0·91,1·17] 0·635 
Q3 0·99 [0·80,1·22] 0·928 
Q4 0·94 [0·79,1·12] 0·469 
Q5 (Highest) 0·89 [0·75,1·06] 0·189 
Injuries 

Sex 

Female 1 – – 

Male 4·13 [3·42,4·98] <0·0001 
Age Groups    
0-4 1 – – 

5-14 0·79 [0·49,1·26] 0·320 
15-49 3·77 [2·57,5·52] <0·0001 
50-64 4·74 [3·04,7·37] <0·0001 
65+ 6·08 [3·82,9·68] <0·0001 
Time Period    
2001–2003 1 – – 

2004–2007 0·89 [0·72,1·10] 0·269 
2008–2010 0·65 [0·51,0·82] <0·0001 
2011–2013 0·75 [0·60,0·94] 0·011 
Wealth Quintile 

Q1 (Lowest) 1 – – 

Q2 1·01 [0·70,1·45] 0·967 
Q3 0·93 [0·61,1·40] 0·696 
Q4 0·98 [0·66,1·46] 0·932 
Q5 (Highest) 1·08 [0·82,1·43] 0·563 
Indeterminate 
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Sex 

Female 1 – – 

Male 1·80 [1·59,2·04] <0·0001 
Age Groups    
0-4 1 – – 

5-14 0·13 [0·10,0·18] <0·0001 
15-49 0·56 [0·47,0·67] <0·0001 
50-64 1·88 [1·52,2·32] <0·0001 
65+ 4·16 [3·42,5·06] <0·0001 
Time Period    
2001–2003 1 – – 

2004–2007 1·09 [0·94,1·27] 0·271 
2008–2010 0·59 [0·49,0·71] <0·0001 
2011–2013 0·44 [0·36,0·54] <0·0001 
Wealth Quintile 

Q1 (Lowest) 1 – – 

Q2 0·94 [0·76,1·17] 0·586 
Q3 0·82 [0·66,1·01] 0·062 
Q4 0·92 [0·75,1·11] 0·376 
Q5 (Highest) 0·80 [0·66,0·98] 0·033 
 
*The abbreviation  “Other comm/mat/peri/nutr causes”  stands for “other communicable (excluding HIV/AIDS and TB), maternal, 
perinatal, and nutritional causes of death”  
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Abstract

Background: Health and Demographic Surveillance Systems (HDSS) have been instrumental in advancing population
and health research in low- and middle- income countries where vital registration systems are often weak. However,
the utility of HDSS would be enhanced if their databases could be linked with those of local health facilities. We assess
the feasibility of record linkage in rural South Africa using data from the Agincourt HDSS and a local health facility.

Methods: Using a gold standard dataset of 623 record pairs matched by means of fingerprints, we evaluate twenty
record linkage scenarios (involving different identifiers, string comparison techniques and with and without clerical
review) based on the Fellegi-Sunter probabilistic record linkage model. Matching rates and quality are measured by their
sensitivity and positive predictive value (PPV). Background characteristics of matched and unmatched cases are compared
to assess systematic bias in the resulting record-linked dataset.

Results: A hybrid approach of deterministic followed by probabilistic record linkage, and scenarios that use an extended
set of identifiers including another household member’s first name yield the best results. The best fully automated record
linkage scenario has a sensitivity of 83.6% and PPV of 95.1%. The sensitivity and PPV increase to 84.3% and 96.9%,
respectively, when clerical review is undertaken on 10% of the record pairs. The likelihood of being linked is significantly
lower for females, non-South Africans and the elderly.

Conclusion: Using records matched by means of fingerprints as the gold standard, we have demonstrated the feasibility
of fully automated probabilistic record linkage using identifiers that are routinely collected in health facilities in South
Africa. Our study also shows that matching statistics can be improved if other identifiers (e.g., another household
member’s first name) are added to the set of matching variables, and, to a lesser extent, with clerical review. Matching
success is, however, correlated with background characteristics that are indicative of the instability of personal attributes
over time (e.g., surname in the case of women) or with misreporting (e.g., age).
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Background
Health and Demographic Surveillance Systems (HDSS)
enumerate populations in geographically well-defined areas
and prospectively collect detailed information on vital
events including births, deaths, and migrations, as well as
complementary data covering health, social and economic
indicators [1-3]. These data allow for population-based in-
vestigations of population and health dynamics and their
determinants in low- and middle- income countries where
vital registration systems are often weak [2]. However, the
scope of analysis possible with datasets from most HDSSs
is constrained by the lack of integration with other
administrative data, including those emanating from
health facilities. For example, HDSS data have demon-
strated reductions in overall mortality levels in HIV/
AIDS affected African populations following the ex-
pansion of antiretroviral therapy programs [4-6], but
residual AIDS mortality remains important. In order to
achieve further reductions in mortality levels, it is im-
portant to understand whether individuals dying of
AIDS have had any contact with the health facilities
and the nature of that contact (e.g., diagnosis, in care
awaiting treatment initiation, on first line treatment).
Unfortunately, this is difficult without linking HDSS
and health facility data. The best measures currently
available on health care utilization rely on retrospect-
ive reports from living patients or from relatives or
caretakers of the deceased. Data from health facilities
alone do not address these types of research and policy
questions either as they fail to account for individuals
who never make contact with the health facility.
Record linkage of electronic patient records based on

conventional personal identifiers is a cost-effective means
for integrating information from different sources [7]. This
approach has been applied extensively to generate datasets
for epidemiological studies in higher income settings
(e.g., United States of America [8,9], Wales [10],
Australia [11-13], Italy [14], Canada [15], Netherlands
[16] and the United Kingdom [17]) but it is much less
common in African populations or in the context of
HDSSa. Obstacles to record linkage in these settings
include the lack of unique and ubiquitous identifica-
tion systems (e.g., national insurance or social security
number), variation in the transcription of names, im-
precision in the reporting of dates, and other data
quality related issues.
In this study, we assess the feasibility of record linkage

with conventional personal identifiers (e.g., name, age,
address) between an HDSS and a health facility in South
Africa using data from the Agincourt HDSS and patient at-
tendance records from a local government health facility.
Our study is unusual because we first construct a gold
standard dataset of records matched by means of finger-
prints and subsequently use it to assess the coverage and

accuracy of various record linkage scenarios. Finally, we
compare the background characteristics of matched and
unmatched cases, and evaluate compositional differences in
the linked and full dataset.
There are three reasons why we pursue record linkage

on conventional personal identifiers as opposed to record
linkage on fingerprints. First, fingerprints are known to
have a very high specificity but relatively low sensitivity
[18]. This property renders fingerprint-matched records a
good gold standard for evaluating other record linkage
approaches, but makes it less desirable as a record linkage
solution itself. Other biometric identifiers (e.g., iris scan
and facial recognition) may outperform fingerprints in
that regard. Second, record linkage on the basis of finger-
prints (or any other biometric) would require the HDSS to
collect and store fingerprints for all its residents, and we
chose to assess the utility of a cheaper method. Third,
fingerprint-based record linkage would require that
fingerprint collection becomes part of the patient ad-
ministration systems in all health facilities. Since many
health facilities in low- and middle- income countries
do not have computerized health management infor-
mation systems, this is unlikely to become a realistic
solution in the short term.

Methods
Datasets
Three datasets are used in this study. The first dataset
(dataset1) consists of identifiers of 93,507 individuals who
were under surveillance by the Agincourt HDSS at any
time between 1 August 2009 and 1 August 2010. The
Agincourt HDSS encompasses 27 villages spread over
420 km2 of semi-arid scrubland in rural northeast South
Africa in the Bushbuckridge sub-district of Ehlanzeni dis-
trict, Mpumalanga Province [19,20]. The population under
surveillance is largely Xitsonga-speaking with one-third
being former Mozambican refugees who arrived in the
1980s- and their descendants.
The second dataset (dataset2) consists of identifiers

and fingerprints of 2,865 individuals aged 18 years and
above from two villages in the Agincourt HDSS. The fin-
gerprints were collected during a mini-census in which
6,185 residents aged 18 years and above were visited in
their homes between November 2008 and April 2009.
Verbal informed consent was obtained to collect finger-
prints and to link the Agincourt HDSS database record
to any visits to Agincourt Health Centre (AHC), which
is one of eight local health facilities within the Agincourt
HDSS. Between two and four fingerprints were collected
from each individual who agreed to participate in the
study. A large number of the individuals from whom fin-
gerprints could not be collected were absent during the
household visits (circular labor migration is very com-
mon in the area). Among the individuals who were
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found at home (2,965 individuals), only 45 individuals
refused participation, and technical problems with the
collection of fingerprints (often due to scars or cuts on
the finger) accounted for 55 cases. Details about the
community-based fingerprint collection are presented
elsewhere [21].
The third dataset (dataset3) consists of identifiers and

fingerprints that were collected as part of a pilot elec-
tronic patient registration system at the reception desk
of the AHC. This electronic patient registration system
was managed by SAP Meraka Unit for Technology De-
velopment (UTD) and the School of Public Health from
the University of the Witwatersrand [22]. The data were
collected between August 2008 and August 2010. Iden-
tifiers were collected from 10,790 individuals and fin-
gerprints from 3,633 of them. At least two fingerprints
were collected from 93.6% of these 3,633 individuals.
Fingerprints were not collected for extended periods of
time at the AHC because of technical problems that
the personnel at the reception desk could not inde-
pendently resolve.
Identifiers included in dataset3 are those that are rou-

tinely collected at the AHC such as first name, surname,
sex, date of birth, and place of residence, and attributes
that we added to the patient registration for the purpose
of this study (e.g., the first and surname of another
household member). National ID number and telephone
number were also on the list of identifiers to be col-
lected but were not consistently reported by individuals
attending the AHC. In anticipation of this (and future)
record linkage studies we collect National ID number
and telephone number(s) during the annual Agincourt
HDSS census update since 2007 and 2011 respectively.
Additionally, we have included the collection of other
names for all individuals in the annual Agincourt
HDSS census update since 2011.

Gold standard dataset
We constructed a dataset of matched individuals from
the Agincourt HDSS and the AHC by linking individ-
uals’ fingerprints in dataset2 with the fingerprints in
dataset3. Matching of the fingerprints was performed
using the SAGEM MorphoSmart Compact Biometric
Module (CBM) with a threshold of 5 as recommended
by the manufacturer [23]. The threshold can be varied
from 0 to 10 with higher thresholds producing less false
positive cases and lower thresholds producing fewer
false negatives. The threshold of 5 has a false acceptance
rate (FAR = 1-Specificity) <0.01% [23].
The matching of fingerprints from the 2,865 individ-

uals in the two target villages of the Agincourt HDSS
with those captured from the 3,633 individuals that
visited the AHC resulted in 623 matched record pairs.

At least two fingerprints were matched in 393 (63.08%)
cases.

Record linkage with conventional personal identifiers
We use two approaches for linking individuals in dataset1
with individuals in dataset3. In the first approach we exclu-
sively use probabilistic record linkage methods. In the
second approach we use a hybrid strategy whereby we first
link records deterministically and thereafter match the
remaining records using probabilistic methods. Determinis-
tic record linkage designates a pair of records from two
data sources as belonging to the same individual when they
match on a unique identifier such as fingerprints, a social
security or national identification number, or a set of con-
ventional personal identifiers (e.g., the combination of first
name, last name and date of birth) [24-27]. Probabilistic
record linkage classifies a pair of records from two data
sources as belonging to the same individual based on the
statistical probability that common identifiers drawn
from the two data sources belong to the same individual
[28-33]. Whereas deterministic linkage is most suitable
when unique identifiers are available and the quality of the
data are high, probabilistic linkage yields better results
when unique identifiers are lacking or in situations where
there is variation in reporting or transcription of personal
identifiers [24,29,34-36].
We first define 15 probabilistic record linkage scenarios

(S1-S15) based on different combinations of personal identi-
fiers or linking variables (first name, surname, day of birth,
month of birth, year of birth, village and first name and
surname of another household member), and various string
comparison techniques to accommodate typographical errors
and spelling variation in first and surnames. The string com-
parison techniques used are the Jaro-Winkler (JW) string
comparator [37], the Soundex phonetic encoding and the
Double Metaphone phonetic encoding [38]. Details about
these probabilistic linkage scenarios are given in Table 1.
Thereafter, we create another scenario (S16 in Table 1),

which first matches records deterministically using National
ID number or a combination of telephone number and first
name, and subsequently matches the remaining cases using
the scenario that yields the maximum sensitivity and posi-
tive predictive value (PPV) among the first 15 probabilistic
linkage scenarios.
Since the number of possible record pair comparisons

in two data files to be linked is enormous - equal to the
product of the number of records on each file (over 1
billion record pairs in our case) - we use a technique
called “blocking” to restrict the comparison space to
blocks or pockets of record pairs where one or more
variables match exactly [31]. Blocking is useful for redu-
cing computing time, but may decrease the sensitivity if
blocking variables are measured with error. In order to
minimize the effect of errors in blocking variables, we
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use three blocking schemes: exact match on sex and year
of birth (BS-1), exact match on sex and village (BS-2)
and exact match on the first letter of the first name and
surname and age difference of not more than 10 years
(BS-3). We combine linked record pairs from the differ-
ent blocks and extract a unique set of linked record pairs
as a combination of all distinct record pairs and the rec-
ord pair with the highest matching score (see below) in
cases where a record from dataset3 is matched to mul-
tiple records in dataset1.
A key step in probabilistic linkage is the estimation of

weights to indicate the contribution of each identifier to
the probability of accurately designating a pair of records
from two different sources as either a match or non-
match [27,30,31]. For each common identifier, i, available
in the two data sources, the process involves first esti-
mating the probability that the identifier agrees given
that the two records belong to the same individual, de-
noted by mi, and the probability that the identifier agrees
given that the two records do not belong to the same in-
dividual, denoted by ui [30,31,33]. The mi values depend
on measurement and reporting error in an identifier
whereas the ui values depend on the number of distinct
values of an identifier and their frequencies [32,39].
Identifiers collected and recorded with good quality in
both datasets have higher mi values. On the other hand,
identifiers with many different values are less likely to
agree by chance, and hence, have lower ui values. In rec-
ord pairs where identifier i agrees, the identifier is
assigned a weight value of log2

mi
ui

and where identifier i
disagrees a weight value of log2

1−mi
1−ui

is assigned. There-
after each record pair is classified as a match or non-
match depending on whether the sum of the weights on
all the identifiers used (matching score) is above or
below a threshold value above which record pairs are
automatically accepted as matches.

For each scenario, we estimate mi and ui probabilities
from the datasets to be linked using an Expectation
Maximization (EM) algorithm [31,40,41] based on the
Fellegi-Sunter model [42]. Following Méray et al. [39]
and Tromp et al. [43], we use an estimate of the pro-
portion of true matches among all possible record pair
combinations to determine a scenario-specific thresh-
old matching score above which record pairs are auto-
matically accepted as matches.
Finally, we create four more scenarios (S17-S20 in

Table 1) that use scenario S16 as the starting point and
add clerical review for a selection of record pairs imme-
diately above and below the threshold value. These sce-
narios allocate 5% (S17), 10% (S18), 15% (S19) and 20%
(S20) of record pairs immediately above and below the
threshold value in scenario S16 to clerical review. Two
reviewers independently review the targeted record pairs
and classify each of them as a match or non-match.
When the two reviewers disagree, a third reviewer adju-
dicates over the match status.
There are four possible outcomes from record linkage:

true matches (true positives), true non-matches (true nega-
tives), mismatches (false positives) and false non-matches
(false negatives) [44]. Coverage and accuracy of each link-
age scenario can thus be assessed by four indices: sensitiv-
ity, specificity, PPV and negative predictive value (NPV).
Sensitivity is the proportion of true matches that are pro-
duced by the linkage algorithm, specificity is the proportion
of true non-matches, PPV is the proportion of matches
produced by the linkage algorithm that are true matches
and NPV is the proportion of non-matches produced by
the linkage algorithm that are true non-matches [45]. How-
ever, as the number of true non-matches are often very
large, specificity and NPV are not very informative [34].
Therefore, we report sensitivity and PPV for each linkage
scenario against the gold standard.

Table 1 Linkage scenarios by identifiers and string comparison techniques applied to names
String comparison techniques applied to first and surnames

Exact JW ≥ 0.7 JW ≥ 0.9 DM Soundex JW ≥ 0.9 or DM or
soundex

Identifiers used Routinely collected identifiers* S1 S2 S3 S4 S5 S6

Routinely collected identifiers + household member
first name

S7 S8 S9 S10 S11 S12

Routinely collected identifiers + household member
first name and surname

S13 S14 S15

Deterministic linkage on National ID Number or telephone
number followed by best of S1-S15**

S16

S16 + clerical review of 5%, 10%, 15%, and 20% of record
pairs above and below the threshold value above which
record pairs are automatically accepted as matches

S17-S20

*Routinely collected identifiers = first name, last name, sex, day of birth, month of birth, year of birth and village; JW = Jaro-Winkler; DM = double metaphone code.
**The best of the 15 probabilistic linkage scenarios is the one that yields the maximum sensitivity and PPV.
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Bias in the record-linked dataset
Because record linkage may produce mismatches and
missed matches it is recommended that linked and un-
linked records are assessed for systematic bias [46,47].
We thus select cases for which we know the true match
status from the gold standard dataset and regress the
record linkage outcome on individual characteristics
using a logistic model. Age, sex, residency status in the
Agincourt HDSS, nationality, level of education, em-
ployment status and household wealth quintile are
considered as predictors of accurate linkage. Wealth
quintiles are derived from data on ownership of assets
such as cattle, car, and cell phone as well as access
to amenities including drinking water and sanitation
using principal components analysis [48]. In addition
to this individual-level assessment of factors associated
with linkage success, we also compare the distribution
of background characteristics in the gold standard and
record linked datasets using Pearson Chi squared tests.

Implementation
We implemented the record linkage with conventional
personal identifiers in Microsoft SQL Server 2008. The
EM algorithm used to estimate the m and u probabilities
and the proportion of true matches among all possible
record pair combinations is implemented in Microsoft
C# and integrated into Microsoft SQL Server as a com-
mon language runtime (CLR) function. The Soundex al-
gorithm is a Microsoft SQL Server built-in function. The
JW and Double Metaphone algorithms were integrated
into Microsoft SQL Server as CLR functions. The JW
algorithm is part of the SimMetrics library and its source
code is freely available [49]. The source code for the
Double Metaphone algorithm is also freely available
[50]. Data analysis is conducted in Stata version 12.

Ethical approval
The study received ethical approvals from the University
of the Witwatersrand Human Research Ethics Commit-
tee (Clearance number: M071141) and the Mpumalanga
Provincial Department of Health Research and Ethics
Committee.

Results
The level of completeness of the identifiers used as link-
ing variables in the various scenarios is higher in the
data from the Agincourt HDSS compared to that from
the AHC (Table 2). Village, another household member’s
first and surname, National ID number and telephone
number are often missing in the AHC dataset. None of
these characteristics are routinely recorded in health
facilities.
Figure 1 plots the sensitivity against PPV for each of

the record linkage scenarios. Scenarios solely based on

identifiers that are routinely collected in health facilities
(S1-S6) have sensitivity ranging from 57.30% to 74.64%,
and PPV ranging from 81.69% to 91.72%. Adding another
household member’s first name to the set of matching
variables (S7-S12) considerably improved sensitivity (range:
66.13% to 81.35%) and PPV (range: 89.76% to 94.94%).
However, adding another household member’s last name
(S13-S15) to the set of identifying variables leads to deteri-
oration in the matching rates and accuracy. The string
comparison methods that produce the best results are the
JW with a threshold value of 0.9, the Double Metaphone
and Soundex. Differences between these three are
small. Scenarios where we consider an exact match on
names or a JW score above 0.7 have a markedly lower
sensitivity and PPV.
With sensitivity of 81.38% and PPV of 94.94%, sce-

nario S12 produces the best results among the purely
probabilistic linkage scenarios. Matching statistics fur-
ther improve by first matching records deterministically
using National ID number or telephone number and
first name, and subsequently matching the remaining
records with probabilistic methods using the criteria set
forth in scenario S12. This hybrid record linkage ap-
proach (S16) increases sensitivity to 83.63% and PPV to
95.07%. The improvement in matching statistics is only
marginal, however, and probably due to the fact that
these attributes have a substantial number of missing
values in either one or both datasets.
The inclusion of clerical review in the linkage process

results in modest improvements in PPV. Allocating 5%
of the record pairs below and above the threshold value
in scenario S16 to clerical review (S17) yields the best re-
sults in terms of maximizing both sensitivity (84.27%)
and PPV (96.86%). The other scenarios involving clerical
review produce small gains in PPV, but are considerably
more labour intensive. For example, for scenario S17,

Table 2 Completeness of identifiers from both sources
Identifier Percentage of individuals with

complete information

From Agincourt
HDSS (n = 93 507)

From Agincourt
Health Centre
(n = 10790)

First name 100.00 100.00

Surname 100.00 100.00

Other first name 35.57 6.14

Sex 100.00 99.95

Date of birth 100.00 100.00

Village 100.00 81.17

Household member first name 98.48 77.29

Household member surname 98.48 76.60

ID number 67.14 1.55

Telephone number 37.48 26.67
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1131 record pairs were reviewed and it took the two
reviewers an average of 5 hours each to complete the
task whereas for scenario S20, 3492 record pairs were
reviewed, which required an average of 15 hours per
reviewer.
In Table 3, we present a number of background char-

acteristics of individuals and their association with
matching success. The records come from the gold
standard dataset in which record pairs are matched
using fingerprints, and match success in record linkage
scenarios based on conventional personal identifiers is
the outcome of interest. This analysis is conducted for
three of the scenarios defined in Table 1: (i) the best
fully automated scenario that uses only personal iden-
tifiers that are routinely collected in health facilities
(S6), (ii) the best fully automated record linkage sce-
nario based on an extended set of personal identifiers
and wherein deterministic and probabilistic linkage
methods are combined (S16), and (iii) S17, which is
equivalent to S16 with the addition of clerical review of
5% of the record pairs with a matching score immedi-
ately above and below the threshold value.
Background characteristics associated with a lower

matching likelihood in a multivariable model are fe-
male gender, old age, and low socioeconomic status
(being below the highest wealth quintile). The coeffi-
cients for age indicate that matching rates deteriorate
above age 50 (significantly above age 65), which sug-
gests that reporting of personal identifiers in older re-
spondents may not be as reliable. Being non South
African is associated with lower matching success only
in scenario S17 whereas having received less than
primary education is associated with lower matching
success in both scenarios S6 and S17. Interestingly, the

scenarios that produce the best matching statistics
(S16 and S17) do not necessarily produce samples of
matched records that are less biased (i.e., significant
predictors of matching success are similar across the
three scenarios in Table 3).
Although matched and non-matched records differ in

terms of some of their background characteristics, the
distribution of background characteristics in the fingerprint
linked dataset and the dataset generated via record linkage
on conventional personal identifiers is quite similar for all
the three scenarios considered here (Table 4). The reason is
that the algorithms will select an individual with similar
personal attributes (gender, age, etc.), even if it is not an
exact match.

Discussion
We have evaluated the coverage and quality of record
linkage in rural South Africa between the Agincourt
HDSS and patient administration records from a health
facility in its vicinity. We created a gold standard dataset
of records matched by means of fingerprints and use it to
evaluate the performance of 20 record linkage scenarios
with conventional personal identifiers. The various record
linkage scenarios can be distinguished by four attributes.
First, one set of scenarios uses only personal identifiers
that are routinely collected in health facilities (first name,
surname, date of birth, sex and village) whereas another
set of scenarios uses an extended set of identifiers (adding
another household member’s names, national ID number
and telephone number). Second, some scenarios use purely
probabilistic methods of record linkage, whereas others
follow a hybrid approach where records are first matched
deterministically using National ID number or telephone
number and first name, and the remainder are retained for

Figure 1 Sensitivity and positive predictive values (PPVs) in various linkage scenarios. See Table 1 for a description of the scenarios.
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probabilistic record linkage. Third, we use different string
comparison metrics for names. Finally, we define purely au-
tomated record linkage scenarios as well as scenarios in-
volving clerical review of a subset of record pairs.
Record linkage scenarios with the most satisfying re-

sults are those that follow a hybrid approach of deter-
ministic followed by probabilistic record linkage, and
those that use an extended set of identifiers including
another household member’s first name, National ID
number and telephone number. Worth noting is that an-
other household member’s first name is a substantially
better matching variable than his or her surname as the

latter is often the same as that of the person to be linked
and does not add much new information. In terms of string
comparison metrics, the best results are obtained in scenar-
ios that use a combination of Soundex, Double Metaphone
and a Jaro-Winkler score above 0.9 (see also [51]).
Fully automated record linkage based on a set of per-

sonal identifiers that are routinely collected at health fa-
cilities (S6 in Table 1) has a sensitivity of 75.28% and
PPV of 90.89%. The best fully automated record linkage
scenario based on an extended set of identifiers and fol-
lowing a hybrid deterministic-probabilistic approach
(S16), yields a sensitivity of 83.63% and PPV of 95.07%.

Table 3 Background characteristics associated with successful matching in the dataset of records matched by means of
fingerprints
Variable n Linkage scenario 6 Linkage scenario 16 Linkage scenario 17

Matched Multivariable Matched Multivariable Matched Multivariable

n (%) OR (95% CI) n (%) OR (95% CI) n (%) OR (95% CI)

623 492 (79.0) 551 (88.4) 552 (88.6)

Sex

Female 511 395 (77.3) 1 445 (87.1) 1 447 (87.5) 1

Male 112 97 (86.6) 2.86 (1.41-5.82)* 106 (94.6) 4.38 (1.52-12.61)* 105 (93.8) 3.34 (1.25-8.97)*

Age

18-34 334 284 (85.0) 1 308 (92.2) 1 308 (92.2) 1

35-49 125 100 (80.0) 0.99 (0.53-1.84) 112 (89.6) 0.84 (0.36-1.93) 115 (92.0) 1.21 (0.5-2.92)

50-64 89 66 (74.2) 0.76 (0.35-1.66) 78 (87.6) 0.75 (0.27-2.14) 77 (86.5) 0.75 (0.27-2.12)

65+ 75 42 (56.0) 0.35 (0.15-0.85)* 53 (70.7) 0.21 (0.07-0.63)* 52 (69.3) 0.25 (0.08-0.74)*

Ethnicity

Other 96 67 (70.0) 1 76 (79.2) 1 75 (78.1) 1

South African 527 425 (80.7) 1.3 (0.71-2.37) 475 (90.1) 1.82 (0.88-3.77) 477 (90.5) 2.1 (1.02-4.33)*

Residence status

Permanent 574 450 (78.4) 1 506 (88.1) 1 507 (88.3) 1

Temporary and other 49 42 (85.7) 1.63 (0.54-4.88) 45 (91.8) 1.28 (0.28-5.89) 45 (91.8) 1.4 (0.31-6.44)

Highest level of education

None 97 54 (55.7) 1 71 (73.2) 1 69 (71.1) 1

Some primary 191 144 (75.4) 1.46 (0.76-2.83) 164 (85.8) 1.16 (0.51-2.63) 166 (87.0) 1.43 (0.64-3.22)

Post primary 302 267 (88.4) 2.73 (1.18-6.36)* 288 (95.4) 2.62 (0.87-7.92) 288 (95.4) 3.05 (1.01-9.24)*

Employment

Not working 514 413 (80.4) 1 462 (89.8) 1 460 (89.5) 1

Working 93 70 (75.3) 0.68 (0.37-1.25) 79 (85.0) 0.53 (0.25-1.14) 81 (87.1) 0.71 (0.32-1.58)

Wealth quintile

Lowest 44 28 (63.6) 1 33 (75.0) 1 34 (77.3) 1

Second 84 62 (73.8) 1.48 (0.63-3.49) 75 (89.3) 2.42 (0.84-6.98) 73 (90.0) 1.63 (0.57-4.62)

Middle 125 100 (80.0) 1.89 (0.82-4.37) 108 (86.4) 1.60 (0.6-4.25) 110 (88.0) 1.58 (0.58-4.36)

Fourth 172 136 (79.1) 1.81 (0.8-4.11) 152 (88.3) 2.08 (0.78-5.54) 150 (87.2) 1.47 (0.55-3.93)

Highest 184 159 (86.4) 2.9 (1.24-6.75)* 174 (94.5) 4.4 (1.51-12.84)* 175 (95.1) 4.03 (1.34-12.17)*

Goodness-of-fit

Pseudo R2, Wald χ2 (p-value) 0.11, 56.89 (<0.0001) 0.16, 51.94 (<0.0001) 0.16, 53.76 (<0.0001)

Statistical significance: * = p-value < 0.05.
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The sensitivity and PPV increase to 84.27% and 96.86%,
respectively, when clerical review is performed on 10%
of the record pairs around the matching score threshold
of scenario S16. Even though these results are very en-
couraging, it is likely that they could be improved fur-
ther by more comprehensive collection of National ID
numbers and telephone numbers in both the Agincourt
HDSS and the health facility.
Matching rates are significantly worse for women

(compared to men), for former Mozambican refugees
(compared to native South Africans), and for the poorly
educated and older respondents. The association be-
tween these background characteristics and matching
rates is similar in all record linkage scenarios, irrespect-
ive of their sensitivity and PPV. The lower matching

success for women may be because some of them
change names upon marriage and may be known by
their husband’s name in one data source and registered
under their maiden name in another data source. As
for older respondents, the lower matching success
could be a result of poorer reporting with age or an ef-
fect of older generations not having accurate informa-
tion on some of their identifiers such as date of birth.
The lower matching success for Mozambicans could
be related to their legal status, but we have no means
of verifying this. These analyses of the individual-level
correspondence in matching success are thus indicative of
systematic bias in all of the record linkage scenarios consid-
ered here. It is also worth noting, however, that the distri-
butions of socio-demographic background characteristics in

Table 4 Distribution of background characteristics in the dataset matched by means of fingerprints compared to three
datasets of records matched using conventional personal identifiers
Variable Matched on fingerprint

(n = 623)
Matched with scenario 6

(n = 492)
Matched with scenario 16

(n = 551)
Matched with scenario 17

(n = 552)

n (%) n (%) p-value* n (%) p-value* n (%) p-value*

Sex

Female 511 (82.0) 395 (80.3) 445 (80.8) 447 (81.0)

Male 112 (18.0) 97 (19.7) 0.460 106 (19.2) 0.579 105 (19.0) 0.645

Age

18-34 334 (53.6) 284 (57.7) 308 (55.9) 308 (55.8)

35-49 125 (20.1) 100 (20.3 112 (20.3) 115 (20.8)

50-64 89 (14.3) 66 (13.4) 78 (14.2) 77 (14.0)

65+ 75 (12.0) 42 (8.5) 0.240 53 (9.6) 0.601 52 (9.4) 0.528

Ethnicity

Other 96 (15.4) 67 (13.6) 76 (13.8) 75 (13.6)

South African 527 (84.6) 425 (86.4) 0.401 475 (86.2) 0.434 477 (86.4) 0.377

Residence status

Permanent 574 (92.1) 450 (91.5) 506 (91.8) 507 (91.8)

Temporary and other 48 (7.7) 42 (8.5) 0.595 45 (8.2) 0.617 45 (8.2) 0.618

Highest level of
education

None 97 (15.6) 54 (11.0) 71 (12.9) 69 (12.5)

Some primary 191 (30.7) 144 (29.3) 164 (29.8) 166 (30.1)

Post primary 302 (48.5) 267 (54.3) 0.098 288 (52.3) 0.491 288 (52.2) 0.426

Employment

Not working 514 (82.5) 413 (83.9) 462 (83.4) 460 (83.3)

Working 93 (14.9) 70 (14.2) 0.660 79 (14.3) 0.643 81 (14.7) 0.795

Wealth quintile

Lowest 44 (7.1) 28 (5.7) 33 (6.0) 34 (16.2)

Second 84 (13.5) 62 (12.6) 75 (13.6) 73 (13.2)

Middle 125 (20.1) 100 (20.3) 108 (19.6) 110 (19.9)

Fourth 172 (27.6) 136 (27.6) 152 (27.6) 150 (21.2)

Highest 184 (29.5) 159 (32.3) 0.753 174 (31.58) 0.912 175 (31.7) 0.952

*p-value using chi-squared test computed separately for records in each scenario compared to records matched by means of fingerprints.
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the gold standard and record-linked datasets are very simi-
lar, which suggests that record-linked datasets may still be
used for assessing equitable uptake of services.

Conclusion
Using records matched by means of fingerprints as the
gold standard, we have demonstrated the feasibility of
fully automated probabilistic record linkage using identi-
fiers that are routinely collected in health facilities in
South Africa. Our study also shows that matching statis-
tics can be improved if other identifiers (e.g., another
household member’s first name) are added to the set of
matching variables, and, to a lesser extent, with clerical
review. Matching success is, however, correlated with
background characteristics that are indicative of the in-
stability of personal attributes over time (e.g., surname
in the case of women) or with misreporting of attributes
(e.g., age).

Endnotes
aSome HDSS that have been built around a health fa-

cility or manage a health facility as part of their research
operation (e.g., the Kilifi HDSS or the Masaka HDSS). In
these studies, the data systems are well integrated.
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