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Abstract

The face is a fundamental tool to assist in interpersonal communication and interaction between people.
Humans use facial expressions to consciously or subconsciously express their emotional states, such as
anger or surprise. As humans, we are able to easily identify changes in facial expressions even in com-
plicated scenarios, but the task of facial expression recognition and analysis is complex and challenging
to a computer. The automatic analysis of facial expressions by computers has applications in several sci-
entific subjects such as psychology, neurology, pain assessment, lie detection, intelligent environments,
psychiatry, and emotion and paralinguistic communication. We look at methods of facial expression
recognition, and in particular, the recognition of Facial Action Coding System’s (FACS) Action Units
(AUs). Movements of individual muscles on the face are encoded by FACS from slightly different, in-
stant changes in facial appearance. Contractions of specific facial muscles are related to a set of units
called AUs. We make use of Speeded Up Robust Features (SURF) to extract keypoints from the face and
use the SURF descriptors to create feature vectors. SURF provides smaller sized feature vectors than
other commonly used feature extraction techniques. SURF is comparable to or outperforms other meth-
ods with respect to distinctiveness, robustness, and repeatability. It is also much faster than other feature
detectors and descriptors. The SURF descriptor is scale and rotation invariant and is unaffected by small
viewpoint changes or illumination changes. We use the SURF feature vectors to train a recurrent neural
network (RNN) to recognize AUs from the Cohn-Kanade database. An RNN is able to handle temporal
data received from image sequences in which an AU or combination of AUs are shown to develop from
a neutral face. We are recognizing AUs as they provide a more fine-grained means of measurement that
is independent of age, ethnicity, gender and different expression appearance. In addition to recognizing
FACS AUs from the Cohn-Kanade database, we use our trained RNNs to recognize the development
of pain in human subjects. We make use of the UNBC-McMaster pain database which contains image
sequences of people experiencing pain. In some cases, the pain results in their face moving out-of-plane
or some degree of in-plane movement. The temporal processing ability of RNNs can assist in classify-
ing AUs where the face is occluded and not facing frontally for some part of the sequence. Results are
promising when tested on the Cohn-Kanade database. We see higher overall recognition rates for upper
face AUs than lower face AUs. Since keypoints are globally extracted from the face in our system, local
feature extraction could provide improved recognition results in future work. We also see satisfactory
recognition results when tested on samples with out-of-plane head movement, showing the temporal
processing ability of RNNs.
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Chapter 1

Introduction

Facial expressions are the result of changes and deformations on a human face due to muscle movement.
These are considered facial changes to portray a human’s intentions, feelings, emotional states, or to ac-
company communication. Humans use their face in conjunction with facial expressions to consciously or
subconsciously express their emotional states, such as sadness or surprise, and to exchange thoughts with
or without words. Darwin looked at the facial expressions of humans and their genetically determined
aspects of behaviour in his 1872 book, The Expressions of the Emotions in Man and Animals, and since
then facial expression recognition and analysis has been an active and important research topic across
many different scientific subjects [Darwin 1872]. Suwa et al. [1978] presented a preliminary research
on automatically analyzing facial expressions. This was considered the first step towards automatic fa-
cial expression recognition. They accomplished this by tracking the motion of twenty identified spots
on image sequences. Since then, significant progress has been made in the research and development
of systems to recognize and analyze facial expressions. Facial expression recognition (FER) systems
attempt to automatically recognize and analyze facial movement and changes from visual information in
the form of static, single images or video sequences.

The recognition and analysis of facial expressions by computing systems has applications in many
different and diverse scientific subjects. These include psychology, neurology, pain assessment, lie de-
tection, intelligent environments, psychiatry, and emotion and paralinguistic communication. It also has
applications in everyday life such as driver monitoring systems [Brandt et al. 2004] [Ji and Yang 2002],
and automated tutoring systems [Whitehill et al. 2008]. As humans, the task of identifying changes
in facial expressions comes naturally and easily to us, even in complicated situations. However, for a
computer, this task can be challenging and computationally expensive. These automatic FER systems
must share the same robustness, accuracy and speed as a human so that these systems can be used in a
real-world scenario, such as in an airport security application.

The Facial Action Coding System (FACS) is based on a system originally developed by Varl-Herman
Hjortsjo, a Swedish anatomist [Hjortsjö 1969]. It was adopted and adapted by Ekman and Friesen [1978]
and later joined by Hager to publish an updated version in 2002 [Ekman et al. 2002]. The objective
of FACS is to measure and categorize facial movements of a human by their appearance on the face.
Contractions of specific facial muscles are related to a set of units called Action Units (AUs). FACS
makes use of AUs and combinations of AUs to describe facial expressions.

Speeded Up Robust Features (SURF) is a local feature detector and descriptor first presented by
Bay et al. [2006]. It was partly inspired by another feature detector and descriptor method, the Scale-
Invariant Feature Transform (SIFT) [Lowe 1999]. SURF detects keypoints (or interest points) on the
face, and then facial feature vectors are generated from keypoint descriptors. SURF provides smaller
sized feature vectors than other commonly used feature extraction techniques. SURF is comparable to
or outperforms other methods with respect to distinctiveness, robustness, and repeatability [Bay et al.
2008]. It is also much faster than other feature detectors and descriptors. The SURF descriptor is scale
and rotation invariant and is unaffected by small viewpoint changes or illumination changes

We introduce a system to recognize FACS AUs on the face of a subject using SURF descriptors to de-
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scribe facial features. A recurrent neural network (RNN) is used to classify features, which incorporates
temporal data to classify features in a sequence of images. The use of RNNs has been tested by Vadapalli
[2014], who made use of RNNs to recognize FACS AUs. The system used Gabor Filters to extract fea-
tures. However, the use of Gabor filters can suffer from the high dimensionality problem. We propose the
use of SURF to extract keypoints from the face in a sequence of images where an AU (or combination of
AUs) are formed from a neutral face. We use these keypoints to generate SURF descriptors which form
feature vectors. The feature vector obtained from SURF is far smaller than feature vectors obtained from
Gabor filters and other common feature extraction techniques. An RNN is a spatial-temporal approach
of classification. The RNN allows us to take advantage of temporal data received from image sequences,
which depict a neutral face to the formation of an AU or AUs. Although Vadapalli [2014] were successful
in using an RNN to classify AUs in image sequences, the use of SURF and RNNs to classify AUs where
the face moves out-of-plane during the sequence has not yet been tested. Therefore, once the RNNs are
trained to recognize AUs using SURF feature vectors, we recognize pain in human subjects from video
sequences where the face moves out-of-plane for some part of the sequence. The presence of pain is
considered to be the combination of AUs 4, 6 or 7, 9 or 10, and 43.

1.1 Research Hypothesis

The following research hypothesis is reached:

1. RNNs will be able to classify FACS AUs in an image sequence using SURF to extract features
and SURF descriptors as feature vectors.

2. SURF descriptors and RNNs can be used to recognize FACS AUs in an image sequence where
the face moves out-of-plane by taking advantage of the temporal processing abilities of RNNs.

1.1.1 Research Questions

1. Can SURF descriptors extract enough information from the face to recognize AUs?

2. Is it possible to train a recurrent neural network to recognize AUs using the SURF feature vectors?

3. How many keypoints need to be extracted from the face in order to optimally recognize AUs?

4. Can SURF descriptors and RNNs be used to recognize FACS AUs when the face moves out-of-
plane?
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Chapter 2

The Facial Action Coding System

2.1 Introduction

Interaction between humans often does not only consist of the generation of a particular facial expression
to communicate a message. Rather, it could be a subtle change in one of the face regions that conveys
the message and the related expression. The Facial Action Coding System (FACS) is based on a system
originally developed by Varl-Herman Hjortsjo, a Swedish anatomist [Hjortsjö 1969]. FACS measures
and categorizes facial movements by the appearance changes they produce on the human face. It was
then adopted by Ekman and Friesen [1978] and later joined by Joseph C. Hager to publish a significantly
updated version of FACS in 2002 [Ekman et al. 2002]. FACS encodes movements of individual muscles
of the face from the slightly different instantaneous changes in facial appearance they produce. It has
become a common and widely used benchmark to categorize the physical expression of emotions, and it
has proven useful to psychiatrists [Heller and Haynal 2002], psychologists [Keltner and Bonanno 1997]
[Ekman and Rosenberg 1997], doctors [Rosenberg et al. 2001], animators and lie detectors.

2.2 Action Units

Contractions of specific facial muscles are related to a set of units called Action Units (AUs). The FACS
makes use of AUs to describe facial expressions. Instead of using muscle movement, FACS uses AUs as
a measurement unit. This is due to two reasons. Firstly, for some appearances, one AU consists of more
than one muscle. This is because the appearance changes these muscles produce cannot be separated
or distinguished. Secondly, one muscle can produce appearance changes separated into two or more
AUs. Different parts of a muscle can represent relatively independent actions. Therefore, the mapping
between facial muscles and AUs is not necessarily one-to-one. Some AUs are represented by more than
one muscle, and some AUs represent separate and distinct movements of the same muscle.

The AUs are grouped based on the location and/or the type of action involved. Two major groups
are the upper face AUs and the lower face AUs. Each AU has a unique number. Originally there were
44 AUs in the FACS with numbers ranging from 1 to 46, where numbers 3 and 40 were omitted [Ekman
and Friesen 1978]. In the updated version of the FACS, an additional twelve AUs are added [Ekman et
al. 2002]. These additional AUs include movements of the eyeball and of the head. The additional AUs
are numbered from 51 upward. The full list of FACS AUs is available in Appendix A. The number of
each AU as well as a short description of the AU is given. The AUs are grouped by location on the face
or type of movement. Figure A.1 shows images of the AUs which we will be using for the purposes of
this research.
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2.3 Scoring

Describing facial movements using FACS is called scoring. FACS includes a system to describe the
strength of the action of AUs, which result in variations in the intensity of the appearance change. Mul-
tiple FACS codes which are present in a particular instance are strung together using a plus (+) sign. The
intensity of each AU is added after the letter, but before the plus sign. Figure 2.1 displays the range of
AU intensity scoring. For example, 9a is the trace action of the nose wrinkler. For an intensity of E
(maximum intensity), the letter is often omitted. For example, 1+2 raises the inner and outer portions of
the eyebrow at maximum intensity. This equates to raising the entire eyebrow.

Activation of AUs result in changes in facial appearance. For example, raising the eyebrow can
produce horizontal wrinkles on the forehead. These are considered additional indicators that AUs are
active, and FACS scorers use these indicators to determine which AUs are activated in a particular scene.
Scoring is a challenging task. Since the muscles of the face are covered by skin, they cannot be directly
seen. This is why these additional indicators are important in both FACS scoring and automatic facial
anaylsis. Another challenge is that several AUs can produce similar appearance changes when activated.
For example, AU6, AU7 and AU12 can all result in the formation of wrinkles at the outer corners of
each eye. Additionally, the appearance change of one AU can effect or even hide the appearance change
caused by another AU. For example, activating AU4, which causes furrowing of the eyebrows, can
reduce the visible amount of sclera of the eyes. When activating AU5, which raises the upper eyelid,
the eye is widened and the amount of visible sclera is increased. When AU4 and AU5 are performed
together (4+5), they work opposingly. Therefore, when AU4 causes the furrowing of the eyebrows, it
can potentially reduce the amount of sclera shown by raising the upper eyelids of AU5, and has the
possibilty of making it appear that the upper eyelid was not raised when it actually was. Because of these
factors, a FACS scorer must know the AUs associated with each muscle movement, how each AU affects
facial appearance, and how the appearance changes of each AU affect each other. For automatic facial
expression recognition and analysis, these changes and how they affect each other can also be seen as a
challenging task. For AU recognition by a computing system, these factors play a vital role in the design
and development of systems.

Figure 2.1: Range of AU intensity scoring.

2.4 FACS AUs and Pain Classification

FACS has also had applications in the classification of pain in human subjects. Prkachin [1992] found
that four actions, represented by six AUs, carried most of the information about pain on a human face.
These four actions are brow lowering (AU4), orbital tightening (AU6 and AU7), levator contraction (AU9
and AU10) and eye closure (AU43). Thereafter, it was confirmed and further researched by Prkachin and
Solomon [2008]. They developed a pain intensity scoring system called The Prkachin and Solomon Pain
Intensity metric, also known as the PSPI metric. This system is the sum of intensities of the four actions.
The PSPI metric is defined as:

Pain = AU4 + (AU6 or AU7) + (AU9 or AU10) + AU43 (2.1)

This equation shows that the sum of AU4, the highest in intensity of AU6 or AU7, the highest in intensity
of AU9 or AU10, and AU43 can be yielded for a sixteen point pain scale. For the first image sequence in
Figure 2.2, which is taken from the UNBC-McMaster pain database (discussed below), the peak frame
here (frame 60) has been FACS coded as 6c+9b+43. AU6 is at intensity C, which gives a score of three.
AU9 is at intensity B, which is a score of two. AU43 is active, which gives a score of one. This gives
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a total PSPI score of six (3+2+1). AU43 score is not dependent on its intensity, and is considered a
score of one if AU43 is active and a score of zero if AU43 is not active. Similarly, in the second image
sequence in Figure 2.2, the peak frame has been FACS coded as 4a+6d+7d+12d+43. This gives a score
of 1+4+1=6. AU4 has an intensity of A, therefore a score of one. AU6 and AU7 both have intensity D,
which is a score of four for both. The maximum of four is taken. AU43 is active and therefore has a
score of one. For a PSPI score of zero, there is no pain present. For a PSPI score of greater than or equal
to three, strong pain is considered to be present.

2.5 Databases

There are several databases which have been used in the field of automated facial expression analysis.
When developing facial expression recognition systems, the expressions recognized generally cluster
into two categories. The first group concentrates on recognizing the six basic emotions which are: anger,
disgust, surprise, happiness, fear, and sadness. These six emotions were described by Ekman and Friesen
[1971]. The second group concentrates on a more fine-grained means of measurement and description of
facial expressions. These fine-grained means of measurement are usually based on FACS and the facial
muscle movements caused by AUs. Because of this, facial databases and how they are encoded also tend
to cluster into one of these two groups. Additionally, facial databases tend to either contain single, static
images showing expressions, or image sequences (or video) showing the development of expressions.
An important factor to consider when determining which database to use for facial expression recogni-
tion analysis is how the facial actions are elicited for data collection. Some databases contain images
or image sequences of professional actors displaying desired behaviour, while other databases contain
natural expression elicitation or by asking subjects to perform the desired actions. In databases created
using actors or where the subjects are requested to perform an action, the timing of facial actions and
their appearance may differ from spontaneously occuring behaviour. We discuss the two types of facial
databases below.

2.5.1 FACS AU Encoded Databases

Cohn-Kanade

The Cohn-Kanade Database is a publically available facial expression database from Carnegie Melon
University [Kanade et al. 2000]. It contains AU coded image sequences from men and women of vary-
ing races, backgrounds, ethnicities and ages. This database contains image sequences from over one
hundred subjects who perform a series of facial displays that include single AUs and combinations of
AUs. The first frame of the image sequences show a neutral face and illustrate the development of
AUs or combinations of AUs. The database was updated following the FACS updates in 2002 [Ekman
et al. 2002]. In this database there is small head motion present and camera orientation is frontal. In
forthcoming versions of the database, there will be some degree of out-of-plane head motion displayed.
There are three variations in lighting. These are ambient lighting, single-high-intensity lamp, and dual
high-intensity lamps with reflective umbrellas. Not only are the image sequences encoded using FACS,
but they are also assigned emotion-specified labels. For example, 6+12 is considered happiness. The
emotion expressions included in this database are happy, surprise, anger, disgust, fear, and sadness. The
FACS is often used in FER systems for five reasons [FACS]:

• FACS can identify the slightest movements in facial musculature uncovering even the subtlest
emotional reactions in subjects

• FACS can identify the exact emotion felt as well as the time frame including start/peak/end and
duration of an emotional reaction

• FACS can identify all facially expressed emotional reactions across a given sequence or stimulus
duration
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• FACS can capture emotional reactions during both speaking and non-speaking occurrences

• FACS is a non-invasive tool allowing for subjects to remain unaware/impervious to the behavioural
analysis

UNBC-McMaster

The UNBC-McMaster Shoulder Pain Expression Archive Database was developed by researchers at
McMaster University and University of Northern British Colombia [Lucey et al. 2011]. It consists of
videos captured of the faces of participants who were suffering from shoulder pain. To elicit these pain
responses, subjects were asked to perform several active and passive range-of-motion tests to both their
affected and unaffected limbs. Each frame from each video of this data was FACS coded by certified
coders. In addition to FACS coded labels for each frame of the videos, a PSPI score is also included to
show the level of pain the subject is experiencing. Participants gave a self-report to validify pain level.
A total of 129 subjects (66 female and 63 male) were used to develop this database. These subjects were
self-identified as having problems with shoulder pain. Two hundred image sequences across 25 subjects
have been made publically available. Unlike the Cohn-Kanade database, which contains frontal face
images, the UNBC-McMaster database contains image sequences where the face moves out-of-plane
due to the effect of pain on humans. Figure 2.2 shows examples of extracts from the UNBC-McMaster
database. From these examples, we can see that this database contains some instances of significant head
movement.

Figure 2.2: Examples of extracts from some of the sequences from the UNBC-McMaster database.

2.5.2 Emotion Labelled Databases

The following are some examples of facial databases which are alternatives to Cohn-Kanade or UNBC-
McMaster for facial expression analysis. These databases do not make use of FACS AUs and are coded
with emotion labels such as surprise, anger, or happiness.

University of Maryland Database

The University of Maryland database is a facial expression database containing image sequences of 40
subjects [Black and Yacoob 1997]. The subject are of diverse cultural and racial backgrounds. The

6



subjects were recorded while displaying facial expressions of their choice. The subjects were told that
they should move their heads, but not enough to result in profile views. The resulting image sequences
were manually coded. The database contains 70 image sequences showing a total of 145 instances of the
six basic emtions. Each image sequence shows one to three expressions. Instances of the six emotions
were not balanced. Disgust, happiness, anger, and surprise showed up far more frequently than fear and
sadness.

The AR Database

The AR Database is a publically available database developed at the Ohio State University [Martinez
1998]. It contains 4000 colour images showing expressions such as neutral, smiling, anger, and scream-
ing. The images come from 126 men and women who were facing frontally, but who were allowed facial
occlusions such as hats, glasses, sunglasses, and scarves. In addition, no restrictions were given with
respect to make up and hair style. The images were taken under differing illuminations.

Japanese Female Facial Expression Database

The Japanese Female Facial Expression (JAFFE) database [Kamachi et al. 1998] contains 213 images
of ten female Japanese subjects. The images were elicited while subjects were facing a semi-reflective
mirror. Each female subject was recorded multiple times while displaying a neutral face and the six basic
emotions. The camera trigger and resulting images were controlled and determined by the subjects. The
images were then rated by 60 Japanese women to give a score on a five-point scale for each of the six
emotions. The images are distributed along with the rating results.

GEMEP-FERA

The GEMEP-FERA database [Bänziger and Scherer 2010] consists of audio-video emotion portrayal
recordings of ten subjects displaying a range of expressions, while making sounds. These sounds are
uttering a meaningless phrase, or the word “ah”. Videos are approximately two to five seconds in length.
There are five emotion categories which are anger, fear, joy, relief and sadness.

2.6 Conclusion

This chapter provides an overview of the FACS, as well as a description of AUs that make up the FACS.
FACS provides a system which describes the subtle changes that occur in the face region. The Cohn-
Kanade database is introduced, which is a database that illustrates FACS AUs in over 100 subjects.
This database contains image sequences of the formation of AUs from a neutral face while the face is
frontal. So much emphasis has been placed on using FACS in research because of the link between
emotions and how they are “universally” expressed on the face. FACS has played an integral part in
the breakdown and identification of the various muscles and muscle combinations involved in each of
the universal facial expressions. As such, FACS has also been an integral part of the research into
deception detection, interpersonal communication, consumer engagement, psychological states such as
pain, computer animation and more. We use FACS, and in particular, the Cohn Kanade database to train
and test our system due to its level of detail provided when describing facial expressions. It has become
one of the expression description benchmarks in the field of FER, and several FER systems have made
use of FACS and the Cohn Kanade database. FACS is not only able to measure the standard expressions
generated by humans (such as anger or surprise) , but can also measure the changes that are produced
randomly on the face. This makes it flexible to not only recognize the standard facial expressions, but also
to recognize other expressions in which emotion labelled databases fail. The subjects in the Cohn kanade
database are male and female, and of different ages, ethnicity, and race, allowing for the samples to be
varied and more representative than other commonly used databases. The UNBC-McMaster database
is also introduced, which shows the effect of pain on a human face and is labelled with FACS AUs as
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well as PSPI scores. Unlike the Cohn-Kanade database, this database contains image sequences in which
the face moves out-of-plane or has some degree of in-plane movement. We therefore make use of this
database as we can test our FACS AU trained system to determine if an RNN can recognize AUs where
the face is not frontal. This chapter forms the framework on which we will base our recognition of AUs.
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Chapter 3

Literature Review

3.1 Introduction

This chapter provides a literature review and an overview of the facial expression recognition procedure.
The steps taken to recognize facial expressions are introduced, as well as the different approaches that
can be taken in each step. Two steps in the procedure are detailed, which are feature extraction and
feature classification. An overview of the different approaches that can be taken as well as a summary of
the approaches are provided. We also look feature detection and extraction, and the different techniques
that have been developed to accomplish this. Thereafter, we look at some ways in which out-of-plane
head movement has been dealt with or overcome in other facial expression recognition systems.

3.2 Facial Expression Recognition Overview

Facial expression recognition (FER) by a computing system is a complex and challenging task because
of the variations in faces due to age, ethnicity, gender, race, etc. The complexity is further increased
by varitations in lighting, angles, and background noise. In general, the steps taken to recognize facial
expressions are as follows: receive input data, detect the face, extract the features, and classify the
features. Figure 3.1 shows the steps taken in the FER process.

Figure 3.1: Facial expression recognition process overview.
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3.2.1 Input Data

When capturing data for FER, the two main types of data are single static images, and video. A video is
a sequence of images, and each image is known as a frame. Video sequences are more significant (and
also more challenging to work with) as they provide temporal information from one frame to the next.
Video sequences are usually evaluated frame-by-frame.

3.2.2 Face Detection

The face of the subject needs to be located in each image and be distinguished from the background.
When the face is frontal, just the face region needs to be recognized. In the case of a rotated face which
is out-of-plane, the head pose of the subject also needs to be recognized in some systems. There are two
steps taken in the face detection process. These are face normalization and then face segmentation. Face
normaliztion is required to standardize images. Thereafter, the face is segmented to provide data on a
local or global level for expression classification.

3.2.3 Feature Extraction

The next step in the process is feature extraction. The two most commonly used methods in feature ex-
traction process are an appearance based method, and a geometry based method. The appearance method
looks at the appearance changes of the features on the face, such as furrows, dimples and wrinkles that
appear when movement occurs on the face. Appearance based methods use the colour data of the image
pixels to extract information about salient features to classify the facial expressions. These appearance
features are either extracted from the whole face (known as global extraction) or on specific regions on
the face such as the eye or mouth region (known as local extraction). Geometry based methods analyze
the geometric relationships between fiducial points on the face. These fiducial points are considered
key feature points of the face. Geometric features represent the geometric location and shape of facial
elements such as the mouth, nose, eyes, and eyebrows. The extracted features in this step form feature
vectors describing the face.

3.2.4 Expression Classification

Once features have been extracted, the next step is to recognize (classify) the face or facial expressions
based on the extracted feature vectors. This step is known as expression classification. There are two
main approaches taken when classifying facial expressions. These are the spatial approach and the
spatial-temporal approach. The spatial approach uses only a single frame when classifying expressions.
This can be a single, static image or a single frame taken from a video or image sequence. Expression
classification of the image takes place with or without the use of a reference image (usually a neutral
face image). The spatial-temporal approach uses the temporal information gained from image sequences
(or video) to classify facial expressions of one or more images. This means that it takes into account
previous frames when classifying the current frame.

3.2.5 Challenges Experienced in Facial Expression Recognition

One of the challenges faced when extracting features from a face is feature occlusion. This occurs when
the presence of elements such as beards, glasses, hats or scars introduce a high level of variability. A face
can be partially covered by objects, such as glasses, which makes extracting features and classifying the
facial expressions more challenging.

Another challenge faced is pose variation. The ideal scenario for FER is when a face is facing
frontally and only frontal images or video sequences are involved. This is very unlikely in the real world,
and humans are naturally inclined to move their head as they express themselves. The performance of
many algorithms used in FER is greatly deteriorated when there are large pose variations.
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The quality of image or video sequence also plays a large role in the integrity of facial expressions
recognized. Different imaging conditions, different types of cameras and technology, and varying types
of lighting can play a role in image quality.

3.2.6 Applications of Facial Expression Recognition Systems

The field of robotics is advancing rapidly, and with the development of more and more sophisticated
robots which interact with humans increasingly often and become more prominent in our every day
lives, the need and urgency to develop a robust FER system is evident. Robots must become increasingly
intelligent in order to understand our feelings and emotions and for them to respond correctly to these
human emotions. FER systems can create an intelligent visual interface between man and computer.

Automating the analysis of facial expressions by computing systems has applications in many differ-
ent and diverse scientific subjects. These include psychology, psychiatry, neurology, pain detection, lie
detection, intelligent environments, and emotion and paralinguistic communication.

FER systems can also have applications in every day life. An example of this is a driver monitoring
system which detects and analyzes the level of fatigue of a driver [Brandt et al. 2004] [Ji and Yang
2002]. It can also be applied to automated tutoring systems which determine the level of understanding
or confusion of a student [Whitehill et al. 2008].

FER systems are also popular in the entertainent industry. Bartlett et al. [2003] used their FER system
to develop an animated character that mimics the user’s expressions. This is known as CU Animate. They
also successfully developed the recognition system for Sony’s Aibo Robot which was a robot dog that
first appeared in 1999. This robot dog was one of the first examples of robotics designed for and targeted
to regular consumers, and with an integrated camera for eyes, it would “interpret” what it saw. They also
developed the recognition system for ATRs RoboVie which is an interactive humanoid robot [Ishiguro
et al. 2001]. Anderson and McOwan [2006] developed the EmotiChat. This is a chat room application
in which users log in and start chatting. There is an FER system connected to the chat application and it
automatically (and in real-time) inserts emoticons which mimic the user’s facial expressions.

An important application of FER systems is for security purposes. Previously, security systems
concentrated on face recognition in places such as airports and high profile buildings. Recently, the
emphasis has shifted to analyzing facial expressions too. Systems that recognize faces are often trained
to detect neutral faces However, a completely neutral face for the majority of the time is considered
unrealistic in real life. FER systems can be used for security purposes where the face is shown to
experience different expressions under differing conditions.

Affective computing is the research and development of systems that can recognize, interpret, pro-
cess, and simulate human affects. It is an interdisciplinary field spanning computer science, psychology,
psychiatry, and cognitive science [Tao and Tan 2005]. A computer should be able to understand and
interpret the emotional state of humans and thus adapt its behaviour to result in an appropriate response
for those emotions. FER plays an important role in recognizing and analyzing a human’s affect and thus
helps in building meaningful and responsive human-computer interaction interfaces.

3.3 Feature Extraction

Before feature extraction, the face must first be aligned and normalized to a standard face image. This
can be done either manually or automatically. This is referred to as the preproccessing step. This step
removes the effects of variations in facial motion, lighting, scale, and others. Then normalized facial
feature measurements are obtained by using a reference image which is often a neutral face. Thereafter,
features can be extracted in the feature extraction step. Feature extraction finds a representation of the
face data that highlights the relevant information. The use of a particular feature extraction technique is
to maximize performance and also depends on the classification method used, the structure of the data,
the amount of noise and the ability of the extraction technique to handle the noise.
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Extraction can either be global (also known as holistic) or local. The global approach treats the face
as a whole and extracts features on the entire facial region without considering any special or prominent
features. Global representation is the most commonly used approach in face or facial expression recog-
nition. Feature extraction looks at the lexicographic ordering of pixel values, and for each image obtains
one vector. This is the feature vector obtained for a single image, and for image sequence there is one
feature vector per image. An image is considered to be a point in the high dimension feature space. The
dimension depends on the pixel size of the image. For example, an image of 100x200 pixels is seen as a
point in the 20 000 dimension feature space. This is considered an extremely high dimensionality. Learn-
ing cannot take place in such a high dimension feature space. This is known as the high dimensionality
problem. To combat this, a dimension reduction technique can be used to deal with the high dimension-
ality problem. This will assist in taking the image into a lower dimension feature space, but will still
ensure that the important types of variation of the data are preserved. The local approach treats different
parts of the face as individual and the feature extraction process is applied to certain locations (such as
mouth and eyes) on the image. These locations are called fiducial points. Some degree of invariance is
required with respect to translation, scale, and rotation.

There are two methods commonly used for extracting features of the face. They are geometry based
methods and appearance based methods. Geometric features represent the location and shape of facial
elements. These facial elements, which include the mouth, eyes, eyebrows and nose, are extracted to
form one feature vector per image to represent facial geometry. Essa and Pentland [1997] and Pantic
and Rothkrantz [2000] make use of geometric feature extraction techniques. Appearance features are
represented by the appearance changes on the face, such as wrinkles, dimples and furrows, when move-
ment occurs on the face. Appearance based methods use the colour of the image pixels to extract salient
features to classify the facial expressions. The appearance features can be extracted either locally or
globally on face images. Bartlett et al. [2001], Littlewort et al. [2002] and Lyons et al. [1998] make use
of appearance based feature extraction techniques. Some systems use a hyrbid of the two approaches.
Donato et al. [1999], Tian et al. [2001], Tian et al. [2002], Wen and Huang [2003], Zhang et al. [1998]
make use of a hyrid system consisting of both geometric and appearence based techniques.

We will further detail appearance based methods and geometric based methods, as well as compar-
isons of the methods in terms of recognition accuracy rates.

3.4 Appearance Based Feature Extraction

Appearance methods use colour data in the pixels of the image to extract information about the facial
features. Information about images is contained in their pixels, and the number of pixels in an image is
important when obtaining this information. Many pixels contain information that is not relevant to FER.
In some cases, pixel data stays the same from one facial expression to another, which makes analyzing
these pixels redundant. Additionally, some pixels are completely dependent on their neighbours which
make the extracted feature vectors irrelevant. Thus, these redundant pixels should be removed to improve
performance and also reduce the dimensionality when extracting facial features from an image. Principle
component analysis (PCA) and independent component analysis (ICA) are two of the most frequently
used unsupervised methods to remove this redundant data and also decrease dimensionality.

Many algorithms and methods have been developed to extract features using an appearance based
method. We will look at PCA, ICA, Linear discriminant analysis (LDA), Gabor filters, Haar filters and
AdaBoost.

3.4.1 Principle Component Analysis

Principle Component Analysis (PCA) is an approach of feature extraction. It identifies patterns in data,
and expresses the data such that similarities and differences within the data are highlighted.

PCA finds an orthogonal set of dimensions that account for the principal directions of variability
in the data set. Principle components can be obtained by finding the eigenvectors of the pixelwise co-
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variance matrix, S, of the �-images, X . The eigenvectors can be obtained by decomposing S into the
orthogonal matrix P and diagonoal matrix D. Therefore S = PDP T [Donato et al. 1999]. Eigenfaces
are a set of eigenvectors used in the FER process. The basis vectors (eigenfaces) computed by PCA
are in the direction of the largest variance of the training vectors. The approach of using eigenfaces for
recognition was developed by Sirovich and Kirby [1987] and later used by Turk and Pentland [1991]. A
set of eigenfaces can be generated by performing PCA on a large set of images depicting different faces.
It is considered one of the first successful examples of an FER system.

One of the goals of PCA is to reduce the number of dimensions of the feature space and to identify
new, meaningful underlying variables, but to still keep principle features to minimize loss of information.
The PCA method uses second-order statistics in the data. Since patterns in high dimension data can
be hard to find, PCA is a powerful tool for analyzing data [Smith 2002]. When the original data is
reproduced, the images have lost some of the information. The PCA compression technique is thus said
to be lossy because the decompressed image is not exactly the same as the original. The data that is lost
could be useful or relevant data and this is therefore the main disadvantage of using PCA.

Kirby and Sirovich [1990] applied PCA to face images. Their work showed that PCA is a compres-
sion scheme well suited to faces images, and that the mean squared error between the original images
and the reconstructed images was minimzed for all given levels of compression. They were among the
first to use PCA as a feature extraction technique.

Padgett and Cottrell [1997] compared three representations of data based on PCA. These are eigen-
faces, eigenfeatures, and local PCA. Local PCA produced the best recognition results of 75%. They also
reported a performance of 70% when using eigenfaces for FER and a neural network for classification.

Bartlett et al. [1999] tested a global system with 50 principal components. The classification perfor-
mance was tested for two scales of difference images. These are 66x96 and 22x32. Several quantities
of principal components were evaluated in the network input. These are ten, 25, 50, 100, and 200. In-
creasing the amount of network input information and increasing the number of free parameters to be
estimated results in a trade-off. The best performance of 89% was achieved using the first 50 principal
components of the 22x32 difference images. Overparameterization can be a risk when working with
such high dimensional networks. In addition, Bartlett et al. [1999] employed a region of interest analy-
sis, which consisted of half of the face image. This was similar to the eigenfeature approach that gave
Padgett and Cottrell [1997] better performance than the eigenvector approach.

3.4.2 Independent Component Analysis

Some of the most widely used and successful feature representations for FER, such as eigenfaces [Turk
and Pentland 1991], holons [Cottrell and Metcalfe 1990], and local feature analysis [Penev and Atick
1996] are based on PCA. PCA only considers the second-order moments and thus it lacks information
on higher-order statistics. In a task such as FER, important and relevant information can be kept in
the high-order relationships amongst the image pixels. It can therefore be beneficial to consider not
only the second-order relationships, but also the higher-order relationships between pixels. Independent
Component Analysis (ICA) accounts for higher order statistics.

ICA is said to be more powerful than PCA with respect to data representation because it gives an
independent rather than uncorrelated image representation and decompression [Karhunen et al. 1997].
ICA is considered unsupervised because it outputs a set of maximal independent component vectors. It
is characterized by its ability to identify statistically independent compenents based on input distribution.
When using ICA for feature extraction, output class information is included in addition to input features.
Performing ICA on data provides N -dimension vectors showing the directions of independent compo-
nents in the feature space. There is an additional input feature in the form of the output class, giving an
(N + 1)-dimension space. After applying ICA to this, (N + 1)-dimension vectors are obtained. The
main disadvantage of ICA is that it does not guarantee useful information because of its unsupervised
learning nature.

Draper et al. [2003] compared PCA and ICA for the task of face recognition. PCA calculations used
two different distance measures. They also implemented ICA with two types of architecture. PCA I
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used a city-block distance metric. PCA II used a Euclidean distance metric. ICA I used statistically
independent basis images where the images were variables and the pixels provided the observations for
the variables. ICA II used statistically independent coefficients that represented the input images in the
subspace defined by the basis images. For ICA II, input was transposed from ICA I, i.e. pixels were the
variables and the images were observations. Results showed that the average recognition rates for facial
actions were 88% for ICA I, 76% for ICA II, 79% for PCA I and 85% for PCA II. This shows the ICA
using statistically indepedent basis images provides the best overall recognition rate.

3.4.3 Linear Discriminant Analysis

PCA only looks at training image variances to construct the subspace. In contrast to this, linear dis-
criminant analysis (LDA) considers the training image class-membership information when finding a
subspace. This is considered by some to be an improvement on PCA. LDA can be used as a linear
classifier to reduce dimension since it finds a linear feature combination which characterizes two or
more classes. PCA is often considered to be more appropriate for data compression, and LDA is more
appropriate for classification purposes [Chen et al. 2000].

LDA maps high-dimension samples onto a low-dimensions space by finding the set of vectors which
are of the most discriminant projection. The main disadvantage of using LDA is that it could potentially
encounter the small sample size problem. Whenever the number of samples is smaller than the dimension
of the samples, this problem will arise. This can cause the sample scatter matrix to become singular,
which will result in computational difficulty when using LDA [Chen et al. 2000].

3.4.4 Gabor Filters

Gabor wavelets can be used to extract the facial appearance changes. A Gabor filter is a linear filter
used for edge detection. The input image is filtered with a Gabor filter tuned to a particular orientation
and frequency. The Gabor filter may be applied to the face image locally or globally. Gabor wavelets
demonstrate two advantageous characteristics: orientation selectivity and spatial locality [Jain and Li
2005]. For the purposes of FER, multiple Gabor filters can be used to extract features where each feature
is tuned to a characteristic frequency and orientation [Bhuiyan and Liu 2007]. An important factor to
consider in the use of Gabor filters for FER is the choice of filter parameters. The combined response is
called a Gabor jet.

A Gabor filter is considered a complex exponential modulated by a Gaussian function. The Gabor
filter is defined as:
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x0 = x cos ✓ + y sin ✓ (3.2)

y0 = x sin ✓ + y cos ✓ (3.3)

where (x, y) is the pixel’s position in the spatial domain, $ is the radial centre frequency, ✓ is the
orientation of the Gabor filter, and � is the standard deviation of the round Gaussian function along the
x-axis and y-axis .

Bartlett et al. [2001] applied Gabor wavelets with eight orientations and at five spatial frequencies
to different images. They applied the Gabor filters to the face globally. The Gabor output’s dimension
was too large to train the classifier, so they first used PCA to reduce the Gabor output to 100 dimensions
per image. They used a representation where the outputs of two of the Gabor filters were squared and
summed to provide robustness to image shift and lighting conditions.

Wen and Huang [2003] applied Gabor wavelets at two spatial frequencies and six orientations. In-
stead of applying the Gabor filters globally, they extracted appearance features at eleven face regions.
This limited the effects of individual variation and noise. Thereafter, they used the feature points
weighted average as each region’s final feature vector. For each of the eleven regions, a twelve dimension
feature vector was obtained.

14



Tian et al. [2002] looked at Gabor coefficients and geometric features for AU and AU combination
recognition in image sequences. They used 480 Gabor coefficients, as used by Zhang et al. [1998], at
twenty upper face locations. They also used 432 Gabor coefficients at eighteen locations on the lower
face. It was found that the Gabor method works well for single AU recognition on similar subjects
displaying no head motion. For recognition of combinations of AUs in dissimilar subjects displaying
some small head motion, the results were poor. There are many factors which are said to account for
the differing results. Firstly, studies from the past used only similar subjects. Zhang et al. [1998] used
only Japanese subjects, Donato et al. [1999] used Euro-Americans, while Tian et al. [2002] used subjects
of diverse ancestry such as European, African, and Asian. Secondly, studies from the past recognized
emotion-coded expressions (such as anger or surprise) or only single AUs. Tian et al. [2002] tested the
Gabor method on not only single AUs, but also AU combinations, and combinations where the occur-
rence of one AU changes the appearance of another. Thirdly, studies from the past manually cropped and
aligned face images while Tian et al. [2002] did not crop or align face images at all.

Kotsia and Pitas [2007] developed a system to recognize facial expressions that are partially oc-
cluded. They used three methods of feature extraction: Gabor wavelets, a discriminant non-negative
matrix factorization (DNMF) algorithm, and by geometric displacement vectors extracted using a Can-
dide tracker. As classifiers, they used multiclass SVMs and a multi-layer perceptron. This system was
tested on both the Cohn Kanade database and the JAFFE database. Recognition accuracy when tested
on the JAFFE database showed that Gabor wavelets received 88% accuracy and DNMF got 85% accu-
racy. When tested on the Cohn Kanade database, Gabor wavelets got 92% accuracy and DNMF got 87%
accuracy.

High Dimensionality Problem

We have seen examples of applying Gabor filters tuned to x frequencies and y orientations. This results
in xy phase and magnitude response maps which are of the same size as the image. For example, a Gabor
filter applied to an image which is tuned to five frequencies and eight orientations results in 40 phase and
magnitude response maps. Therefore, each pixel is now a 40 dimension feature vector describing the
pixel’s response of Gabor filtering. An over complete and highly localized response is obtained at each
location on the image. Lades et al. [1993] combatted this by placing a coarse rectangular grid over the
image, and then taking the response only at the nodes of the grid. This puts a limit on the dimension of
the feature vectors. To describe the entire face image using Gabor features, some methods only look at
the response at certain image locations, such as looking at only important facial landmarks.

The pixel responses can be concatenated into a global feature vector. However, a global image
vector results in an incredibly high dimension problem. For example, if an image of size 200x200 is
tuned to the Gabor filter described above, it would result in a 40x200x200=1 600 000 dimension feature
vector. This is prohibitively high and will result in a computationally expensive system. Kernel PCA
can be used to reduce dimension, known as Gabor-KPCA [Liu 2004]. Some systems have selected only
significant points by using a method such as Adaboost [Wu et al. 2002]. However, a global feature
description in this case would still result in a high dimension feature vector. For example, Ma et al.
[2002] selected 32 points in an image and applied a Gabor filter tuned to five frequencies and eight
orientations. This still resulted in high dimensional vector of 32x40=1280 dimensions. This is referred
to the high dimensionality problem, which the use of Gabor filters often suffer from.

Abdulrahman et al. [2014] proposed an approach for FER using a Gabor wavelet transform. They
first used Gabor filters as a preprocessing step to extract the feature vectors. Therefafter, because of the
high dimensionality of Gabor responses, they reduced dimensionality by using PCA and local binary
patterns (LBP) [Ojala et al. 1994]. They tested these dimensionality reduction techniques on the JAFFE
database, and found that LBP outperformed PCA with an average recognition rate of 90%.

3.4.5 Two-Dimensional PCA

Yang et al. [2004] proposed an image represenation technique which is said to overcome the high dimen-
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sionality problem, named two-dimensional principal component analysis (2DPCA). 2DPCA is based on
two-dimensional image matrices instead of one-dimensional vectors used in PCA. This means that a
feature vector does not need to be obtained before feature extraction. Instead, using the original image
matrices, an image covariance matrix is directly constructed. Image feature extraction uses eigenvectors.
Yang et al. [2004] tested 2DPCA and evaluated its performance. They performed a series of experi-
ments on three face image databases, the ORL database [Samaria and Harter 1994], the AR database,
and the Yale face database [Georghiades 1997]. Across all trials, the recognition rate was higher when
using 2DPCA than for PCA. Experimention also showed that using 2DPCA to extract features is more
computationally efficient than when using PCA.

3.4.6 Haar Filters

Haar filters are an alternative to Gabor Filters, but which do not face the disadvantage of high dimension-
ality faced by Gabor filters. The advantage of using a Haar feature over most other feature representations
is its calculation speed. Haar filters use integral images, which allow for fast and efficient generation of
the sum of the pixel values in a rectangular subset of an image. Thus, a Haar feature of any size can be
calculated in constant time. [Viola and Jones 2001] also prominently used integral images to reduce the
computation time.

The one-dimensional Haar decomposition of an array of size n is computed by recursively using
averaging and differencing. If we have an array of four elements [x1, x2, x3, x4], after the first iteration
of averaging and differencing we have:
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After the second interation of averaging and differencing we have:
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The two-dimensional Haar decomposition of an image can be obtained by generalizing the one-
dimensional Haar decompostion using standard or non-standard decomposition. In standard decompo-
sition, the transform is applied initially to each row and then each column of the input matrix. In non-
standard decomposition, the transform is applied alternatively to rows and columns at every recursive
level of the transform.

For a square image with n2 pixels, the two-dimensional decomposition consists of n2 wavelet co-
efficients, where every wavelet coefficient corresponds directly to a Haar wavelet. The inital wavelet is
the mean of the pixel intensity of the image. The other wavelets are the difference in mean intensity
values of squares that are diagonally, vertically, or horizontally adjacent. Therefore, for an image n2

pixels, the Haar decomposition contains n2 coefficients, implying that the two-dimensional decomposi-
tion is exactly complete. [Papageorgiou et al. 1998] shifted the wavelet basis at four times the density
of the standard transform. The result was Haar coefficients which allowed for object recognition at an
even finer resolution than when doing the standard Haar approach. Viola and Jones [2001] also modified
the standard Haar approach by including an additional Haar wavelet which contained three sub-regions
instead of one, two, or four.

3.4.7 AdaBoost

AdaBoost is a machine learning algorithm developed by Freund and Schapire [1995]. AdaBoost is often
used in conjunction with several other machine learning algorithms to improve its performance. Ad-
aBoost is considered adaptive because classifiers subsequently built are favourably adjusted by consid-
ering the previously misclassified instances. AdaBoost is less susceptible to the problem of over-fitting
faced by other classifiers. However, AdaBoost is sensitive to noisy data and to outliers.
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AdaBoost repeatedly calls a new, weak classifier in each of a series of rounds t = 1, 2, .., T from
a total of T classifiers. The classifiers it uses can be weak meaning they can display a substantial error
rate. They will improve in the final model, provided that their performance is even slightly better than
random. For each call of a weak classifier, a weight distribution Dt is updated, indicating the importance
of samples for classification in the data set. In each round the weights are increased for every incorrectly
classified sample, and the weights are decreased for each correctly classified sample. This results in
the new classifier focusing on the samples which have so far been incorrectly classified. The AdaBoost
algorithm is shown in Figure 3.2

Owusu et al. [2014b] developed a system which used Gabor filters and AdaBoost to provide fast and
accurate FER. They used Gabor filters to extract features, but because Gabor representations are of an
extremely high dimension, they used AdaBoost to then only select a few features which would be used
for FER. They used a support vector machine classifier. The system was tested on the JAFFE database
Kamachi et al. [1998] and Yale database [Georghiades 1997] and was shown to perform faster than other
commonly used methods. The JAFFE database contains images showing the six basic emotions and
the Yale database shows a neutral face, happiness, sadness, and surprise. The JAFFE database achieved
an average recognition rate of 98%, while the Yale database achieved 92%. Owusu et al. [2014a] then
also tested the system using a three-layer neural network with backpropogation. The JAFFE database
achieved an average recognition rate of 97%, while the Yale database achieved 92%.

Algorithm AdaBoost(Z, T )

Input: l examples Z = h(x1, y1), . . . , (xl, yl)i

Initialize: w1(zi) = 1/l for all i = 1 . . . l

Do for t = 1, . . . , T ,

1. Train classifier with respect to the weighted sample set {Z,wt}
and

obtain hypothesis ht : x 7! {±1}
2. Calculate the training error ✏t of ht:

✏t =
lX

i=1

wt
(zi)(ht(xi) 6= yi) , (3.6)

abort if ✏t = 0 or ✏t � 1
2 ��, where � is a small constant

3. Set

bt = log

1� ✏t
✏t

. (3.7)

4. Update weights w

t
:

wt+1
(zi) = wt

(zi) exp {�bt(ht(xi) = yi)} /Zt , (3.8)

where Zt is a normalization constant, such thatPl
i=1 wt+1(zi) = 1.

Output: Final hypothesis

f(x) =
TX

t=1

ctht(x), where ct :=
btPT

t=1 |bt|
(3.9)

Figure 3.2: The AdaBoost algorithm.
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3.5 Geometric Based Feature Extraction

The geometric method of feature detection looks at the geometric relationships between key facial fea-
ture points, also known as fiducial points. Facial features are extracted by using relative positions and
sizes of the important components of face. Fiducial points are located along the eye, eyebrows, forehead
and mouth. The geometric approach of facial feature extraction concentrates on the detection of edges,
directions of important components, and regions in the images containing important components. There-
after building feature vectors from these edges and directions. Filters such as the Canny filter or Gabor
filters, which are edge detection operators, are used to detect the fiducial points such as the eyes or mouth
regions of the facial image.

The relative distance approach uses location and displacement of facial features and converts them
directly into a feature vector. Lien et al. [1998] developed a system to automatically recognize single
upper face AUs or AU combinations by using hidden Markov Models. They used three approaches
to extract facial information: high gradient component detection, dense flow tracking with PCA, also
known as furrow detection, and facial feature point tracking. The feature vectors were calculated by
the displacement of six fiducial points located at the upper boundaries of the left and right eyebrows.
The displacement of each fiducial point in each frame was calculated by measuring the difference in its
position in the neutral video frame from its position in the current frame. This forms the feature vector.
The recognition rates for the upper face AUs using high gradient component detection was 85%, dense
flow tracking was 93%, and feature point tracking was 85%.

Cohn et al. [1999] developed an automatic facial expression analysis system which made use of the
geometric approach of feature extraction. One hundred subjects were recorded while performing a series
of facial displays. They selected fifteen AUs and AU combinations that occurred 25 times or more to
be used for automatic analysis. They located 37 fiducial points in the initial frame and tracked each of
them in the image sequence using a hierarchial algorithm. They were then classified using discriminate
analysis. The measurements were normalized and then image sequences were randomly selected to be
split into a training set as well as a cross-validation set. They did discriminant function analysis on the
feature point measurements. The results were compared to those acquired by manual FACS coding. They
agreed 92% or more for AUs in the eyebrow, mouth, and eye areas of the training set. They agreed 88%,
91%, and 81% for AUs in the eye, eyebrow, and mouth regions, respectively in the cross-validation set.

Niese et al. [2012] developed an FER system based on geometric and optical flow features from
colour images. Geometric feature vectors were acquired by extracting 3D features from each image in
an image sequence. Then optical flow motion detection was carried out on subsequent images in the
sequence, which resulted in temporary features. They used a neural network and support vector machine
classifier and found that the colour data from the images resulted in a more advanced representation of
facial features, making the task of FER more robust and accurate.

3.6 Comparison Of Feature Extraction Methods

Zhang et al. [1998] compared a geometric approach and appearance approach to feature extraction from
face images. The geometric approach looked at the positions of a set of 34 facial fiducial points. The
appearance approach extracted multi-scale and multi-orientation Gabor wavelets from the face image
at the fiducial point locations. A total of 612 Gabor coefficients were extracted from the face image at
34 fiducial points. Their system composed of a two-layer perceptron. They compared the recognition
results of the two approaches and found that the recognition rates for the six emotions (joy, anger, etc)
were sigificantly higher when using the Gabor coefficients.

Donato et al. [1999] compared several methods of feature extraction to recognize six upper face AUs
and six lower face AUs. These AUs were single, i.e. they were not in combination with any other AUs.
The techniques compared were: facial motion analysis through estimation of optical flow, global spatial
analysis (such as PCA and ICA), local feature analysis, LDA, and local filters (such as Gabor wavelets).
All of these systems had a manual preprocessing step which aligned every input image to a standard face
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image. A simple nearest neighbour classifier was used. The recognition rates were the highest for both
Gabor wavelets and ICA, which both achieved 96% accuracy when classifying the six upper face and six
lower face AUs. The results show the success in using local filters and high spatial frequencies for AU
classification.

Geometric and appearance based methods can only be combined into a hybrid approach. Bartlett et
al. [1999] compared three approaches: global analysis, explicit measurement of features such as wrin-
kles, and estimation of motion flow fields. These three approaches were then combined into a hybrid
system to classify six upper face AUs. Manual face alignment took place. The hybrid system saw a
recognition rate of 91%. The hybrid system also out-performed human non-experts and trained experts.

These are just a few of many studies undertaken to compare feature extraction techniques. In general,
appearance based techniques see more successful recognition rates than geometric approaches. Since
these early studies, research has focused on improving speed and accuracy of both the extraction and
classification stages.

3.7 Feature Classification

Classification is the final step in an automatic FER system. Once features have been extracted, the next
step is to recognize the facial expression (or AUs) using the extracted features. There are two main
classification approaches that can be taken: the spatial approach and the spatial-temporal approach. The
spatial approach looks at only a single image. This image could be part of an image sequence of video.
Usually, systems using a spatial approach will make use of a standard face image which is known as
a reference image. The spatial-temporal approach uses the temporal informtion in image sequences
to classify features (or AUs). This means that it takes into account previous frames or images in the
sequences to classify the current image.

There are many different classifiers that can be used in this step. The performance of a classifier
often depends on the feature extraction procedure. We will be further detailing the two main approaches
of classification and some methods within those approaches.

3.8 Spatial Approach

This approach use only a single, static image and does not use any temporal information for classification
purposes. It uses only the information from the current input image, and can be used in conjunction with
a reference image. The reference image is often a neutral face image. The static image can be taken
from a video or image sequence, however it is treated independently from other images within the video
or sequence. Several methods are used in the spatial approach of FER such as neural networks [Tian
et al. 2001] [Tian et al. 2002] [Tian et al. 2000] [Zhang et al. 1998] [Wen and Huang 2003], support
vector machines [Littlewort et al. 2002], linear discriminant analysis (LDA) [Cohn et al. 1999], Bayesian
network [Cohen et al. 2003a] [Cohen et al. 2003b], and rule-based classifiers [Cohn et al. 2001]. We
will be looking at neural networks and support vector machines.

3.8.1 Neural Networks

A neural network (NN) is a method to solve problems by simulating a neuron’s activities. NNs are a
computational model which has the ability to learn, adapt, generalize, and to cluster and organize data.
This is one of the most popular data-driven techniques used in machine learning. A NN is inspired by
and roughly replicates the behaviour of neurons in a human brain to process information.

A neuron within a NN is a single processing unit that accepts the input from other neurons or an
external source and computes their weighted sum. There are different types of neurons based on their
location within the NN: input neuron, hidden neuron, and output neuron. The NN trains itself with the
data that is available in the training set and tests using the test set. The network learns by updating the
weights associated with each neuron such that the weighted sum of the inputs in converging towards
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some known output. The reliability and robustness of a NN is dependent on the data source, the range,
quality and quantity of data. NNs have had many applications in the real world such as in handwriting
and speech recognition and have proven successful in the task of FER.

Tian et al. [2000] used a NN to develop an automatic system to detect eye-state AUs based on FACS.
They used Gabor wavelets to extract features in nearly frontal image sequences. Three eye-state AUs
were detected: AU41, AU42, and AU43. The system tracked the corners of the eyes in each image of
the sequence, and then eye data was extracted at three points of each eye using Gabor wavelets. The
normalized Gabor wavelets were then used as inputs into an eye-state AU detector NN. The average
recognition rate of this system was 83%.

Tian et al. [2001] developed a system to automatically analyze facial expressions, which included
permanent features and temporary features. Permanent features include the eyes and mouth, and tem-
porary features include furrows when activating certain muscles. The input images were nearly-frontal
face images. The system detected the face in the first frame and was able to handle small head motion
as well as faces partly occluded by glasses and hair. They used three-layer NNs consisting of one hidden
layer and standard backpropogation. Separate NNs were used for the upper and lower face. The inputs
to the network were the extracted features, and the output were the classified AUs. This system achieved
a 96% recognition rate for the upper face AUs, and a 97% recognition rate for lower face AUs.

3.8.2 Support Vector Machines

Support vector machines (SVMs) have been one of the most widely used techniques in feature classi-
fication and in many other real world applications. The objective of this method is to maximize the
distance between two classes in the input space which one wishes to classify. The data is assumed to
be linearly separable. This principle was highly successful in classification and regression problems sur-
passing many other state-of-the-art methods after being introduced in 1992 [Boser et al. 1992]. SVMs
are considered supervised learning models because they take a set of input data and predict, for each
given input, which of two given possible classes forms the output. One of the main advantages of using
SVMs is their ability to handle high dimensional feature vectors without it affecting their training time.

Littlewort et al. [2002] used SVMs in their system to recognize neutral expressions and six emotion-
specified expressions. The system detected the face in each frame. This system was capable of only
recognizing frontal faces and a neutral face reference image was needed. The system consisted of two
stages. In the first stage, each SVM in this system was trained to distinguish between two emotions. In
the next step, they converted the representation produced by the initial stage into a probability distribution
over the neutral face and six emotion-specified expressions. They tested several approaches to accom-
plish this. These approaches included multinomial logistic ridge regression, nearest neighbour, and a
simple voting scheme. The highest recognition rate of 92% was achieved by the SVM and multinomial
logistic ridge regression model.

SVMs are often used in conjunction with Gabor wavelets for feature extraction. Although SVMs
have the advantage of handling high dimensional feature vectors without it becoming computationally
expensive, Gabor wavelets can suffer from the high dimensionality problem. For some time, Gabor co-
efficients and SVMs were considered the state-of-the-art method for FER. Whitehill and Omlin [2006a]
evaluated the recognition rates of an AdaBoost and Haar wavelet approach for FACS AU recognition.
They compared it to the commonly used approach of Gabor filters with SVMs. They tested on the Cohn-
Kanade database and results showed that the Haar and Adaboost method achieved AU recognition rates
similar to that of the Gabor and SVM method. An average recognition rate of 92% was achieved across
all AUs tested. The Gabor and SVM method, as tested by Bartlett et al. [2002] and Donato et al. [1999],
had an average recognition rate of 91% across all AUs tested. However, the Gabor and SVM approach
is computationally expensive due to the high redundancy of the Gabor representation.

Zavaschi et al. [2013] presented a method for FER using an SVM as a classifier. They used a
combination of two feature extraction techniques as inputs to the SVM in an ensemble approach. Gabor
filters and LBP were used to extract features. A multi-objective genetic algorithm was employed to find
the most successful ensemble which minimized the error rate and size. They tested on both the JAFFE
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and Cohn Kanade databases. The ensemble approach saw recognition rates improve by between 5% and
10% over approaches which use only one feature extraction technique.

3.9 Spatial-Temporal Approach

This approach takes advantage of the temporal information of image sequences or video to classify
features. This approach uses previous frames when classifying one or more frames. To take advantage of
the temporal information, many techniques can be used such as hidden Markov Models (HMMs) [Bartlett
et al. 2001] [Cohen et al. 2003b] [Cohn et al. 1999] [Lien et al. 2000], recurrent neural networks (RNNs)
[Kobayashi and Hara 1993] [Rosenblum et al. 1996], and rule-based classifiers [Cohn et al. 2001] to
classify facial features. We will be looking at hidden Markov Models and recurrent neural networks in
further detail.

3.9.1 Hidden Markov Model

A Hidden Markov Model (HMM) is a finite set of states. Each state is usually associated with a multi-
dimensional probability distribution [Rabiner 1989]. The transition from one state to another is governed
by a set of probabilities known as the transition probability. For a given state, an outcome is associated
with the probability distribution. This outcome from a state is visible to the user but not the state them-
selves, hence the name hidden Markov model is given to these systems. A set of assumptions are made
when using HMMs. These are:

• The Markov assumption: It is assumed that the next state is only dependent on the current state.

• The stationary assumption: It is assumed that the state transition probabilities are independent of
the actual time at which the transition takes place.

• The output independent assumption: It is assumed that the current observation is independent of
the previous observation.

Bartlett et al. [2001] used Gabor wavelets and SVMs to recognize AUs. Then, to deal with the
AU dynamics, they used HMMs. They applied the HMMs in two ways. Firstly they took the Gabor
representations as input, and secondly they took the SVM outputs as input. They used PCA to reduce the
Gabor coefficients to 100-dimensions in each image. The reduced Gabor representations were then used
as inputs to train the HMMs. Two HMMs were trained and tested using leave-one-out cross validation,
one for blinks and one for non-blinks. The system was able to handle large head motion. However, a
neutral face was needed to classification and the system was only able to recognize single AUs (no AU
combinations). The highest recongition rate achieved of 96% was when using three Gaussians and five
states. A recognition accuracy of 98% was achieved for distinguishing between blinking and not-blinking
when using SVM outputs as HMM inputs. Recognition rates for the three brow region categories, which
included pulling the brow up, pulling the brow down, and not moving the brow, was 70% when using
HMMs trained with PCA-reduced Gabors. Recongition accuracy was 67% for HMMs trained with SVM
outputs.

3.9.2 Recurrent Neural Networks

There are two major types of neural networks. These are feedforward neural networks and recurrent
neural networks. In a feedforward network, activation is sent from input units through to output units. In
contrast, a recurrent neural network (RNN) has at least one connection that feeds back into the network.
This allows activation to flow in a directed loop. RNNs use context units to store the previous time step
data. The context units and the feedback connections allow the RNN to do temporal processing and learn
sequences. RNNs are discussed further in Chapter 5.
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Vadapalli [2014] used RNNs for the recognition of six upper face and five lower face AUs using
Gabor filters for feature extraction. They applied different dimensionality reduction techniques includ-
ing frequency scale selection, local Gabor filters and PCA, and studied their effect on the classification
performance of RNNs. Results showed that local Gabor filters performed the best (85% average per-
formance) for the six upper face AUs, whereas the use of all the Gabor filters performed the best (82%
average performance) for the five lower face AUs. Network regularization through weight decay im-
proved the classification performance (86% average performance for six upper face AUs and 85% for the
five lower face AUs).

3.10 Feature Detectors and Descriptors

This section aims to look at feature descriptors and detectors and methods that have been developed to
detect and describe features. Feature detection is a method that aims to look at points in an image and
determine whether or not there is an image feature at a particular point. The features that are obtained
from the image are a subset of the original image, often as points, connected regions, or curves. Feature
detection is also known as interest point detection or keypoint detection.

There is no precise definition for a feature, and defining a feature is often dependent on the applica-
tion. Features are considered “interesting” parts of an image. Features are often used as the first step for
subsequent algorithms, and the success of the overall algorithm is usually dependent on the success of
the feature vector. The most important property of a feature detector is its ability to be repeated. This is
whether or not the same feature will be found in other images. In FER, an “interesting” part of the image
could be furrows or wrinkles caused by the movement or contraction of facial muscles. These furrows
could be related to the contraction of specific muscles that relate to an AU being present.

Feature detection is usually an inital image operation, and is therefore considered to be a low-level
image processing operation. It examines each pixel in an image to determine if there is a keypoint present
at that pixel. In instances where feature detection is computationally expensive, a higher-level algorithm
can be used to assist with detecting features. This will ensure that only some areas of the image are
searched for features, as opposed to the enitre image region.

Once keypoints have been detected using the feature detector, local image areas around the keypoints
can be extracted and described. The result is known as a feature descriptor. The feature descriptor is also
known as the feature vector. Feature description methods include Scale-Invariant Feature Transform
(SIFT) and Speeded-Up Robust Features (SURF). In addition to the feature vector, the feature detection
process may also provide accompanying indicators, such as edge orientation and gradient magnitude.

3.10.1 Scale Invariant Feature Transform

The Scale Invariant Feature Transform (SIFT) is an algorithm first published by Lowe [1999] to detect
and describe local features in images. SIFT can be used as an image descriptor for image matching and
recognition. Originally, SIFT was geared towards the interest point detection and description of greyscale
images where computations of local gradient directions of image intensities are gathered to describe the
local neighbourhood around the points. Thereafter the descriptor can match interest points in different
images. However, the SIFT descriptor has since been extended from use in greyscale images to the use in
colour images [Bosch et al. 2006] [Van De Weijer and Schmid 2006] [Burghouts and Geusebroek 2009]
[Van De Sande et al. 2010], and from 2D images to video [Laptev and Lindeberg 2006]. This means that
SIFT can be used in the spatio-temporal realm. The SIFT descriptor has also been successfully used to
categorize objects, classify texture, and to align images and bio-metrics [Bosch et al. 2006].

SIFT takes an image and converts it into a group of local feature vectors. Each of these vectors is
scale, rotation, and translation invariant. Previous approaches which detect and describe local features
lacked invariance of scale. SIFT features are found using a staged filtering approach. The inital stage
finds keypoints by looking for locations that are maxima or minima of a difference-of-Gaussian function.
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For each keypoint, a feature vector is generated, which describes the local area sampled relative to its
scale-space coordinate frame.

For each keypoint, a nearest neighbour approach indexes potential object models. All keypoints that
agree on a model pose are then identified through a Hough transform hash table, and then a least squares
fit to obtain a final model parameter estimate. If three or more keypoints agree on a model parameter,
there is strong indication that there is an object at that particular location. There may be several keypoints
in the image of objects (such as face), therefore it is possible to have significant occlusion on the image,
but high reliability levels are retained. Thus, SIFT can identify objects robustly even when there is
partial occlusion. This is because SIFT feature descriptors are scale and orientation invariant, and are
also somewhat invariant to distortion and illumination changes.

3.10.2 Speeded-Up Robust Features

Speeded Up Robust Features (SURF) is a robust local feature detector, originally published by Bay et
al. [2006]. It is in part inspired by the SIFT descriptor [Lowe 1999]. Similar to SIFT, SURF finds
“interesting” points within an image and describes the neighbourhood around those points to produce
feature vectors.

SURF uses integral images which allows for fast and efficient implementation of box type convo-
lution filters. By relying on integral images for image convolution, SURF achieves distinctiveness and
robustness. SURF aims to find salient regions in near constant time because of it use of integral images
and box filters. The SURF detector makes use of the Hessian matrix, which has seen good performance
in computational time and accuracy.

SURF differs from SIFT as it is based on Haar wavelets rather than derivative approximations on
an image pyramid, making it faster than SIFT. To detect keypoints, SURF uses the determinant of the
Hessian operator, while SIFT uses the Laplacian operator. The SURF method of keypoint detection and
description is further discussed in Chapter 4.

3.11 Out-Of-Plane Head Movement Techniques

In the real world, out-of-plane head motion is a common occurence. When humans communicate, we
have a natural tendancy to move our heads. Therefore, in image data for the goal of FER, the human
subject is not always facing a camera front-on, and changes and movements generated when the face
is out-of-plane can contain valuable information for FER. Face detection methods should not only be
able to detect frontal images, but also non-frontal faces. Different head pose detection techniques can
be used to determine the face view. A non-frontal face image can be changed to a frontal image by 3D
face modelling. In some cases, non-frontal faces can be reconstructed or normalized to a frontal view
for expression analysis by generating an alternative view. We look at some methods of face detection
and head pose detection that have been used when the face is out-of-plane. We also look at an approach
which models a 3D face that is out-of-plane using 2D images. Additionally, an alternate angle face view
method is outlined.

3.11.1 Out-of-plane Face Detection

Many face detection algorithms depend on the face having a frontal view. To combat the problem of
non-frontal view, many detection methods have been developed to detect faces in out-of-plane instances.
Heiselet et al. [2001] developed a trainable, component based system to detect faces that were near frontal
in static, grey images. The system consisted of a two-level hierarchy SVM classifier. On the first level,
classifiers detected components of a face. On the second level, a single classifier checked if the detected
components matched a geometrical face model. The method used 3D head models to automatically learn
components. This system was fully automatic and no manual intervention was required.

Pentland et al. [1994] developed a method that could handle varying head positions. It used a view-
based and modular eigenspace method. This system could run real-time and yielded higher recognition
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rates than other techniques used for out-of-plane head motion. It was also considered a more robust
system for face recognition than other systems at the time.

Schneiderman and Kanade [2000] developed a method that could reliably detect faces that were
out-of-plane. It looked at 3D objects and the statistics of each object appearance using the product of
histograms. Each histogram represented a subset of wavelet coefficients and the object position.

3.11.2 Head Pose Detection

If a head moves out-of-plane, head pose can be estimated to determine the head geometry and the ori-
entation of the head. This allows for systems to determine the degree at which the head is rotated to
assist with possible reorientation. In general, the two types of head pose estimation methods used are 2D
image-based methods or 3D model-based methods.

2D Image-Based Method

A 2D image-based method looks at 2D images to determine the head pose or orientation of the face. To
handle head motion which often occurs in the process of FER, some systems detect the head instead of
the face, as opposed to common face detection techniques. The head is first distinguished from the back-
ground, and then the head silhouette is segmented by background subtraction. Intuitively, segmentation
into parts usually happens at the silhouette’s negative curvature minima points. Tian et al. [2003] used
a three-layer NN for head pose estimation. The inputs to the NN were the processed head image after
being converted to greyscale, histogram equalized, and resized to the desired resolution. The outputs of
the NN were the three head poses: frontal or almost frontal view, profile, and others. These included
behind the head or hidden face. The Tian et al. [2003] system performed well even when receiving very
low resolution face images as input.

In frontal or almost frontal views of a face, both the eyes and the corners of the lips can be seen.
In a profile view of a face, only one corner of the mouth and only one eye can be seen. Additionally,
a nose profile is visible. Many systems can only analyze facial expressions on faces that are frontal, or
almost frontal, and largely out-of-plane faces are often discarded. Alternatively, profile views can be
reconstructed to obtain an alternative view of the face, such as a frontal face view. This generation of an
alternative view of the face is discussed below.

3D Model-Based Method

The 3D model-based method looks at 3D head models to determine the head pose. Zhao et al. [2002]
presented a real-time system for determining the head orientation of a human based on visual informa-
tion. Two NNs were trained to approximate the functions that map an image of the head to the orientation
of the head. An electromagnetic tracking device was worn by subjects to obtain training data. Experi-
mental results showed orientation accuracy within ten degrees, with the subject free to move at distances
of approximately three to ten feet from the camera.

The Tao and Huang [1999] system used a three-dimension wire frame facial model which tracked
facial features that were defined by the model. Initially, they fit the model to the first image of an image
sequence. They selected landmarks on the face and then manually aligned the image and the model.
These landmarks included the eyes and the mouth. The standard facial model was fitted to the selected
features on the face. This consisted of sixteen locations. A two-step process was used to estimate the head
motion. Firstly, the 2D image motion was tracked by matching templates on different images at several
resolutions. Thereafter, from the 2D changes of the points on the facial model, they could estimate the
3D head movement by solving a system of equations of the projective motion in the least-squares sense
as used by [Essa and Pentland 1997]. Following this, Bartlett et al. [2001] used a canonical wire mesh
facial model which assisted in estimating the facial geometry and 3D head pose from manually labelled
feature points.
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In the system developed by Xiao et al. [2003], head motion could be idenitified in image sequences
in real-time using a cylindrical head model. The cylindrical head model was automatically mapped to
the face, which was acquired by face detection, and then used as the first facial template. Then, for
each image of the sequence, the template for that particular image was the face image from the previous
image that was placed onto the model. The template was then used to determine the head motion. They
used certain techniques to deal with nonrigid motion and occlusion, and they dynamically updated the
template to deal with lighting changes. This allowed the system to work even if the face was mostly
occluded.

3.11.3 3D Face Modelling Using Multiple 2D Images

Another method that has been used to handle out-of-plane head movement is to model a 3D view of the
face using mutiple 2D images. This allows for a frontal view of the face to be acquired. Parke [1972]
pioneered the field of modelling a human face in 3D and since then there have been several algorithms
developed to model faces geometrically [Parke 1974]. The 2D-based methods discussed above do not
consider the different structures of human faces, and thus when tested on profile images, result in poor
performance. Lam and Yan [1998] used face images with out-of-plane motion and modelled these sample
images into frontal faces based on a cylindrical facial model. This used an analytic-to-holistic method
which identified faces at several variations in perspective. However the drawback of this system was that
it required heavy manual labelling work.

Wang et al. [2005] developed an efficient, automatic method for reconstructing realistic 3D faces by
using several 2D facial images which could be of any degree of rotation. An algorithm to align mult-
view faces, developed by Hu et al. [2003], was used to find the local feature points on the faces from the
images. Their Syncretized Shape Model reconstructs the 3D facial geometry. Then the pose and shape
of the face were determined by an algorithm. The correspondence between the contour points and their
vertices in the 3D facial models were found. Texture was determined using their Syncretized Texture
Model, which makes use of the Texture Confidence Function. Results showed realistic reconstructed 3D
face models. This method has many advantages. It is efficient, there is no manual interaction required,
and it is robust to pose variation. The reconstructed 3D facial model obtained from this method was said
to be more realistic than many other reconstruction models of the time because it used co-enhancement
of the several images

3.11.4 Alternate Angle Face View Generation

Given a view of a face at a particular angle, an alternative view may be required, which can be retrieved
by developing a 3D view of the face. At least three images are needed of an object to obtain the precise
3D geometry of an image. However, novel views can be generated from only a single image. Blanz and
Vetter [1999] pioneered the method of a 3D algorithm to gain alternative views of the face from just a
single image. The disadvantage of this approach was that it was computationally expensive as shown by
Blanz and Vetter [2003] and Blanz et al. [2005]. Because of the large cost, applications where real-time
processing was required, such as for aiport security, were limited.

Ni and Schneiderman [2005] proposed an algorithm for the accurate generation of a face showing
a different orientation using a single input image. Two poses were represented by stacking pixel and
location information into a combining feature space. The test vector consisted of the input image and
the missing generated image. The missing part was then determined by maximizing the probability of
the test vector. The approach uses the “distance-from-feature-space” and “distance-in-feature-space” to
maximize the test vector’s probability by minimizing the weighted distance sum. This difference between
this approach and other alternate view algorithms is that this approach does not need a 3D model or 3D
data to train, and does not correspond images. The algorithm has a low computational cost, and a face
can be generated in only four to five seconds. This algorithm has also shown to be more accurate than
other common approaches.
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The method of generating new, alternate angles of a face using only a single input face image is
beneficial to FER to overcome the variations of pose. Large out-of-plane head motion often makes FER
an incredibly challenging task.

3.12 Conclusion

This chapter provides an overview of the facial expression recognition procedure and the steps involved.
We look at an overview for each step, however there is a detailed literature review for feature extraction
and feature classifcation techniques. The two main approaches for extraction and classification are de-
tailed, as well as a comparison of the approaches. We also look at methods that have been used to deal
with out-of-plane head movement. Some of these systems use a technique which detects the head pose to
determine if the image is frontal enough to be used for analysis. Often, side or profile views of the face
are discarded for the use in FER. Alternatively, to combat the problem of profie views, methods have
been developed which can obtain a frontal view of the face by reconstruction or alternative angle view
generation. We will be looking to recognize AUs where the face moves out-of-plane for some part of an
image sequence. Instead of using one of the methods explained above, we look at the ability of RNNs
to handle out-of-plane head movement because of their temporal processing abilities. RNNs are briefly
addressed in this chapter, however they are further detailed in Chapter 5.
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Chapter 4

Speeded Up Robust Features

4.1 Introduction

Speeded Up Robust Features (SURF) is a robust local feature detector, originally published by Bay et
al. [2006]. It has had applications in both object recognition and 3D reconstruction of images [Bay
et al. 2008]. It is partly inspired by the Scale Invariant Feature Transform (SIFT) descriptor. SIFT
detects and describes features in images [Lowe 1999]. SURF provides feature vectors of size 64, which
is much smaller than other commonly used feature extraction techniques. SURF is comparable to or
outperforms other methods with respect to distinctiveness, robustness, and repeatability. It is also much
faster than other feature detectors and descriptors. The SURF descriptor is scale and rotation invariant
and is unaffected by small viewpoint changes or illumination changes

The first step in the SURF method is to find the keypoints (or interest points) of an image and the
second step describes the keypoints. The keypoint detector locates the keypoints in the image, such
as a wrinkle created during activation of an AU, and the keypoint descriptor then describes the local
neighbourhood of the keypoints. The descriptors result in the feature vectors of an image. There is a
feature vector of length 64 for each keypoint of an image. SURF operates on the integral image using a
Hessian matrix approximation to detect the keypoints, which significantly lowers the computation time.
An integral image is a data structure and algorithm for the efficient generation of the sum of pixel values
in a rectangular subset of an image. It is also often used to calculate the average intensity of an image. It
was first prominently used within the object detection framework of Viola and Jones [2001]. To compute
the descriptor, the first-order responses of Haar wavelets are found in the x and y directions, which
describes the intensity distribution of the neighbourhood of a keypoint. SURF features have an indexing
scheme which uses the sign of the Laplacian. SIFT feature vectors consist of 128 dimensions and are
thus larger than those of SURF. Each feature vector can then be normalized to the unit length, creating a
probability density function (PDF) descriptor.

4.2 Keypoint Detectors

The Harris corner detector is a widely used keypoint detector [Harris and Stephens 1988], which is based
on the eigenvalues of the second-moment matrix for its corner decisions. Harris corners are invariant
to image rotation, but are not invariant to image scale. To overcome this, Lindeberg [1998] introduced
automatic scale selection where keypoints are detected in an image, and where each keypoint has its own
characteristic scale. Lindeberg [1998] also experimented with the determinant of the Hessian matrix
and the Laplacian to detect blob-like structures. Blob-like structures are considered regions of interest.
Mikolajczyk and Schmid [2004] then improved this method by developing a scale-invariant feature de-
tector which is robust and has the benefit of high repeatability. They called this the Harris-Laplace and
Hessian-Laplace. For the Harris-Laplace, they used a Harris measure to find the location, and the Lapla-
cian to choose the scale. Similarly, for Hessian-Laplace, they used the determinant of the Hessian matrix
to find the location. Lowe [1999] approximated the Laplacian of Gaussuan by a Difference of Gaussians
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filter in order to improve speed. SURF follows on this by using the determinant of Hessian matrix ap-
proximation as the base of the detector. Integral images are used during Hessian matrix approximation
for the fast and efficient evaluation of box filters. The integral image representation J of an image I is
defined as:

J(x, y) =
xX

i=0

yX

j=0

I(i, j) (4.1)

Given an image I , and a point X = (x, y), the Hessian matrix H(X,�) in X with scale � is defined as:

H(X,�) =


Lxx(X,�) Lxy(X,�)
Lxy(X,�) Lyy(X,�)

�
(4.2)

where Lxx(X,�) is the second order Gaussian derivative convolution, @2g(�)
@x2 , where the image is at point

X = (x, y) (similarly for Lyy and Lxy). These are considered the Laplacian of Gaussians. A set of 9x9
box filters, which lowers computation time, is used as the approximations of a Gaussian with � = 1.2.
The approximations are denoted by Dxx, Dyy and Dxy. The weights applied to the rectangular regions
are simple for computational efficiency. This results in:

det(Happrox) = DxxDyy � (wDxy)2 (4.3)

where w is the energy conservation weight between the approximated Gaussian kernels. w ⇡ 0.9. Scale
space must be considered to detect keypoints using the determinant of Hessian. SURF uses a pyramid
scale space.

4.3 Keypoint Descriptors

SURF uses a basic Hessian Matrix approximation. Integral images are used which reduce the com-
putation time and to increase efficiency, and is thus known as the Fast-Hessian detector. The descriptor
describes a Haar-wavelet response distribution within the keypoint neighbourhood. Additionally, only 64
dimensions are used, as opposed to SIFT’s 128 dimensions, reducing feature computation and matching
time, and simultaneously increasing robustness.

A feature of a keypoint is described using the Haar wavelet response sums. The use of Haar wavelets
increases robustness and decreases computation time. The first step of keypoint description constructs
an oriented square region around and centered at the keypoint. The region is then equally divided into
4x4 square sub-regions. For each sub-region, at 5x5 regularly spaced points, the Haar wavelet responses
are determined. The Haar wavelet response is called dx horizontally, and dy vertically. Then the sum
of dx and dy is found in each sub-region and this results in the first few elements in the feature vector.
The absolute values of the responses is found and summed. Each sub-region now has a four-dimension
vector v describing the neighbourhood and showing its underlying intensity structure

v = (

X
dx,
X

dy,
X

| dx |,
X

| dy |) (4.4)

The descriptor vector v consists of four values from each sub-region of the image, resulting in a vector
of length 4

3
= 64.

A keypoint descriptor represents the gradient magnitude and orientation at each keypoint in a region
around a keypoint location. Each keypoint descriptor (i.e. feature vector) can then be normalized to the
unit length and a PDF descriptor is generated.

In some cases, keypoint-based feature extraction can result in a large number of false positive detec-
tions. If this is the case, it can be overcome by using hypothesis rejection methods, such as the Random
Sample Consensus (RANSAC) [Fischler and Bolles 1981].
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4.4 Systems Using SURF

The following are face or facial expression recognition systems that make use of SURF detectors and
descriptors. These systems are tested on diferent databases, and make use of different classifiers than our
proposed method.

4.4.1 JAFFE Database

Huang and Tai [2012] proposed a new method for FER. Facial feature vectors are generated from key-
point descriptors using SURF. Each facial feature vector is then normalized and the PDF descriptor is
obtained. The distance between two PDF descriptors is calculated using Kullback Leibler divergence:

k(y1, y2) =
1

n

nX

i=1

y1(xi)log(
y1(xi)

y2(xi)
) (4.5)

where n is the number of bins and xi is the ith bin. The minimum distance between the two PDF
descriptors is found using:

Dj = argmin

y
j

k(yi, yj) (4.6)

where yi is a descriptor in the ith image, yj is one of the m descriptors in the second image, and Dj is a
descriptor in the jth image.

The recognition among the classes in a space can be measured using class separability. The PDF
descriptors are utilized as a class separability measure. The recognition tally for each descriptor yi from
class A is defined as:

T (yi) =

C�1X

B=1

0

@NB

N
BX

j=1

k(yi, Dj)

1

A /C � 1

NA

N
AX

j=1

k(yi, Dj)

(4.7)

where C is the amount of classes and class B has NB samples. The denominator represents the minimum
PDF descriptor of class A, such as happy. The numerator represents the minimum PDF descriptor of the
other classes, such as angry.

Each training image is divided into a uniform grid. Depending on the number obtained from the
recognition tally, that number of largest PDF descriptors of each grid are extarcted from the training
image of each class. These PDF descriptors are treated as recognition patterns of the test image.

Following feature extraction using the SURF method, the 4x4 uniform grids for each image and
the largest PDF descriptors depending on the tally are chosen for each expression class. These PDF
descriptors are used to discriminate facial expression F for each grid. The central part of a face contains
most of the important information. A Gaussian mask G on the grids is selected and the central part of
the grids is assigned a heavier weight. Classification depends on the cumulative matching scores of each
grid. The total scores of each AU for all grids are calculated to determine the highest score of the AU in
each image.

This method by Huang and Tai [2012] was tested on the JAFFE database and achieved a recogni-
tion rate of 95%. The JAFFE database contains images of ten people showing six facial expressions
which were recognized by this system. The expressions are happiness, surprise, fear, sadness, anger, and
disgust. The implementation was replaced by SIFT and the difference in peformance measured. The
average recognition rate using SIFT was 72%, which is significantly lower than the results when using
SURF.

29



4.4.2 FERET Database

Du et al. [2009] expolited the performance benefits of SURF to develop a method of face recognition.
After detecting 30 to 100 SURF keypoints on the face, a feature vector is created. To do feature match-
ing, they introduced geometric limits into point matching with SURF features. Similarly to FER, face
recognition usually uses frontal and normalized faces so that corresponding points in different images
have locations which are near to each other. Therefore, for a keypoint (x, y), the search area for the
corresponding keypoint in another image is within a rectangular box with centre (x, y). A candidate
matching pair is found when the pair with the smallest distance between descriptors is found. Verifi-
cation is performed by finding the next minimum distance pair that contains the same point as the one
in the search image. The other images is then searched wholly. There is a pre-defined threshold which
much be greater than the ratio of the two distances. If so, the point pair is considered to be matched.
This method avoids mismatching because of the introduction of location information and the minimum
distance approach.

Du et al. [2009] define a similarity measure (sim) for face recognition. This is the amount of match-
ing points, the mean value of the Euclidean distance, and the mean distance ratio of all of the matching
points.

sim =

(
(DisAvg +RatioAvg)/2 if N � 10

(DisAvg +RatioAvg)/2 + 1 if N < 10

(4.8)

DisAvg =

1

N

X

n

MinDis (4.9)

RatioAvg =

1

N

X

n

DisRatio (4.10)

N is the amount of matching points from the two face images, MinDis is the Euclidean distance
between the two matching points, and DisRatio is the distance ratio of the matching points, where
n = 1, 2, .., N .

Experiments were performed on the FERET [Phillips et al. 1996] database to evaluate the success
of the algorithm. The datasets are standard testing subjects from the FERET database. The results were
compared with that of using SIFT. Results showed that he SURF features perform better than SIFT in
terms of recognition rate, and there is also a large improvement in matching speed.

4.4.3 SURF and SVMs

Kim and Dahyot [2008] presented a feature based method to determine if principle points belong to
objects on the face or if they belong to the background. They used SURF descriptors as feature vectors
and SVMs as classifiers. The system consisted of a two-layer hierarchy of SVM classifiers. A single
classifier on the first layer checks if a feature belongs to face images or not. Component labeling is
operated on the second layer using each component’s classifier such as eyes, mouth, and nose.

Test data sets consisted of three subsets of high resolution, lower resolution, and lowest resolution
face images. The high resolution subsect of faces comprised of 100 randomly selected face images taken
from the AR database [Martinez 1998] and Caltech face database [Angelova et al. 2005]. These images
were then resized to obtain the lower and lowest resolution data sets.

In the high resolution and lower resolution test data, the classification results were very accurate for
the eyes. For high resolution, left and right eye recognition was 97%. For lower resolution, left eye
and right eye recognition was 88% and 93% respectively. Mouth recognition was also promising with
93% for high resolution images. Nose recognition was 72% for high resolution. However, for the lowest
resolution, detection results were below 50% for all components. When comparing to the recognition
rate Kim and Dahyot [2008] received using OpenCV face detector, the recognition rate for the lowest
resolution was only 25%.

30



4.4.4 SURF and PCA

Lin et al. [2012] wanted to develop a robust face recognition system which overcomes problems such as
light changes, expression changes, head movements and accessory occlusion. SURF was used to extract
the feature vectors with scale invariance and pose invariance from face images. Then PCA was intro-
duced for projecting the SURF feature vectors to the new feature space as PCA-SURF local descriptors.
Finally, k-means was applied to clustering feature points, and the local similarity and global similarity
were then combined to classify the face images.

This was tested on two databases. The first is the CAS-PEAL-R1 database, which is a Chinese
face image database where face images are constrained in many diffferent conditions [Gao et al. 2008].
In testing, two test image sets with expression and accessory variation were chosen to perform face
recognition. The second database is the ORL which contains 40 people and each one has ten images
with different orientations and facial expressions [Samaria and Harter 1994].

Results on the CAS-PEAL-R1 database showed that the PCA-SURF method recieved a higher recog-
nition rate than other tested methods in both the accessory and expression datasets. The other tested
methods are local binary patterns [Ojala et al. 1994], SIFT and PCA-SIFT. The PCA-SURF method
by Lin et al. [2012] received an average of 95% recognition rate on both the expression and accessory
datasets.

Results on the ORL database showed that PCA-SURF also received a higher recognition rate than
other tested methods. These methods were based on SIFT. The PCA-SURF method received a recogni-
tion rate of 97%.

4.5 Conclusion

This chapter introduces the SURF method of feature detection and extraction. Keypoint detectors are
introduced as well as keypoint descriptors. In the original system developed by Bay et al. [2006], there
is a method of image matching included to match objects of differing scale in different images. We are
not matching images, but rather using SURF descriptors as inputs to a recurrent neural network. The
SURF descriptors describe the local area of keypoints. We are using SURF to obtain feature vectors
because the SURF descriptors are far smaller than many other common feature extraction techniques.
For each keypoint, a SURF feature vector is only of length 64. The number of keypoints in an image will
determine the size of the total feature vector, which we will use to train our RNNs.
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Chapter 5

Recurrent Neural Networks

5.1 Introduction

There are two main types of neural networks. These are feedforward neural networks and recurrent
neural networks. In a feedforward network, activation is sent from input units through to output units. In
contrast, a recurrent neural network (RNN) has at least one connection that feeds back into the network.
This allows activation to flow in a directed loop. RNNs use context units to store the previous time step
data. The context units and the feedback connections allow the RNN to do temporal processing and learn
sequences. RNNs can take many different forms, but all forms share a common feature: there is a multi-
layer perceptron as a subsystem. The Hopfield [1982] network is not necessarily considered to be an
RNN, but is designed to process sequential patterns. Hopfield was the first to add feedback connections
to neural networks, where the outputs are fed backwards into the inputs. It demonstrated that feedback
connections can hold memory.

There are two types of learning that are used for machine learning purposes: supervised and unsuper-
vised. In supervised training of RNNs, the data used to train the RNN is either observed or constructed
time series data consisting of an input and output pair. This represents samples of the behaviour that the
model is expected to exhibit. The training data is used to “teach” an RNN so that it reproduces the train-
ing data, so that ultimately the RNN can then generalize to novel inputs. In other words, when the trained
RNN receives an input similar to the input from the training data set, it should give an output similar to
the output that was originally given. This chapter details RNNs, which will be used as a classifier in our
AU recognition system.

5.2 Feedforward Neural Networks

A neural network (NN) can be thought of as a directed graph, where the neurons are nodes, and the
synaptic weights are the connections of the graph. In a feedforward NN only neurons of adjacent layers
are interconnected with synaptic weights [Hornik et al. 1989]. Each layer of the NN has connections to
the next layer and there are no backward connections, thus there is no memory or time data incorporated.
The feedforward NN begins with an input layer which may be connected to a hidden layer or directly to
an output layer. The input layer, which is the first layer, receives the input data to the network. The final
layer is the output layer which produces the output or prediction of the network.

The processing of a feedforward NN begins when an external input pattern is copied to the input layer.
The neurons of the input layer communicate the pattern to the subsequent layers through synapses. The
pattern is then received by neurons of non-input layers and modulated by the weight of their connections.
Weights are denoted as Wjk, where j is the neighbour neuron, and k is the neuron. Each neuron receives
stimulation from other neurons, except the input layer which captures the pattern. Once the inputs
are modulated, they are integrated and an activation value is determined. Often the activation value is
just the integration of the modulated inputs, but may also be a function Fi(ai(t � 1), neti(t)), where
ai(t � 1) is the activation at the previous time step and neti(t) is the integration of modulated inputs.
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The feedforward algorithm is shown in Algorithm 1. The activation is fed forward through the NN.
The most important thing to note from this algorithm that there are no backward connections. An RNN
consists of at least one feedback connection. A feedforward NN is shown below. The NN takes input
x1, x2, ..., xn and outputs �, with hidden layer neurons '1,'2, ...,'n.

⌃

...
...

x1
'1

!
1

x2
'2

!2

x3
'3 !3

xn
'n

!n

Algorithm 1: The Feedforward Algorithm
Input: Set of inputs from the environment
Output: Set of output values calculated by the feedforward neural network

1 foreach layer from the first non-input layer to the output, do
2 foreach unit on the current layer, do
3 Set the accumulated input value for this unit to zero;
4 foreach input connection to this unit, do
5 Compute the modulated input across this connection;
6 Add the modulated input to the accumulated input;

7 Convert the accumulated input to its corresponding output;
8 Store the output value for the unit in the layer structure;

9 Return the output values from the top-most layer structure;

5.3 First-order Recurrent Neural Networks

First-order RNNs have been applied to many real world applications such as speech recognition, hand-
writing recognition, and financial forecasting. A first-order RNN uses context units to store the previous
time step data. The hidden unit activations for a first-order RNN at time t+ 1 is given as:

St+1
j = g

 
KX

i=1

VijIi(t) +
NX

i=1

WijSi(t)

!
(5.1)

where K is the number of input units and N is the number of hidden units. Vij and Wij are the
weights associated with the input and hidden neurons respectively. g() is the transfer function. Ij and Sj

are the output values of the input and hidden neurons at time t.
There are several commonly used variations of first-order RNNs. These include the Elman [Elman

1990] RNN and the Jordan RNN [Jordan 1986], which differ based on the values that the context units
accept. In the Elman RNN, the context layer accepts a copy of the output of the hidden neurons in the
hidden layer. Thereafter, the values of the context neurons are used are an additional input to the hidden
layer in the next time step. In the Jordan RNN, the values of the output neurons are stored in the context
layer.
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5.3.1 Elman Recurrent Neural Network

The Elman RNN is structured similarly to a regular feedforward network [Elman 1990]. Therefore all
the neurons in one layer have a forward connection to all the neurons in the next layer. Figure 5.1 shows
the structure of an Elman RNN. From this image, we see that there is an exception in the form of the
context layer. In this layer, the context neurons each carry a copy of the output of the neurons of the
hidden layer, known as the hidden neurons. The context neuron’s value is then used as an additional
input to the hidden layer in the next time step. Therefore, an Elman RNN has memory of one time unit.
In Elman architecture, the context units take the output values of the hidden units with a time lag, and
are then used along with the inputs as inputs to the hidden units in the next time step. Thus, in Elman
networks, the number of context units in equal to the number of hidden units.

At each time step, t, the input is propogated in a standard feedforward way and thereafter an updating
rule is applied which adjusts parameters. This updating rule will take into account the information
received from the previous time step, t�1, hence making the network recurrent. This allows the networks
to make sequence predicitons, which cannot be achieved by standard feedforward networks.

In an Elman network, the strength of each connection between neurons is determined by a weight.
Initially, all weights are chosen randomly and then optimized throughtout the training process. In an
Elman RNN, the weights of the connections from the hidden layer to the context layer are usually set
to one and are fixed. They are fixed because the output of the hidden layer must be copied exactly the
context layer.

For input x(t) at time t, we have hidden layer h(t) and output layer y(t). The Elman RNN can be
represented as:

h(t) = f(Ux(t) + V h(t� 1)) (5.2)

and the sigmoid function used at the hidden layer is:

f(x) =
1

1 + e�x
(5.3)

where U and V are weight matrices used to adjust the weights between the input and hidden neurons,
and between the context and hidden neurons.

At the output later, we also have a weight matrix:

y(t) = g(Wh(t)) (5.4)

where
g(zm) =

ezmP
k e

z
k

Elman RNNs have predominantly been used in the recognition of facial expressions and AUs. The
time lag of one is considered sufficient when classifying AUs. The works of Vadapalli [2014], Tai and
Chung [2007], and Wan et al. [2012] use Elman RNNs and have achieved promising results using this
type of RNN.

5.3.2 Jordan Recurrent Neural Network

The Jordan RNN is very similar to the Elman RNN. The only difference comes in where a copy of the
output neurons is stored in the context layer, rather than a copy of the hidden neurons as in an Elman
RNN. Thus, the hidden layer can be represented as:

h(t) = f(Ux(t) + V y(t� 1) (5.6)

.
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Figure 5.1: Elman RNN

5.4 Backpropogation

Backpropagation is a method of supervised learning [Rumelhart et al. 1988]. It is often used to train
feedforward NNs. To use the backpropagation algorithm, it must be provided with both example inputs
and target outputs. The outputs generated by the NN are then compared against the target outputs of
the given example. Using the target outputs, the backpropagation training algorithm then calculates
error and adjusts the weights of the various layers backwards from the output layer to the input layer.
Backpropogation works by, for each modifiable weight, calculating the gradient of a cost function and
then adjusting it accordingly [Park et al. 1993]. The most frequently used cost function is the summed
squared error [Krogh et al. 1995].

Backpropagation is often used to train feedforward NNs, however it can be used to train other types
of networks, and likewise feedforward networks may be trained with other methods. The algorithm for
backpropogation is shown in Algorithm 2. Any network structure can be trained with backpropogation
when desired output patterns exist and each function that has been used to calculate the actual output
patterns is differentiable.

The Elman RNN network can be trained with gradient descent backpropagation and optimization.
Backpropagation can have some shortcomings in many applications. This is because it is not guaranteed
to find the error function’s global minimum. The gradient descent can stop at a local minima, where it
could stay indefinitely, prohibiting the global minimum from being found. Additionally, training ses-
sions often consist of a large amount of iterations in order to find a desired weight solution, due to the
difficulties inherent in gradient descent optimization.

Errors can be backpropogated even further. This is known as backpropogation through time (BPTT).
All recurrent weights are duplicated spatially for a random number of time steps.

5.5 Backpropogation Through Time

Backpropagation through time (BPTT) is a gradient-based technique used to train some RNNs. It is an
extension of the standard backpropogation algorithm where the output values of the hidden units at time
t�1 are regarded as additional input units at time t, and the error generated at the hidden units is used to
modify the weights to these additional input units. The error can be propogated even further than one unit
of time. The basic principle of BPTT is to unfold the network. In supervised learning methods, the role
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Algorithm 2: The Backpropagation Algorithm
Input: Set of examples E

1 foreach example e in a set of examples E do
2 Calculate O(e) for I(e) with feedforward (refer to Algorithm 2);
3 Call function CalculateOutputDeltas(O(e), T (e));
4 Call function CalculateInternalDeltas;
5 Call function UpdateWeights;

6 CalculateOutputDeltas(O(e), T (e)):
7 Get output values O(e) from the output layer neurons;
8 foreach individual output value O(e)i do
9 Calculate error ✏ as O(e)i - T (e)i;

10 Calculate �O(e)
i

= @f(O(e)i)⇥ ✏;
11 Add �O(e)

i

to set of deltas ⇤

12 CalculateInternalDeltas:
13 Let ⇤i+1 be the next layer’s set of deltas;
14 foreach non-output layer i do
15 foreach neuron j in this layer do
16 Initialize error ✏ as 0.0;
17 foreach neuron k of the next layer do
18 Calculate ✏ as ✏+ ⇤i+1,kWijk;

19 ⇤i,j = @f(✏⇥ neuron j’s output);

20 UpdateWeights:
/* ⌘ is the learning rate */

21 foreach layer i do
22 foreach neuron j in this layer do
23 foreach neuron k of the next layer do
24 Calculate �Wijk as ⇤i,j ⇥ neuron j’s output;
25 Wijk  ⌘ ⇥�Wijk;
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Figure 5.2: BPTT with the network unfolded to a depth of k = 3

of the training algorithm is to adjust the weights such that the output values at the output neurons equal
target values at a specific time. It can be used to train Elman networks. We use BPTT when training the
RNNs for our SURF feature vector system.

The algorithm was independently derived by numerous researchers [Rumelhart et al. 1985] [Mozer
1995] [Robinson and Fallside 1987] [Werbos 1988]. Elman used truncated backpropogation [Elman
1990]. This means that yj(t� 1) was regarded as an additional input. Any error at the state layer, �j(t)
was used to modify weights from the additional input slot.

To train an RNN using BPTT, training data is required. The training data is a set or input-output pairs,
such that each input has a corresponding output, ((a0, y0), (a1, y1), ..., (an�1, yn�1), (an, yn)) where ai
is the input value at time i and yi is its corresponding output value. xi is the input to the hidden neurons
from the context neurons at the previous time step. An initial value must be given to x0. BPTT unfolds
a network through time as shown in Figure 5.2. The RNN in the image has two regular feedforward
networks, f and g. As the network unfolds, the unfolded network contains k instances of f and one
instance of g. In the example shown in Figure 5.2, the network has been unfolded to a depth of k = 3.
As the RNN trains, it does so in a similar manner as a feedforward NN with backpropogation, except
that for each epoch, all observations yt must be run through in sequential order.
Each training pattern consists of (xt, at, at+1, ..., at+k�1, yt+k).
Each action for k time steps are required because the network has inputs at each level. Backpropagation
updates the weights as each training pattern is given. After each pattern is given, the weights are updated
and then each instance’s weights f(f1, f2, ..., fk) are averaged so that the weights are all the same. xt+1

is a function of the previous time step such that xt+1 = f(xt, at).

5.6 RNN Architecture

An important factor to consider when designing the RNN is the hidden layer architecture. The hidden
layer consists of hidden neurons, and has an activation function applied to it. This layer falls between
the input and output layer. The first question that arises is how many hidden layers have to be used when
dealing with a complex problem. If the data is linearly separable, then there is no need to use a hidden
layer as the activation function can be implemented to the input layer. However, if the data is not lineraly
separable, then one has to use a hidden layer. Also, the number of neurons that should be kept in each
hidden layer need to be determined. If the number of neurons is too small for the complexity of the
problem, then underfitting may occur. Underfitting occurs when there are too few neurons in the hidden
layers to adequately detect the signals in a complicated data set. If too many hidden neurons are present
in the network then overfitting may occur. Several methods are used to determine both the number of
hidden layers and hidden neurons in each layer, but none of these can provide an optimal solution for the
number of hidden layer as well as number of neurons in each hidden layer.

Karsoliya [2012] found that one hidden layer will be used when any function that contains a contin-
uous mapping from one finite space to another. Two hiddens layer can represent an arbitrary decision
boundary to arbitrary accuracy with rational activation functions and can approximate any smooth map-
ping to any accuracy. NNs that consist of many layers can represent deep circuits, however training these
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deep networks has always been seen as a challenging task. Empirical research has found that deep net-
works generally performed no better, and often worse, than NNs with one or two hidden layers [Bengio
and LeCun 2007]. Thus, one hidden layer is considered sufficient in the task of FER.

The hidden neurons within the hidden layer can greatly influence the error of the output neurons,
to which they are connected. The stability of any RNN is estimated by error. A smaller error reflects
better stability, and a larger error reflects worse stability. Adding more neurons to the hidden layer is not
necessarily better, as too many hidden neurons can resultt in overfitting. This means that the RNNs have
overestimated the complexity of the target problem and greatly degrades the generalization capability and
results in incorrect predictions [Ke and Liu 2008]. If there are too few hidden neurons, a high training
error will result, and high generalization error due to high statistical bias and underfitting. If there are
too many hidden neurons, a low training error will result, but a high generalization error due to high
variance and overfitting can occur. Geman et al. [1992] detail how the number of hidden neurons affects
the bias and variance tradeoff. The quality of the predictions made by a network is measured in terms
of the generalization error. Generalization performance varies over time as the network adapts during
training.

There have been several studies to determine the optimal number of neurons in the hidden layer.
Early work included that of Sartori and Antsaklis [1991], Arai [1993], and Li et al. [1995]. Hagiwara
[1994] presented a method to find the optimal number of hidden neurons. The drawback to this sytem
, like many othe systems, is that there is no guarantee that the network with a given number of hidden
neurons will find the correct weights. According to the statistical behaviours of the output of the hidden
units, if a network has a large number of hidden neurons, a linear relationship is obtained in the hidden
neurons. Fujita [1998] proposed a method to determine the number of hidden neurons depending on the
output error. Hidden neurons are added one by one until an acceptable error is reached. Keeni et al.
[1999] presented a method to determine the number of hidden neurons which was used in the prediction
of cancer cells. Training starts with a large amount of hidden neurons and then the neurons are pruned
once the network is trained. However, pruning does not always improve generalization. The initial
weights for the input to hidden layer and the number of hidden neurons are determined randomly. The
disadvantage of the system is that there is no optimal solution. A method propsed by Onoda [1995]
obtains the minimal errors when increasing the number of hidden neurons. Islam and Murase [2001]
found that the generalization ability of network may be degraded when the number of hidden neurons is
too large, since the hidden neurons may have some spurious connections. Zhang et al. [2003] developed
a method for determining the number of hidden neurons a three-layer neural network, based on the
number of input neurons. They found that the output error decreases when hidden neurons are increased.
However, the number of hidden neurons should not be too large for a heuristic learning system. Jiang et
al. [2008] presented the lower bound on the number of hidden neurons. The lower bound can accelerate
the learning speed, and the upper bound gives a stopping condition for a constructive learning algorithm.
Ke and Liu [2008] found that the optimal number of hidden layers and hidden neurons depends on the
complexity of network architecture, the number of input and output units, the number of training samples,
the degree of the noise in the sample data set, and the training algorithm. The necessary numbers of
hidden neurons approximated in hidden layer using a multilayer perceptron were found by Trenn [2008].
It is important that the network is simple, scalable, and adaptive. They found that the number of hidden
neurons is between the number of inputs and number of outputs. It is found in many system that a
tradeoff exists between the number of neurons and the stability of the network, such that if the number of
hidden neurons becomes too large, the output of neurons becomes unstable, and if the number of hidden
neurons becomes too small, the hidden neurons becomes unstable again.

The optimal number of hidden neurons depends on the number of input units, the number of output
units, the number of training cases, the amount of noise, how complex the classification is, the network
architecture, the hidden unit activation function, the training algorithm, and regularization. Many meth-
ods exist, however, there is often no guarantee of finding the optimal solution. The number of hidden
neurons seems to be dependant on the type of problem that is being solved. Many systems use a method
of trial and error, which tests differing hidden neuron numbers until a minmum error is achieved. The
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rule of thumb is that hidden neurons must fall betweenthe number of input and output neurons. The dis-
advantage of adding more hidden neurons is a longer training time. Other existing techniques consist of
network growing and network pruning [Wang and Huang 2011], [Zeng and Yeung 2006]. The growing
algorithm allows the adaptation of the network structure. It begins with a low amount of hidden neurons,
and then adds neurons, or grows. The disadvantages is that this system is time consuming and there is no
guarantee of finding the optimal amount of hidden neurons. For our system, we will be determining the
optimal number of hidden neurons by trial and error, which consists of training networks with differing
hidden neuron numbers and then estimating the generalization error of each.

When training the RNN, the learning rate applies a greater or lesser portion of the respective adjust-
ment to the old weight. If the factor is set to a large value, then the RNN may learn faster, but if there
is a large variability in the input set then the network may not learn well or at all. In standard backpro-
pogation, too low a learning rate makes the network learn very slowly. Too high a learning rate makes
the weights and objective function diverge, so there is no learning at all. If the objective function is
quadratic, as in linear models, good learning rates can be computed from the Hessian matrix [Bertsekas
and Tsitsiklis 1995]. If the objective function has many local and global optima, as in typical feedforward
NNs with hidden units, the optimal learning rate often changes dramatically during the training process,
since the Hessian also changes dramatically. Finding the optimal learning rate is usually a tedious pro-
cess requiring much trial and error. Many algorithms try to adapt the learning rate, but any algorithm
that multiplies the learning rate by the gradient to compute the change in the weights is likely to produce
erratic behaviour when the gradient changes abruptly [Riedmiller and Braun 1993], [Kandil et al. 1993].
Often, the learning rate is determined by trial and error. Experiments are run with with different learning
rates. If the weights and errors change very slowly, a larger learning rate is used. If the weights fluctuate
wildly and the error increases during training, a lower learning rate is used. The learning rate is between
0 and 1, and often a learning rate of 0.1 is initally used.

5.7 Applications

RNNs are a type of network where the connections between the units form a directed cycle. This directed
cycle creates an internal state that allows the RNN to exhibit temporal behaviour. The ability of RNNs to
treat and store time dependent information enables them to learn space-time relationships. This ability
makes RNNs useful in speech recognition, where the examples are space-time patterns [Ahmad et al.
2004]. The goal of speech recognition is to design automatic systems which are capable of interpreting
the vocal signs coming from a human speaker in terms of linguistic categories. The task of speech
recognition is divided into two steps: firstly, feature extraction, where the features are extracted from the
stream of data and, secondly, design of a system to model the extracted features. Feature extraction is
important as the speech sequences contain irrelevant information like background noise.

Another application of a RNN is signature verification [Tiflin and Omlin 2003]. These systems
are designed for authentication of a signature. The verification system is composed of two units. The
first unit is the pre-processing unit which extracts the feature of a signature which include the timing
information and the positioning of the pen point when making signatures. The second unit is a modelling
unit which learns the extracted features. The system is designed to detect the forged signature among the
genuine ones. For this, the system is first trained on a set of sample signatures which contain both the
genuine and forged signatures. Once the training is complete the system is tested on the test data, where
it should be able to detect the forged one and a genuine one.

RNNs have been successful in financial forecasting. Tino et al. [2001] used time series data and other
factors and fed it to the RNN so that the network can capture the rules of the how the currency exchange
rates changes. The trained network is then able to forecast the exchange rates between different foreign
exchanges.

The use of RNNs was successful for the dynamic recognition of facial expressions and AUs [Butko
et al. 2011]. Vadapalli [2014] used RNNs for the recognition of six upper face and five lower face AUs
using Gabor filters for feature extraction. They applied different dimensionality reduction techniques
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including frequency scale selection, local Gabor filters and PCA, and studied their effect on the classifi-
cation performance of RNNs. Results showed that local Gabor filters performed the best (85% average
performance) for the six upper face AUs, whereas the use of all the Gabor filters performed the best
(82% average performance) for the five lower face AUs. Network regularization through weight decay
improved the classification performance (86% average performance for six upper face AUs and 86% for
the five lower face AUs).

5.8 Conclusion

This chapter serves as an introduction to RNNs, which will be used to develop our system to recognize
AUs. Our system will make use of an Elman RNN to recognize FACS AUs using SURF descriptors as
feature vectors, which are the input to the RNN. An Elman RNN is used as it provides memory of one
time unit, which is sufficient for facial expression recognition. A key point to note from this chapter is
that RNNs make use of temporal data. This means that the output from a previous time step is used as
the input to the next time step. This will be beneficial when classifying AUs that have shown to develop
over time in an image sequence or video. This will also be beneficial when trying to recognize AUs when
the face has moved out-of-plane in image sequences.
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Chapter 6

Methodology

6.1 Introduction

This chapter details the methodology taken for this research, which includes how the RNN is structured
to recognize FACS AUs. Data sets are a sequence of images, which show the face from neutral to the
depiction of an AU or AUs. Image sequences are split into a number of frames, each showing a face in a
particular step of the creation of an AU. We use SURF to extract keypoints from the face in each frame,
which we then use to create SURF descriptors. These SURF descriptors are used as feature vectors to
train an RNN to recognize AUs. The structure of an RNN includes the number of hidden layers, as well
as the number of neurons in each hidden layer. We also need to determine the optimal learning rate to
be used for the RNN. Once we have determined how to structure the RNN, we run experiments on how
many keypoints need to be extracted from a face to provide the best recognition rate. This chapter details
the metholodolgy.

6.2 Research Hypothesis

Vadapalli [2014] made use of RNNs to recognize FACS AUs. This system made use of Gabor Filters
to extract features. However, the use of Gabor filters can suffer from the high dimensionsality problem.
We propose the use of the SURF method to extract keypoints from the face in a sequence of images
where an AU (or AUs) are formed from a neutral face. We use these keypoints to generate SURF
descriptors which form feature vectors. A recurrent neural network is used to classify features by taking
advantage of the temporal data obtained from the image sequences. The feature vector obtained from the
SURF method is far smaller than feature vectors obtained from Gabor filters and other common feature
extraction techniques. The following research hypothesis is reached:

1. Recurrent neural networks will be able to classify FACS AUs in an image sequence using
SURF to extract features and SURF descriptors as feature vectors.

2. SURF descriptors and RNNs can be used to recognize FACS AUs in an image sequence where
the face moves out-of-plane by taking advantage of the temporal processing abilities of RNNs.

6.2.1 Research Questions

1. Can SURF Descriptors extract enough information from the face for recognizing AUs?

2. Is it possible to train a recurrent neural network to recognize AUs using the SURF feature vectors?

3. How many keypoints need to be extracted from the face in order to optimally recognize AUs?

4. Can SURF descriptors and RNNs be used to recognize FACS AUs when the face moves out-of-
plane?
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6.3 Assumptions

Some assumptions that are initially known are:

• The input type is an image sequence split into a number of frames of varying length.

• A sequence depicts the formation of an AU or group of AUs from a neutral face.

• This system will be recognising FACS AUs.

• The database used for Phase I of testing is the Cohn-Kanade database, which contains FACS AU
annotated video sequences.

• Phase II of testing takes place on the UNBC-McMaster database, which contains image sequences
where the face moves out-of-plane.

6.4 Databases

We discussed FACS AUs in Chapter 2 as well as databases that are FACS annotated. The RNNs will be
developed and tested using the Cohn Kanade database. This database contains image sequences from 123
subjects who perform twenty-three facial displays that include AUs and AU combinations. The camera
is frontally oriented and only very small head motion is allowed. In this database, AUs are mostly shown
to be present at high intensity (such as intensity D and E). Once the RNN is developed it is trained using
images from the Cohn Kanade database. Phase I of testing also takes place on this database to determine
the false positive rate, true positive rate and recognition rate of AUs.

The UNBC-McMaster database consists of videos captured of participant’s faces who were suffering
from shoulder pain. To elicit pain, they performed a sequence of active and passive range-of-motion
tests to both their affected and unaffected limbs. Each frame of the image sequences of this data was
AU coded by certified FACS coders. Two hundred image sequences across 25 subjects have been made
publically available. Unlike the Cohn-Kanade database, which contains frontal face images, the UNBC-
McMaster database contains image sequences where the face moves out-of-plane due to the effect of
pain on humans. Phase II of testing takes place on the UNBC-McMaster database to determine the
recognition rate of AUs where the face moves out-of-plane for some part of the image sequence.

6.5 Methodology Overview

In Chapter 3 we outlined the facial expression recognition process. Features must be extracted from the
face to form feature vectors, and these are used to train an RNN. In order to obtain feature vectors, SURF
keypoints are extracted from the face. A variable number of keypoints are extracted depending on the
sample quality and strength of keypoints. Thus a standard number of keypoints must be taken from each
image in a sequence across all samples. To determine the number of keypoints extracted, experiments
are run with differing numbers of keypoints on samples from the Cohn-Kanade database to determine the
true positive rate and false positive rate with different AUs. The best performing number of keypoints are
chosen. Keypoint descriptors are obtained, which are normalized to form descriptors and consequently
feature vectors. Before we can use these feature vectors, we must determine the structure of the RNN.
This includes the number of hidden layers, the number of neurons within the hidden layers, and the
learning rate of the RNN. This is accomplished by further experimentation to optimize performance.
Once these are determined, the experimentation process can begin to determine the recognition rate of
AUs from the Cohn-Kanade database using SURF feature vectors. After the RNN is trained to classify
AUs, we test the recognition rate using samples from the UNBC McMaster database. Below is a summary
for the methodology undertaken:
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1. Extract SURF keypoints from the face. The number of keypoints extracted differ depending on the
requirement of the experiment. Samples contain data sets of 20, 30, 40, 50, 60, 70, 80, 90 and 100
extracted keypoints.

2. Determine the learning rate and hidden layer structure of the RNN with a sample set of 50 extracted
keypoints.

3. Once RNN structure is determined, determine optimal number of keypoints by testing the RNN
with differing extracted keypoint numbers.

4. Using the optimal number of keypoints, run experiments on the Cohn-Kanade database to deter-
mine recognition rate of twelve AUs.

5. Using the RNNs trained to recognize AUs, determine the recognition rate using samples from the
UNBC-McMaster database.

6.6 Obtaining Feature Vectors - Cohn Kanade Database

We are testing six upper face AUs and six lower face AUs. The upper face AUs tested are AU1, AU2,
AU4, AU5, AU6, and AU7. The lower face AUs tested are AU9, AU15, AU17, AU20, AU25, AU27.
The reason for choosing these particular AUs is that there are a sufficient number of samples available
for these AUs in the Cohn Kanade database.

An image sequence shows a subject which starts with a neutral face and over several frames develops
into the positive depiction of an AU or group of AUs. The subjects are of different age, gender, race and
ethnicity. In each frame in an image sequence, we locate the eyes and mouth of the subject in each
frame, and crop the face accordingly such that the image contains only the face and does not have any
background noise. Thereafter, the SURF keypoints are located in each frame by Hessian Approximation.
The keypoints are ordered from highest response to lowest response. Response indicates the strength
of the keypoint. Each keypoint data set has a coordinate, diameter of the keypoint, orientation angle,
and response. Depending on the number of keypoints that is required for an experiment, the keypoints
with the highest response are chosen. For example, if the experiment requires 50 keypoints, the 50
keypoints with the highest response are chosen and the keypoints thereafter were discarded. Then the
keypoint descriptors are obtained for each keypoint in each image in the sequence. The descriptor for
each keypoint is a vector of length 64. The descriptors of all keypoints in an image are concatenated to
create the feature vector. Thus, for 50 keypoints, the feature vector is of size 50x64 = 3200. The size of
the feature vector determines the number of input neurons to the RNN.

We use OpenCV as the starting point for the face detection and feature extraction system. OpenCV
(Open Source Computer Vision) is a programming function library mostly used for real-time computer
vision, and was developed by the Intel Russia research center, and is now under the support by Willow
Garage and Itseez [Bradski 2000]. It is free, cross-platform, and operates under the open source BSD
license. We customize the OpenCV source code to be optimized for the purposes of our experiments.

Figure 6.1 shows an extract of an image sequence from the Cohn Kanade database in which the
subject starts with a neutral face and over the sequence of frames develops AUs 6, 7 and 12. In each
image in the sequence, 60 keypoints are extracted and mapped. As the corners of the subject’s mouth
pull in subsequent frames, more keypoints are concentrated around the mouth area. AU12 is the lip
corner puller. More keypoints concentrated around the lip corner area are an indication that AU12 is
present. For each image sequence, we have keypoints extracted in each frame, and SURF descriptors are
determined for each keypoint. These are considered the feature vectors to train and test our system.

6.7 Recurrent Neural Network Structure

When structuring the RNN, it must be determined how many hidden layers the RNN has, as well as the
number of neurons in each hidden layer. Additionally, the learning rate for the RNN must be determined.
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Figure 6.1: Image sequence showing a neutral face in the first frame and the development of AUs 6, 7,
and 12 in the final frame with 60 keypoints exracted in each frame.
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NNs that consist of many layers can represent deep circuits, however training these deep networks
has always been seen as a challenging task. Empirical research has found that deep networks generally
performed no better, and often worse, than NNs with one or two hidden layers [Bengio and LeCun 2007].
Thus we have one hidden layer in our RNN.

We need to determine the optimal number of neurons in the single hidden layer. The optimal number
of hidden neurons depends on the number of input units, the number of output units, the number of
training cases, the amount of noise, how complex the classification is, the network architecture, the
hidden unit activation function, the training algorithm, and regularization. The only way to determine
the optimal number of hidden neurons is to train networks with differing hidden neuron numbers and
then estimate the generalization error of each. If there are too few hidden neurons, a high training error
will result, and high generalization error due to high statistical bias and underfitting. If there are too
many hidden neurons, a low training error will result, but a high generalization error due to high variance
and overfitting can occur. Geman et al. [1992] detail how the number of hidden neurons affects the bias
and variance tradeoff. Therefore we test our network with several different hidden neuron numbers and
determine the error rate. We choose the local error minima.

When training the RNN, the learning rate applies a greater or lesser portion of the respective adjust-
ment to the old weight. If the factor is set to a large value, then the NN may learn quicker, but if there is
a large variability in the input set then the network may not learn well or at all.

We develop an RNN with the optimal learning rate, as well as the optimal number of neurons in
the hidden layer. We test our RNN with several different learning rates and numbers of neurons on
data sets that show the development of AUs. The weight initialization range is between -1 and 1. For
standardization purposes, we extract 50 keypoints from each image in an image sequence across all
samples.

We refer to true positive rate, false positive rate and recognition rate. These are defined as follows:

True positive rate =

True positives
Total positive samples

(6.1)

False positive rate =

False positives
Total negative samples

(6.2)

Recognition rate =

True positives + True negatives
Total samples

(6.3)

We wish to maximise true positive rate and minimize false positive rate.
We test with a single hidden layer, and with one to twenty neurons in the single hidden layer. We test

with learning rates 0.1 and 0.01. When testing with learning rate 0.001, the RNN does not converge (i.e.
does not have an average error of less than 1%) after the maximum number of iterations allowed.

Figure 6.2 and Figure 6.3 show the results of testing with different numbers of neurons and a learning
rate of 0.1 and 0.01. The x-axis shows the number of neurons in the hidden layer. Figure 6.2 shows the
percentage of false positives and true positives with different numbers of neurons in the hidden layer
and a learning rate of 0.1. Figure 6.3 shows the true positives and false negatives with a learning rate of
0.01. For each AU we test, training sample sets consist of 50% positive (i.e. AU is present) and 50%
negative (i.e. AU is not present) samples. The RNN has two output classes, zero when the AU tested
is not present, and one when the tested AU is present. The number of inputs depends on the number of
keypoints extracted from the face. Each SURF keypoint descriptor is a vector of length 64. Therefore, for
50 keypoints, the input size for the RNN is 64x50 = 3200 inputs. Five-fold cross validation takes place
to remove the effect of non-performing samples. This means that five tests are run, each training with
80% of the sample set and testing with 20% of the sample set. For each of the five experiments, different
training and testing sets are used. The testing sample set, which is 20% the size of the sample set, also
consists of 50% positive and 50% negative samples. The samples are randomly split into subsets, such
that the correct ratio of positive to negative samples is maintained.

From Figure 6.3 we can see a large variability in results when a learning rate of 0.01 is used. As we
add neurons, the true positive rate decreases and the false positive rate increases. Although a learning
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Figure 6.2: Learning rate of 0.1.

Figure 6.3: Learning rate of 0.01.

rate of 0.01 shows the highest rate of true positives in instances, the average rate of false positives is high
with 31%. From Figure 6.2 we can see a smaller variability in results (true positive rate and false positive
rate sees less change as more neurons are added), as well as a lower average rate of false positives (24%).
The average rate of true positives with a learning rate of 0.1 (66%) is higher than the average rate of true
positives with a learning rate of 0.01 (64%). Due to this, we choose to use a learning rate of 0.1. Within
the results in Figure 6.2 we see that fifteen hidden neurons provides the highest rate of true positives
(78%) and the lowest rate of false positives (11%). Thus, we choose to use fifteen neurons in the single
hidden layer with a learning rate of 0.1.

For experimental purposes for this research, our RNN is structured with a single layer that consists of
fifteen neurons and with a learning rate of 0.1. The weight initialization range is [-1, 1]. The maximum
number of epochs, which is the presentation of all the training samples to the network, is set to 500. The
training stops when the pre-defined system error is reached (1%) or the learning process continues until
the maximum epochs are elapsed. A value of 0.5 or greater is taken as the target AU being present, and
a value less than 0.5 is taken as the target AU not present.
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Figure 6.4: True positive rates with differing numbers of extracted keypoints.

6.8 Optimal Number of Keypoints

When extracting keypoints from an image, the number of keypoints extracted is variable and depends on
the type of image, the image quality, and the intensity of changes in the face (such a furrows or wrinkles).
For the development of the RNN, we initally used 50 keypoints extracted from the face as a starting point
to determine the learning rate and number of hidden neurons. However, this number of keypoints may
or may not provide the highest rate of true positives and lowest rate of false positives when testing on
the Cohn Kanade database. Du et al. [2009] found that approximately 30 to 100 keypoints per image
provide the best recognition rate on the JAFFE database.

We test how many keypoints extracted from a frame in an image sequence will yield the highest rate
of true positives and lowest rate of false positives. After the optimal structure of the RNN is determined
by using a standard number of 50 keypoints extracted per image, we test this RNN with differing key-
points numbers. We run experiments which test the rate of true positives and the rate of false positives
when recognizing an upper face AU (AU5), a middle face AU (AU9), and a lower face AU (AU17) when
different numbers of keypoints are extracted from the face. We test 20, 30, 40, 50, 60, 70, 80, 90, and
100 keypoints extracted from each frame in an image sequence, in line with the findings by Du et al.
[2009].

The true positive rate results are shown in Figure 6.4 and the false positive rates are shown in Figure
6.5 for the three AUs tested. The x-axis contains the number of keypoints extracted. Results show that
60 keypoints provides the highest rate of true positives for AU5 (85%), AU9 (77%) and AU17 (57%).
Additionally, 60 keypoints result in the lowest rate of false positives for AU9 (26%) and AU17 (35%).
However, 60 keypoints does not provide the lowest rate of false positives for AU5. The tradeoff of
choosing the number of keypoints (30 or 50) which provides the lowest rate of false positives for AU5
will result in a much higher rate of false positives for both AU9 and AU17. It also results in a significantly
lower rate of true positives in AU5, AU9 and AU17. Thus, we chose 60 keypoints as it provides the best
overall result of both true positives and false positives for all three AUs tested.

6.9 Feature Vectors - UNBC-McMaster Database

The UNBC-McMaster database contains image sequences where the subject is exhibiting pain, and due
to the nature of pain on a human the face moves out-of-plane in the image sequences. The camera angle
is frontal, however the head position of subjects shows some degree of movement out-of-plane. The
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Figure 6.5: False positive rates with differing numbers of extracted keypoints.

images in this database are RGB, therefore they first have to be converted to greyscale and resized to be
the same as the Cohn Kanade database (640x490). The images are made larger by resampling, which is
a technique to create a new version of the image with a different width and/or height in pixels [Darwish
et al. 1997]. New pixels are added based on colour values of existing pixels.

The database contains both a PSPI score and the FACS AUs present for each frame within an image
sequence. We collect samples where no pain was present, i.e. no active AUs. We also collect samples of
subjects exhibiting strong pain, i.e. a PSPI score of three or greater. For these a combination of AUs 4,
6, 7, 9, 10, and 43 are present at varying intensities (intensity A to intensity E).

Since we have shown that 60 keypoints provides the highest rate of true positives and the lowest rate
of false positives on average on the Cohn Kanade database, we extract 60 keypoints from each image in
image sequences collected in our sample set. These keypoints are then converted into SURF descriptors
for our feature vectors.

Our sample set contains sequences where PSPI score is zero or three and greater. Where the PSPI
score is three or greater, we look at the AUs present to give that score. We then develop sample sets
for AU4, AU6, AU7, and AU9 containing the image sequences where those AUs are present, as well as
image sequence where no pain and no AUs are present.

An extract of an image sequence is shown in Figure 6.7 with 60 keypoints extracted from each frame.
This face shows some degree of out-of-plane head motion. The image sequence shows the onset of AUs
4c, 6a, 7d, 43 and 50. This gives a PSPI score of 8.

6.10 Challenges

There were several challenges encountered while designing and building the RNN. These came from the
nature of the data sets, i.e. the image sequences, and the ability of the RNN to handle these data sets.
The main challenge came from the lengths of the image sequences. Each image sequence is split into a
number of frames. The number of frames is variable, which means that each sample consists of different
numbers of frames, i.e. the number of image frames in an image sequence is not the same for each
sample. This meant that the RNN had to handle cases of varying numbers of feature vectors. Each image
in an image sequence has a feature vector, so the numbers of feature vectors were variable. However,
the number of elements within the feature vector stays constant, and this is determined by the number of
keypoints extractd from the face. The number of elements in the feature vector determines the number
of inputs for the RNN.
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Figure 6.6: Image sequence showing the onset of AUs 4c, 6a, 7d, 43 and 50, and a PSPI score of 8, and
with 60 keypoints extracted in each frame.
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Other challenges included keypoint extraction from the face. In the Cohn Kanade database, the image
quality of samples vary, therefore the varying quality made face detection challenging.

As discussed in Section 3.10, a keypoint (or a feature) is an area of interest in an image. This could
be wrinkles or furrows related to the movement or contraction of specific muscles. These keypoints are
concentrated around areas that see a change in the face while muscles are moving or contracting. The
keypoints are also concentrated around areas of wrinkles or furrows from edges, such as the ear lobes.
These keypoints often also have a high response, so are chosen as keypoints to train the RNN. However,
these keypoints are not relevant to AU recognition. This means that some keypoints are extracted and
chosen to train or test the RNN and they are not relevant to AU recognition. Since we choose keypoints
by response, a method to overcome this problem would be to choose keypoints by area of the face only.

6.11 Conculsion

This chapter is an overview of how we get feature vectors from the faces in image sequences to use
as inputs to the RNN. We also show how we determine the structure of the RNN in terms of hidden
layers, hidden neurons and the learning rate. Once we have data sets and an RNN structure, we can
begin experiments to determine the false positive rate, true positive rate and recognition rate of AUs
when tested on the Cohn Kanade and UNBC-McMaster databases. From this chapter, it can be seen
that 60 keypoints extracted from the face provides the best results in terms of true positive rate and false
positive rate when tested on samples from the Cohn Kanade database. Therefore for experimentation
purposes hereafter, 60 keypoints are extracted from each image in an image sequence in a sample set.
Additionally, it is shown that a single layer RNN with fifteen neurons and a learning rate of 0.1 provides
the best results when tested on the Cohn Kanade database. Experiments are now run using this structure
and the results of experimentation are shown in Chapter 7.
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Chapter 7

Results

7.1 Introduction

Once we have the structure of the RNN by determining the learning rate and number of hidden layer
neurons, as well as the data sets that need to be obtained from each image in an image sequence, we
can begin experimentation to determine the recognition rate of AUs when using SURF descriptors as
feature vectors. We test the RNN on twelve AUs from the Cohn Kanade database, six from the upper
face and six from the lower face. This is Phase I of testing. Once we train the RNNs for each AU, we
test on an additional database called the UNBC-McMaster database. This is Phase II of testing. In the
UNBC-McMaster database, the subjects show some degree of in-plane or out-of-plane head movement.
In-plane movement is the movement of the face sideways such that the face is still facing frontwards (for
example, tipping the head to the side), while out-of-plane movement is movement left or right such that
the face is no longer facing frontwards (for example, a profile view). We detail the results of Phase I and
Phase II testing in this chapter.

7.2 Correlation - Cohn Kanade Database

Some AUs are easier to detect and classify than others and recognition rates between AUs differ. White-
hill and Omlin [2006b] examined whether extracting features locally around the eyes, eyebrows, and
mouth will result in higher AU recognition rates than when features are extracted globally. Results
showed that local feature extraction did not improve recognition rates over global extraction. Global
extraction even outperformed local extraction when recognizing AUs of the eyebrow and eye areas. This
result was partly attributed to the high correlations between the AUs in the Cohn-Kanade database. We
use global segmentation for our system, which means that the presence of AUs on different parts of the
face can affect the recognition of other AUs.

Suppose that AUi is more difficult to classify than AUj. If it is known that AUi is highly correlated
with another AUj, then the classifier for AUi could attempt to classify AUj instead. This is because
the classifier associates AUi with AUj. If there are testing samples that contain AUj, but not AUi,
the classifier could output a one (positive) incorrectly, i.e. a false positive, as it was trained to detect
AUi with a high presence of AUj. We use global segmentation of the face, meaning that we do not
segment into upper and lower face, or into parts of the face such as eyes and mouth. This means that
AUi and AUj can even be on different parts of the face. By knowing which AUs occur together and
analyzing their relationship, we can also determine if some AUs can be misinterpreted as others or if the
combination of some AUs change the appearance of other AUs on the face. We can look at instances of
false negatives, false positives, true positves and true negatives for each tested AU and by analyzing the
correlation between AUs we can determine whether some AUs affect the recognition of others. Table 7.1
shows the relationship between AUs in the Cohn Kanade database. We look at the number of samples of
AUi that also contain AUj. We see from Table 7.1 that 63% of AU1 samples also contain AU2. We also
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AU1 AU2 AU4 AU5 AU6 AU7 AU9 AU15 AU17 AU20 AU25 AU27

AU1 1.00 0.99 0.33 0.88 0.07 0.16 0.00 0.38 0.24 0.52 0.35 0.88
AU2 0.63 1.00 0.05 0.83 0.01 0.01 0.00 0.07 0.05 0.16 0.28 0.88
AU4 0.35 0.09 1.00 0.15 0.26 0.85 0.88 0.35 0.61 0.63 0.17 0.03

AU5 0.48 0.71 0.08 1.00 0.02 0.05 0.00 0.01 0.01 0.18 0.25 0.74
AU6 0.05 0.01 0.18 0.03 1.00 0.30 0.37 0.01 0.09 0.15 0.26 0.00

AU7 0.12 0.01 0.58 0.06 0.31 1.00 0.86 0.07 0.38 0.39 0.13 0.00

AU9 0.00 0.00 0.28 0.00 0.17 0.40 1.00 0.01 0.24 0.03 0.03 0.00

AU15 0.20 0.05 0.20 0.01 0.01 0.05 0.02 1.00 0.46 0.01 0.01 0.01

AU17 0.26 0.09 0.63 0.03 0.14 0.57 0.76 0.97 1.00 0.06 0.02 0.00

AU20 0.24 0.12 0.27 0.15 0.10 0.25 0.04 0.01 0.03 1.00 0.23 0.00

AU25 0.71 0.91 0.33 0.95 0.74 0.37 0.20 0.03 0.04 0.97 1.00 1.00
AU27 0.47 0.74 0.01 0.72 0.00 0.00 0.00 0.01 0.00 0.00 0.26 1.00

Table 7.1: Correlation between AUs in the Cohn Kanade Database.

see that 99% of AU2 samples contain AU1. We have made values greater than 0.5 to be shown in bold
(with the exception of the diagonal), as this indicates a large level of influence between AUs.

7.3 Receiver Operating Characteristic Curves

A Receiver Operating Charactersitic (ROC) curve is a graphical plot which shows the performance of a
binary classifier system as its discrimination threshold is varied. It plots the true positive rate versus the
false positive rate at various threshold settings. The true positive rate is also known as sensitivity, and
the false positive rate is (1 - specificity). Thus the ROC curve shows the tradeoff between sensitivity and
specificity. The closer the curve is to the left and the top of the ROC space, the more accurate the test.
There is a 45-degree line plotted on the ROC space. The closer the ROC curve comes to the 45-degree
diagonal, the less accurate the test. For the purposes of our experimenation, results will be shown using
ROC curves.

7.4 Results of Phase I Testing (Cohn-Kanade database)

We test six upper face AUs and six lower face AUs. The upper face AUs tested are 1, 2, 4, 5, 6, and 7.
The lower face AUs tested are 9, 12, 15, 20, 25, and 27. We do five-fold cross validation testing on the
sample sets to take away the effect of non-performing samples. For each AU which we are testing, we
gather image sequences in which the AU tested is shown to develop from a neutral face to peak intensity
in the final frame. We also gather the same number of image sequences where the AU is not present in
the final frame. For training the RNN, the sample set has on average 50% positive (AU present) and 50%
negative (AU not present) samples. The testing sample set contains image sequences with the same ratio
of positive and negative samples. Therefore, if we are testing AU9, half of the sample set has samples
containing AU9, and the other half of the samples have other AUs excluding AU9. Each sample set is
randomly split into five smaller sample subsets. Each of the five subsets is used as a testing set, while the
rest of the sample set is used for training purposes. The results are then averaged. The reason for five-fold
cross validation is to examine which subsets perform better than others, and then investigate the reasons
behind this. The average training and testing sample set sizes for each test in five-fold cross validation
for each AU are shown in Table 7.2. For example, for AU1, each test in five-fold cross validation has a
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Average training sample size Average testing sample size Total sample size
AU1 132 32 164

AU2 96 24 120

AU4 120 30 150

AU5 72 18 90

AU6 88 22 110

AU7 80 20 100

AU9 52 14 66

AU15 64 16 80

AU17 120 30 150

AU20 40 10 50

AU25 164 40 204

AU27 88 22 110

Table 7.2: Sample set sizes - Cohn Kanade database.

training sample size of 132 and testing sample size of 32. For each test, a different subset of samples is
used. The sample sizes shown in Table 7.2 are not a complete subset of the Cohn Kanade database. This
is due to the inability of samples being used for training or testing purposes. Samples are unable to be
used if 60 keypoints cannot be extracted from the face in image sequences. In some cases, there is too
much noise for 60 keypoints to be extracted, or the qualiy of the images does not allow 60 keypoints to
be detected and extracted. Additionally, we look at samples of AUs where the AU is shown to be at peak
intensity (or almost peak intensity) in the final frame. For incidents where the AU is not at peak intensity
in the final frame, we do not use this sample for training or testing purposes. The reason for not using
samples which are shown at low AU intensity is because there are very few samples (if any) for each AU
at low intensities. Therefore, there is not enough low intensity data from the Cohn Kanade database to
provide enough information for training purposes.

We show the ROC curve for each of the five tests taken in five-fold cross validation for each AU. We
also show the average ROC curve for each AU. The recognition rate with a threshold of 0.5 is shown
in Table 7.3. This means that for an output of less than 0.5, we consider it a negative result (AU not
present). For an ouput of 0.5 or more, we consider it a positive result (AU is present). It can be seen,
on average, that the upper face AUs have a higher true positive rate and lower false positive rate than the
lower face AUs.

Detailed results of experimentation are shown in Appendix B. We show results at certain thresholds
for each of the five tests, as well as the average results. Tables B1 to B12 contain the results of the Cohn
Kanade database experimenation. The threshold (TH), is shown only at given intervals. For example, at
a threshold of 0.05, test 1 achieved a 67% false positive (FP) rate, and a 93% true positive (TP) rate.

7.4.1 Results for AU1

AU1 is the inner brow raiser. From Table 7.3, AU1 sees a true positive rate of of 65.43%, a false positive
rate of 25.3% and a recognition rate of 70.01%. Detailed results at certain threshold settings are shown
in Table B1. In Figure 7.1, we see the results of each test taken during five-fold cross validation as well
as the average results. From the five tests, we see one particularly well performing test which is close
to the top left corner of the plane (series 2). At a threshhold of 0.5, this sample set sees a false positive
rate of 6.25% and a true positive rate of 81.25%. There are two sample sets with poor false positive rates
which increase the average false positive rates significantly (series 3 and series 5). The three sets with
well performing false positive tests have false positive rates below 20%.
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Figure 7.1: Results of AU1 testing
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True positive rate False positive rate Recognition rate
AU1 65% 25% 70%

AU2 80% 19% 81%

AU4 63% 32% 65%

AU5 88% 22% 83%

AU6 79% 15% 82%

AU7 69% 25% 72%

AU9 74% 29% 73%

AU15 62% 49% 56%

AU17 58% 30% 64%

AU20 56% 44% 56%

AU25 68% 45% 62%

AU27 86% 16% 85%

Table 7.3: Results of Phase I Testing.

Upon inspection of the poor and well performing false positive test sets, we see that in most cases the
false positive samples contain AU25, while the true negative samples do not contain AU25. This implies
that the AU1 classifier is classifying samples containing AU25 as positive when it should be negative.
From Table 7.1, we see that the AU1 sample set has 71% instances of AU25. As a result, the classifier
is being trained with 71% of the AU1 samples also containing AU25. This could alter the ability of the
classifier to distinguish between AU1 and AU25.

Additionally, there are three sample sets with poor performing true positive rates between 50% and
60% (series 1, series4, and series 5) . The two test sets with high true positive rates are 81.25% (series
2) and 87.5% (series 3). Upon inspection of the false negatives, we see that there are combinations with
AU1 which change the appearance of AU1. These combinations are some part of the reason that our
RNN is outputting a false negative. The AU1 classifier does not correctly classify these samples as true.
The first combination is 1+2+4. This combination pulls the brows upwards and together. The second
combination is 1+2, which pulls the entire eyebrow upwards and results in the eyebrow shape becoming
curved and arched. The comination 1+4 maintains the raising action from AU1, but draws the eyebrows
together and the lowering effect of AU4 is counteracted or restricted to the outer portions of the brow.
The last appearance change combination is 1+2+5, which raiser the inner and outer portions of the brow
and raises the upper eyelid. These combinations are found throughout our AU1 sample set. The most
common misclassified combination is 1+4, which accounts for the most false negatives and thus the low
true positive rate. From Table 7.1, we see that 35% of the AU1 sample set contains the combination of
1+4. Figure 7.2 and Figure 7.3 are examples of the effect of 1+4 on the face. Figure 7.2 shows a neutral
face on the left, and the right image shows activation of 1+4+7+11+20+25. Figure 7.3 shows a neutral
face and activation of 1+4+6+12+20+25. Figure 7.4 shows a neutral face on the left, and right image
shows 1+2+5+25+27. The appearance of AU1 in these samples differs, and keypoints extracted also
differ between samples with the combination of 1+4 and 1+2. Figure 7.2 and Figure 7.3 show the effect
of the combination of 1+4, while Figure 7.4 shows AU1 without AU4. These figures show the first frame
in the image sequence on the left, and the last frame of the image sequence on the right. The appearance
change combinations cause for a different appearance of AU1 than when it is alone or with other AUs,
and thus different keypoints are extracted from the images. This makes it challenging for the classifier
to recognize AU1. We see this effect in the images in Figure 7.2 and Figure 7.3, which show a different
appearance of AU1 than when it occurs in Figure 7.4.

When extracting keypoints from the face, in some cases if there is large mouth movement then more
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Figure 7.2: Neutral face (left) and face activating 1+4+7+11+20+25 (right).

Figure 7.3: Neutral face (left) and face activating 1+4+6+12+20+25 (right).

keypoints concentrate around the mouth and fewer concentrate around the eyes. Thus, in cases like these
we also see many incidences of false negatives as there is not enough information received from the eye
area to adequately train the RNN to pick up the existence of AU1.

7.4.2 Results for AU2

AU2 is the outer brow raiser. It sees good performance with a true positive rate of 79.66%, a false positive
rate of 18.64%, and an overall recognition rate of 80.51%. This a promising result for AU2. Among the
five experiment results seen in Figure 7.5, we see two sample sets with very low false positive rates
(series2 with 0%, and series with 8.33%), as well as two samples with extremely high true positive rates
(series 4 with 91.67% and series 5 90%). We also see one sample set with a low true positive rate of
58.33% (series 1), and a sample set with a high false positive rate of 33.33% (series 5). Table B2 shows
detailed results at certain threshold settings. We investigate the reasons for the varied results.

From Table 7.1, we see that AU2 is highly correlated with AU1, AU5, AU25 and AU27. Therefore
when training for RNN, the classifier sees the presence of those additional AUs are an indication at
AU2 is present. Thus, the true positive samples almost always have the combination of 1+2+5+25+27.
The false positive results we see often are the samples that have the combination of AU1, AU5, AU25
and AU27 without the presence of AU2. Additionally, the false negative samples often do not contain
AU25. This implies that AU25 has a large influence on the recognition on AU2 since our sample set
often contains a combination of the two AUs. The classifier associates AU2 with AU25 even though they
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Figure 7.4: Neutral face (left) and face activating 1+2+5+25+27 (right).

are not related, do not influence each other, and are on different parts of the face.

7.4.3 Results for AU4

AU4 is the brow lowerer. From Table 7.3 we see that AU4 has a low recognition rate of 65.29%. This
is due to a low true positive rate of 63.01% and a high false positive rate of 32.43%. Table B3 shows
detailed results at certain threshold settings. From the results in Figure 7.6, we see that there is a sample
set which performed particularly well (series 2). This sample set sees a false positive rate of 14.29% and
a true positive rate of 78.57%. There is also a sample set, series 4, which sees a poor false positive rate
of 47.06%.

The combination of 4+5 combines the changes made by AU4 and AU5 (upper lid raiser), modifying
the appearance changes due to AU4 alone or AU5 alone. The modified changes involve the appearance
of the eye aperture, the upper eyelid and the amount of sclera exposed. The eye cover fold is pushed
downwards by AU4 and may narrow the eye aperture, while AU5 widens the eye aperture. The resulting
eye aperture from these opposing actions is a compromise between the two actions. Another appearance
changing combination is 1+4. The combination of these two AUs maintains the raising action from AU1
with the drawing together action of AU4. The lowering effect of AU4 is counteracted or restricted to
the outer portions of the brow. The combination of 1+2+4 also causes an appearance change. This com-
bination of AUs pulls the eyebrows upwards and together, but neither of these changes is as significant
as when found separately with AU4 alone or as with the 1+2 combination. The changes in appearance
from the combination of 1+2+4 are not just the addition of those for the separate AUs, but are a different
product of their joint action. This combination pulls the eyebrows together, but not as close together as
when AU4 is activated alone. Many of the samples classified as false negative contain these combina-
tions. Since these combinations cause an appearance change different to the appearance of AU4 alone or
with other AUs, the classifier does not recognize these combinations with AU4 as positive.

Many of the false positive samples contain AU6, AU12 and AU17. From Table 7.1 we see that the
AU4 sample set contains high instances of AU17 with 63%. Since we know that the training sample set
contains many instances of 4+17, the classifier still sometimes classifies AU17 on its own as a positive
instance of AU4. Additionally, there are many instances in the false positive samples of 6+12. The
combination of 6+12 causes changes around the eye that could be misclassified as AU4.

7.4.4 Results for AU5

AU5 is the upper lid raiser which widens the eye aperature. Table B4 shows detailed results at certain
threshold settings. From Table 7.3, AU5 has a true positive rate of 87.8%, a false positive rate of 21.95%,
and a recognition rate of 82.93%. AU5 sees the highest true positive rate of all tested AUs. The false
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Figure 7.5: Results of AU2 testing.
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Figure 7.6: Results of AU4 testing.
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Figure 7.7: Results of AU5 testing.
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positive rate of 21.95% lowers the overall recognition rate. Of the five tests performed as shown in Figure
7.7, three tests have very low false positive rates of 12.5% (series 1), 12.5% (series 2) and 0% (series 3).
There are two poor performing false positive samples with 37.5% (series 4) and 44.44% (series 5).

Many false positive incidents contain AU4. We know that AU4 is also from the eye area (brow
lowerer), and the appearance change cuased by AU4 generally results in similar keypoints extracted
from the appearance change caused by AU5.

There are very few false negatives, but all samples incorrectly classified as negative have the com-
bination 1+2+5+25+27. The combination of 1+2+5 causes an appearance change which raises both the
inner and outer parts of the brow and the upper eyelid, and causes the eyebrow to have a curved and
arched shape. This appearance change could be the reason for the classifier being unable to classify AU5
when in combination with AU1 and AU2.

7.4.5 Results for AU6

AU6 is the cheek raiser and lid compressor. AU6 sees the lowest false positive rate of all AUs tested
with 15.09%, a true positive rate of 79.25%, and an overall recognition rate of 82.08%. Table B5 shows
detailed results at certain threshold settings. From the five sample sets tested as seen in Figure 7.8, four
of the samples see very low false positive rates of 0% (series 1), 10% (series 3), 9.09% (series 4), and
18.18% (series 5). There is one sample set tested which has a high false positive rate of 40% (series 2),
which increases the average false positive rate for AU6.

When looking at the samples which have a false positive result, we see that all of these samples
contain AU17. Only 14% of AU6 samples contain AU17, therefore it is not a case that the classifier is
associating AU6 with AU17. Thus the few instances of false positives cannot be attributed to a correlation
with another AU.

All of the false negative samples contain the combination 6+12 and 6+7. AU12 is the lip corner
puller. The combination of AU6 and AU12 causes an appearance change of the corners of the lips to
pull back and upward, resulting in a smile shape. Additionally, the combination of 6+7 also causes an
appearance change. AU7 is the lid tightener, and the combination of AU6 and AU7 causes changes in
the upper eye lid depending on the shapes and position of the eye socket. Due to these two combinations
which cause changes in the appearance of AU6 on the subject, some instances of 6+12 and 6+7 are not
recognized.

7.4.6 Results for AU7

AU7 is the lid tightener. From Table 7.3 we see that AU7 has a low true positive rate of 68.75%, a
false positive rate of 25%, and a recognition rate of 71.88%. Table B6 shows detailed results at certain
threshold settings. From Table 7.1, 85% of AU7 samples contain AU4. Some samples perform well
(curve closer to the top left corner of the plane) as seen in Figure 7.9. However, there are two particularly
poor performing sample sets which affect the recognition rate, which are series 1 and series 5. These
both cross the 45-degree line. Four of the five tested sample sets see low false positive rates between
10% and 22%, however one set has a high false positive rate of 55.56% (series 4). Upon inspection of
the poor performing sample set, as well as the false positives from the other four sample sets, we see that
the false positive samples contain AU25.

Another poor performing sample set sees a true positive rate of only 50% (series 1), while the other
sample sets see true positive rates between 70% and 80%. All the samples that have false negative results
have the combinations of 4+7+9, or 4+6. Although these are not combinations that cause appearance
changes, these AUs do have an effect on each other. AU6 causes crows feet around the eyes, while AU7
causes crows toes (shorter wrinkles). Thus the presence of AU6 can hide the presence of AU7. AU9 is
the nose wrinkler. AU9 can be strong enough to narrow the eye aperture. AU9 can therfore obscure the
presence of AU7, and unless the actions of AU7 and AU9 are sequential in a motion record, it is difficult
to see the signs of AU7, especially if AU9 is strong. AU4 is the brow lowerer, which in lowering the
brow may also narrow the eye aperture. If AU4 is present, the lower lid must also be raised in order

61



Figure 7.8: Results of AU6 testing.
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Figure 7.9: Results of AU7 testing.
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Figure 7.10: Neutral face (left) and face activating 4+7+9+17 (right).

Figure 7.11: Neutral face (left) and face activating 7+15+17+20+25+43 (right).

to recognize AU7. These combinations are the reason that some samples of AU7 are classified as false
negatives. Figure 7.10 and Figure 7.11 are examples of this effect. In Figure 7.10, this sample was
incorrectly classified as negative. The nose wrinkler effect of AU9 and the brow lowerer effect of AU4
did not allow AU7 to be recognized. Figure 7.11 is a correctly classified positive sample, where AU4,
AU6, and AU9 do not occur with AU7. The appearance of AU7 in these two samples is significantly
different. As a result, AU7 in combination with AU4, AU6 and AU9 is sometimes not classified correctly.

7.4.7 Results for AU9

AU9 is the nose wrinkler. Although it takes place on the middle face, it is considered by FACS to be a
lower face AU. AU9 sees a high true positive rate with 74.19%. However, it also sees a high false positive
rate of 29.03%. The results for AU9 are shown in Figure 7.12. Table B7 shows detailed results at certain
threshold settings. From Table 7.1 we see that the AU9 sample set also has high instances of AU4 (88%
of samples), AU7 (86% of samples) and AU17 (76% of samples). Additionally, there are several more
samples containing those AUs than AU9. This means that that there are samples containing those AUs
which do not contain AU9. These samples form part of the AU9 sample set as negative samples (AU not
present). When training the RNN, the classifier receives many samples of AU9 occuring together with
AU4, AU7 and AU17. It also receives the negative samples containing AU4, AU7 or AU17 without AU9.
Hence, when classifying, the RNN is misclassifying the negative samples which contain AU4, AU7 and
AU9 as a positive instead of a negative.
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Figure 7.12: Results of AU9 testing.
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Figure 7.13: Results of AU15 testing.
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Figure 7.14: Neutral face (left) and face activating 1+4+7+15+17 (right).

7.4.8 Results for AU15

AU15 is the lip corner depressor which pulls the corners of the lips down. AU15 gives some of the
worst results of all AUs tested. It has a low true positive rate of 61.54%, an extremely high false positive
rate of 48.72%, for a recognition rate of 56.41%. Table B8 shows detailed results at certain threshold
settings. From Table 7.1, we see that AU15 almost always occurs in conjunction with AU17, which is the
chin raiser. Of the five tests performed as seen in Figure 7.13, three see high true positive rates of over
70% (series 1, series 3, and series 5). However, two samples have very low true positive rates of 50%
and 37.5% (series 2 and series 4). Upon inspection of these samples, there are a few samples with the
combination of 15+23. The combination of these two AUs tends to attenuate some of the signs associated
with each alone. Although this accounts for 14% of the false negatives, there is no particular pattern in
the samples that can cause the rest of the false negatives, and there are also no other appearance change
combinations which provide a reason for the low true positive rate.

Additionally, AU15 does not share a particularly strong correlation with another AU except for AU17,
which is almost always in conjunction with it. Half of the false positive samples have the combination
of 1+2+25+27, and almost all contain AU25. AU25 is when the lips part. Since AU15 is also a mouth
movement, the classifier could be misclassifying AU25 as AU15 due to the changes in the appearance of
the mouth.

Figure 7.14 is a correctly classified sample containg AU15. Figure 7.15 is an incorrectly classified
sample containing AU15. The differences lie mainly in the number of keypoints extracted below the
bottom lip around the chin area. The correctly classified sample has more keypoints extracted around the
chin area due to more furrows appearing and accumulating on the chin area.

7.4.9 Results for AU17

AU17 is the chin raiser. AU17 sees a very low true positive rate of 58.42%, and a high false positive
rate of 30.44%, for a recognition rate of 63.99%. Results for AU17 are shown in Figure 7.16. Table B9
shows detailed results at certain threshold settings. There are approximately twice as many samples of
AU17 as there are of AU15. All AU15 samples also contain AU17. Thus around 50% of AU17 samples
have the combination 15+17, while the other 50% of AU17 samples contain other combinations.

AU10 is the upper lip raiser. The appearance changes caused by AU10 are apparent in the combina-
tions of 10+15, 10+17, and 10+15+17 but absent in 15+17 or 6+15+17. The appearance changes caused
by AU15 are apparent in 10+15, 10+15+17, 15+17, and 6+15+17 but are absent in 10+17. The appear-
ance changes caused by AU17 are apparent in 10+17, 10+15+17, 15+17, and 6+15+17 but are absent in
10+15. In all of these combinations 10+15, 10+17, 15+17 and 10+15+17 the corners of the mouth angle
down. This angle is due to the effect of appearance change from AU10, appearance changes from AU15,
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Figure 7.15: Neutral face (left) and face activating 1+2+15+17 (right).

or appearance changes from AU17. Another appearance change is 14+17. AU14 is the dimpler. AU17
becomes less evident in the combination of 14+17, and the shape of the lips is different from what is
produced by either AU alone. The combination of 12+17 causes the shape of the lips to be changed. Due
to the changing nature of combinations of AU17, the classifier struggles to correctly classify samples
containing AU17. The keypoints extracted are different across samples depending on the combination
and the appearance change caused by the combination.

7.4.10 Results for AU20

AU20 is the lip stretcher, which pulls the lips back laterally, and elongates the mouth. AU20 has a low
true positive rate of 56%, a high false positive rate of 44%, for a low recognition rate of 56%. Table B10
shows detailed results at certain threshold settings. From Figure 7.17, we see that the average results for
AU20 lie on the 45-degree line, indicating an inaccurate test.

AU27 is the mouth stretch. The action of elongating the mouth is less obvious in 20+27 because the
shape of the mouth is stretched in the vertical direction, although the lips are still elongated horizontally.
AU26 is the jaw drop. When combining AU26 and AU27, the jaw is pulled wide open, usually rapidly
and beyond the excursion limit of AU26, and space between teeth should be apparent in combination
with AU20. AU10 is the upper lip raiser and AU25 is the lip parter. The combination of 10+20+25
causes an angular bend in the shape of the upper lip. The angle is not as sharp as in AU10 alone due to
lateral pull by AU20. Additionally, AU10 deepens the nasolabial furrow and raises the upper part of this
furrow, and AU20 stretches the lower portion laterally, producing a somewhat laterally stretched version
of the characteristic AU10 shape. AU23 is the lip tightener. The combination of 20+23+25 causes the
lips appear stretched horizontally (by AU20), but also narrowed and tightened (by AU23), and may cause
small wrinkles in the skin above and below the lips and muscle bulges below the lower lip, but AU20
tends to cancel out this appearance change due to AU23. We see many incidents of these combinations
in the false negatives. Due to the appearance changes, the classifier does not correctly classify AU20.

Additionally, almost all AU20 samples occur simultaneously with AU25 as seen in Table 7.1. There
are significantly more AU25 samples than AU20, which means that the negative samples in the AU20
sample set often contain AU25. The classifier could be misclassifiying AU20 as AU25. AU20 also has
a high correlation with AU4 and AU1, which also have significantly more samples than AU20. Due to
this, the classifier is not receiving enough information from AU20 alone to correctly classify it, and is
associating keypoints from other parts of the face as keypoints for AU20. AU25 is around the mouth
area, but AU1 and AU4 are from the eye area. Since there is a smaller sample size of AU20, the changes
caused by the combinations above make it challenging for the classifier to isolate the changes caused by
AU20.
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Figure 7.16: Results of AU17 testing.
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Figure 7.17: Results of AU20 testing.
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7.4.11 Results for AU25

AU25 is the lips part. From Table 7.3, AU25 has a low true positive rate of 68.27%, an extremely high
false positive rate of 45.19%, for an overall recognition rate of 61.54%. Results of testing are shown in
Figure 7.18. Table B11 shows detailed results at certain threshold settings.

This high false positive rate implies that only approximately half of the negative samples are correctly
classified. AU25 does not have a high correlation with any other AUs, which could often help explain
the high false positive rate. Upon inspection of the false positives, we see that image sequences which
have some degree of mouth movement are being considered positive instead of negative. This includes
AU15. This implies that mouth movement of any form is considered AU25 by the classifier. We also see
that the shape of the mouth and size and thickness of the lips differs significantly between subjects. This
means that the parting of the lips looks different across different subjects and the degree of lip parting
differs across samples, making it difficult for the classifier to adequately recognize AU25. In the case of
AU27, which is the complete stretching of the mouth, the size of the mouth and lip width becomes less
relevant than in the case of AU25, making AU27 easier for the classifier to recognize.

In the case of the false negatives, we see that many combintions of AU25 cause appearance changes.
AU16 pulls the lower lip down. Sometimes this movement is enough the part the lips, which is the
combination of 16+25. However, in these cases the lower teeth are exposed, causing a different appear-
ance to that of AU25 alone. Other appearance change combinations include 10+23+25, 23+25+26, and
22+23+25.

7.4.12 Results for AU27

AU27 is the mouth stretch. It has a true positive rate of 86.27%, a false positive rate of 15.69%, for
the highest recognition rate of 85.29%. Table B12 shows detailed results at certain threshold settings.
This AU causes large mouth movement. The mandible is pulled down, and the mouth does not appear
as if it has fallen open but rather as if it is actively pulled down forcibly or stretched open widely. From
Table 7.1, every instance of AU27 occurs in conjunction with AU25. Additionally, AU27 shares a large
correlation with AU1, AU2, and AU5. The results of AU27 testing are shown in Figure 7.19. The average
ROC curve is close to the top left hand corner, indicating a very accurate test.

7.5 Results of Phase II Testing (UNBC McMaster Pain Database)

As discussed in Chapter 2, the combination of AUs 4, 6 or 7, 9 or 10, and 43 indicate pain. The level of
the pain is determined by the PSPI score, which is the number of those AUs present at the same time, as
well as the strength at which the AU is present. Thus a PSPI score of zero indicates no pain, one is trace
pain, two is weak pain, and a PSPI score of three or greater is considered strong pain. We have trained
our RNNs to determine the presence of AU4, AU6, AU7, and AU9. Either as a positive presence (AU is
active), or negative presence (AU is inactive), without considering the strength of the AU.

The UNBC McMaster database contains image sequences containing the onset of pain. The database
contains both a PSPI score and the FACS AUs present for each frame within an image sequence. We
collect samples where no pain was present, i.e. no active AUs. We also collect samples of subjects
exhibiting strong pain, i.e. a PSPI score of three or greater. For these samples, we look at the AUs
present to give the PSPI score for three or more, as well as the intensities at which they are present. We
then take these samples and create sample sets for AU4, AU6, AU7, and AU9. These sample sets contain
samples of each AU at differing intensities (i.e. from intensity A to E).

The UNBC-McMaster database contains image sequences where the face moves in-plane or out-of-
plane. Subjects in this database are not facing front-on as in the Cohn Kanade database. Thus, each
sample contains frames where the subject’s head moves, and we collect the AUs present in the last image
of the image sequence. For example, if AU4 and AU7 are present in the final frame, we add the sample
to the sample set for both AU4 and AU7, irrespective of the intensity at which the AU is present. As
discussed in Section 6.9, we need to change the image size to the same as that of Cohn Kanade, as well
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Figure 7.18: Results of AU25 testing.
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Figure 7.19: Results of AU27 testing.
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AU4 AU6 AU7 AU9

AU4 1.00 0.24 0.41 0.43

AU6 1.00 1.00 0.73 0.93
AU7 0.75 0.32 1.00 0.36

AU9 0.5 0.26 0.23 1.00

Table 7.4: Correlation between AUs in the UNBC-McMaster database.

Total number of samples Positive samples Negative samples
AU4 61 12 49

AU6 174 50 124

AU7 95 22 73

AU9 84 14 70

Table 7.5: UNBC-McMaster sample set.

as convert the image to greyscale for each image in the image sequence. We also have to shorten the
image sequences as the sequences in the UNBC-McMaster database are significantly longer than the
sequences in the Cohn Kanade database. We use our trained RNNs to classify sample sets from the
UNBC-McMaster database. That is, the RNN is trained with samples from the Cohn Kanade database,
and tested with samples from the UNBC-McMaster database.

We show the correlation between AUs in the UNBC-McMaster database in Table 7.4. This table
shows the percentage of samples where AUs occur together. Correlations greater than 0.5 are shown in
bold. This is with the exception of the diagonal. From Table 7.4, we see that 75% of AU4 samples contain
AU7, and 41% of AU7 samples contain AU4. Since the RNN for each AU is trained using samples from
Cohn Kanade, we need to take into account the correlation between AUs in the Cohn Kanade database
as well as the UNBC-McMaster database when analyzing results.

Table 7.5 shows the sample set size for each AU. Unlike with the Cohn Kanade database where there
are many samples, the UNBC-McMaster database contains less samples with a positive depiction (i.e.
AU is present). Thus, the sample sets are not 50% positive and 50% negative as in our sample sets for
the Cohn-Kanade database. The sample sets are on average 22% positive, and on average 78% negative.

Additionally, from the positive samples for each AU as shown in Table 7.5, we show the number of
samples of each intensity for each AU in Table 7.6. For example, from the 12 positive samples in the
AU4 sample set, zero are 4A, three are 4B, two are 4C, four are 4D, and three are 4E. As discussed is
Section 2.3, E is the highest intensity score and indicates the AU at its maximum presence.

The results of testing are shown in Table 7.7. This is with a threshold of 0.5. This means for an output
less than 0.5, we consider the output as negative. For an output of 0.5 and greater, we consider the output
as positive. The ROC curves for each AU are shown in Figure 7.20. Detailed results at various threshold
settings are shown in Appendix B. Table 7.8 shows the percentage of each intensity correctly identified.
For example, 71.43% of 7A samples are correctly identified. Table 7.9 shows the positive output means
(i.e. the average). For the RNN, a zero output indicates the absence of an AU, and an output of one
indicates the presence of the AU. Thus, we look at all of the outputs of the RNN of the positive samples,
and find the mean of the outputs to determine approximately what output the RNN gives for different
intensities. For example, for all samples of 6A, the mean of the outputs is 0.6444. Table 7.10 shows the
output means of only the correctly classified positive samples. From Table 7.8, we see that 71.43% of
6A samples are correctly classified. The mean of the outputs of the correctly classified samples is 0.816.
This can help us determine if the intensity of AUs determines the output and if it effects the recognition
rate.

Results of Phase II testing.
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Figure 7.20: Results of AU4 testing.

Figure 7.21: Results of AU6 testing.
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Figure 7.22: Results of AU7 testing.

Figure 7.23: Results of AU9 testing.
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A B C D E
AU4 0 3 2 4 3

AU6 7 8 20 13 2

AU7 1 3 7 8 3

AU9 0 7 2 4 1

Table 7.6: AU intensity sample numbers.

True positive rate False positive rate Recognition rate
AU4 92% 31% 74%

AU6 64% 35% 65%

AU7 55% 40% 59%

AU9 64% 29% 70%

Table 7.7: Results of Phase II Testing.

A B C D E
AU4 - 100% 100% 75% 100%

AU6 71% 63% 45% 85% 100%

AU7 100% 67% 43% 38% 100%

AU9 - 43% 100% 75% 0%

Table 7.8: Correctly identified samples for each intensity.

A B C D E
AU4 - 0.9963 0.987 0.812 0.889

AU6 0.6444 0.4563 0.4106 0.8165 0.998

AU7 0.54 0.3867 0.4219 0.3375 0.9999

AU9 - 0.4214 0.62 0.5625 0.12

Table 7.9: Positive output means.

A B C D E
AU4 - 0.9963 0.987 0.9927 0.889

AU6 0.816 0.6536 0.86825 0.9266 0.998

AU7 0.54 0.56 0.8043 0.8433 0.9999

AU9 - 0.8333 0.625 0.7433 -

Table 7.10: Positive output means - correctly classified samples.

7.5.1 Results for AU4

AU4 is the brow lowerer. From Table 7.7, this sample set sees a true positive rate of 91.67%, a false
positive rate of 30.61%, and a recognition rate of 73.77%. Table B13 shows detailed results at certain
threshold settings. From Table 7.5, we see that the AU4 sample set has 49 negative samples and twelve
positive samples. For a true positive rate of 91.67%, eleven out of the twelve positive samples are
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correctly classified. From Table 7.10, we see that for intensities B to E, the outputs for correctly classified
positive samples are all close to one. One is a perfectly positive output, so the closer to one, the more
certain the classifier that it is a positive output. Intuitively, we would expect higher intensity positive
samples to have outputs closer to one. Only one positive sample is incorrectly classified as negative, and
that sample is at intensity D.

The false positive rate of 30.61% is high. Most of the misclassified negative samples do not contain
any AUs (neutral faces). However, some samples are not neutral faces, and these all contain AU7 at
varying intensities. From Table 7.1, we know that 58% of AU4 samples contain AU7 in the Cohn Kanade
database. Since the RNN is trained using samples from the Cohn Kanade database, it could misclassify
AU7 as AU4 since they often occur together.

7.5.2 Results for AU6

AU6 is the cheek raiser which results in lid compression. From Table 7.7, AU6 sees a true positive rate of
64%, a false positive rate of 34.68%, and a recognition rate of 64.94%. Table B14 shows detailed results
at certain threshold settings. From Table 7.5 we see that AU6 has the largest sample set of all AUs. Out
of a total of 174 samples, 50 are positive. The ROC curve for AU6 is shown in Figure 7.20.

From Table 7.6, we have 20 samples of 4C. However, from Table 7.8, only 45% of these are correctly
classified. The most commonly correctly classified intensities for AU6 are D and E. These are high
intensities and show AU6 at maximum or almost maximum intensity. It would be easiest for the classifier
to classify AUs when they are at a higher intensity rather than a low intensity, especially since the
classifier is trained with samples from the Cohn Kanade database at peak intensity.

From Table 7.10, which shows the output means of the correctly classified positive samples, we see
that with the exception of intensity A and B, the output mean increases as the intensity increases. Thus,
for intensity E, the classifier has an output closer to one than it has for intensity D.

Upon inspection of the false negatives, we see some combinations that cause appearance changes.
The first is 6+43. AU43 is the eye closure. The combination of 6+43 raises the infraorbital triangle, and
crow’s feet wrinkles appear. Keypoints are extracted around crow’s feet, and results in the classifier not
correctly classifiying AU6. 32% of the false negative samples contain the combination 6+43.

Another misclassified combination is 6+12. AU12 is the lip corner puller. The stronger the action of
AU12, the more it hides the effects of AU6 and makes it more challenging to classify, especially when
AU6 is relatively less intense than AU12. 79% of false negative samples contain the combination 6+12.

7.5.3 Results for AU7

AU7 is the lid tightener. From Table 7.7, AU7 has a low true positive rate of 54.55% and a high false
positive rate of 39.73%, for a recognition rate of 58.95%. From Figure 7.20, the ROC curve for AU7 is
close to the 45-degree line, indicating a less accurate test. Table B15 shows detailed results at certain
threshold settings.

From Table 7.4, 73% of AU7 samples contain AU6 in the UNBC-McMaster database. Additonally,
from Table 7.1, 30% of AU7 samples from the Cohn Kanade database contain AU6. Thus, the training
sample set for the RNN contains 30% 6+7 samples, and the testing sample set has 72.73% 6+7 samples.
Additionally, 41% of AU7 samples contain AU4, and 23% of AU7 samples contain AU9. When AU6 and
AU7 are combined, AU6 can hide AU7. AU9 is the nose wrinkler. AU9 can be strong enough to narrow
the eye aperture. AU9 can therfore obscure the presence of AU7, and unless the actions of AU7 and AU9
are sequential in a motion record, it is difficult to see the signs of AU7, especially if AU9 is strong. AU4
is the brow lowerer, which in lowering the brow may also narrow the eye aperture. If AU4 is present, the
lower lid must also be raised in order to recognize AU7. The presence of AU7 in the combination 7+43
may be difficult to detect.

From the samples that are incorrectly classified as negative (false negative), all of them have a com-
bination of AU4, AU6, AU9 or AU43. As discussed, these AUs can affect the presence of AU7. From
Table 7.8, only 42.68% of 7C and 37.5% of 7D samples are recognized. We see that many samples of
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Figure 7.24: Extract showing 4d+6a+7e+10a+26a+43.

Figure 7.25: Extract showing 4d+6c+7c+9c+12c+43.

7C and 7D contain high intensities of AU6 or AU9, and contain AU43. The most influencial AU on the
classification of AU7 is AU6, and we see that high intensity AU6 samples affect the recognition of AU7.
These samples are not correctly classified by the RNN. Therefore, the presence of AU6, AU9, or AU43
in these samples are inhibiting the recognition of AU7 in the samples. However, we see in Table 7.10
that of the samples that are being correctly classified as positive, the output increases as the intensity
increases. In other words, the more intense that AU7 is, the closer to one the output is. For an intensity
of A or B, which indicates only a slight presence of AU7, the classifier is outputting close to 0.5, indicat-
ing an almost uncertain response from the classifier. For an intensity of E (peak intensity), the classifier
is outputting almost one, indicating a certain positive output. Figure 7.21 shows a correctly classified
positive sample of AU7. This sample shows a low intensity of AU6. Figure 7.22 shows an incorrectly
classified positive sample of AU7. This has a high intensity level of AU6, as well as AU9, AU4 and
AU43. This shows the effect of the intensity of AU6 on the recognition of AU7. A high intensity AU6
sample can inhibit the recognition of AU7. The extracts from Figure 7.21 and Figure 7.22 show the first
frame of the image sequence on the left, and the last frame of the image sequence on the right.

The false positive samples contain the combination of 4+6 or 6+12. From Table 7.1, we know
that 85% of AU7 samples contain AU4 in the Cohn Kanade database. Since the classifier is trained
with samples from the Cohn Kanade database, the high correlation with AU4 could cause false positive
classifications for AU7. We also know that AU6 can be misclassified as AU7.
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Figure 7.26: 4+7+9+17 from Cohn Kanade database.

Figure 7.27: 6c+9b+12b from UNBC-McMaster database.

7.5.4 Results for AU9

AU9 is the nose wrinkler. From Table 7.7, AU9 has a true positive rate of 64.29%, a false positive rate of
28.57%, and a recognition rate of 70.24%. This is the lowest false positive rate, and the second highest
recognition rate of the AUs tested in the UNBC-McMaster database. Table B16 shows detailed results at
certain threshold settings.

From Table 7.8, we see that the lower intensity samples of AU9 are not correctly classified. Only
42.86% of 9B samples are correctly classified. Due to the strength of the keypoints, lower intensity AU9
samples do not have many keypoints extracted from the nose area. Figure 7.23 shows an image from
the Cohn Kanade database in which AU9 is shown at peak intensity. Many keypoints cluster around the
nose area and between the eyes. Figure 7.24 shows an image from the UNBC-McMaster database where
AU9 is shown at intensity B. Due to the low intensity, keypoints are not picked up around the nose area.
This sample is incorrectly classified as false by the RNN. Hence, AU9 is more easily classified when at
higher intensities.

7.6 Comparison With Other Methods

We discussed other methods for facial expression recognition as well as AU recogniton in Chapter 3.
Often it is difficult to compare methods as they are tested on different databases. Additionally, the
proportion of positive and negative samples used in samples sets often differs, which makes comparisons
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Gabor+SVM Haar+Adaboost Gabor+RNN SURF+RNN
AU1 77.99% 82.83% 89.96% 70.01%

AU2 88.29% 93.26% 92.66% 80.51%

AU4 86.65% 85.23% 81.5% 65.29%

AU5 94.08% 94.39% 83.59% 82.93%

AU6 87.8% 93.39& 77.56% 82.08%

AU7 93.86% 88.31% 75.8% 71.88%

AU9 - - - 72.58%

AU15 94.96% 95.66% 74.41% 56.41%

AU17 90.67% 89.51% 72.33% 63.99%

AU20 96.51% 97.27% 84.27% 56%

AU25 96.49% 97.85% 91.1% 60.58%

AU27 98.16% 98.11% 87.5% 85.29%

Table 7.11: Comparison with other methods

challenging. We look at methods that are tested on FACS AUs to determine how our method compares
to other state of the art methods. So far, SURF has not been tested on the Cohn Kanade database or any
other FACS AU database.

A well established method is the use of Gabor filters to extract features and SVMs to classify. This
has been tested on FACS AUs by Bartlett et al. [2002] and Donato et al. [1999]. Donato et al. [1999]
tested twelve AUs. Bartlett et al. [2002] used Gabor filters, SVMs and HMMs to detect AUs 1, 2 and 4.
This method does not use image sequences, and rather uses single static images for training and testing
purposes. The first column in Table 7.11 shows the results achieved by Bartlett et al. [2002].

Whitehill and Omlin [2006a] used the combination of Haar filters for feature extraction and Adaboost
for classification to detect 11 AUs. Since this method does not suffer from the inefficiency in memory
usage and high redundancy of the Gabor representation, it is a faster method for AU detection. This
method uses single static images. The second column in Table 7.11 shows the results of experimetation
by Whitehill and Omlin [2006a].

Vadapalli [2014] made use of Gabor filters and RNNs to detect eleven AUs. Because of the temporal
processing ability of the RNNs, Vadapalli [2014] used image sequences in which the face is shown to
develop the AU from a neutral face to peak intensity. The thirs column in Table 7.11 shows the results
achieved by Vadapalli [2014].

The recognition rates of these systems as well as the recognition rates of our system are shown in
Table 7.11. The rsults achieved by our system are shown in the fourth column. We see that the SURF
and RNN method shows a much lower recognition rate, especially for the lower face AUs. Additionally,
SVMs on single static images show a much higher recognition rate in general than RNNs on image
sequences.

7.7 Conclusion

This chapter shows the results for Phase I and Phase II testing. Results for the upper face AUs are
promising, however the lower face AUs have a low recognition rate with the exception of AU27. When
looking at other methods, we see that RNNs see a lower recognition rate in general than other methods
which use single static images. This is because image sequences, expecially image sequences of varying
length, are more challenging to work with than single, static images. RNNs also see a lower recognition
rate on lower face AUs than upper face AUs. The reasons for this can be investigated, and solutions
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to combat the lower recognition rate on lower face AUs can be discussed further. Phase II of testing
showed the trained RNNs being tested on the UNBC McMaster database which contains out-of-plane
image sequences. Although the results are not as high as when tested on frontal sequences from the Cohn
Kanade database, results are promising nontheless with AU4 showing a particularly high recognition rate.
The other AUs see recognition rates which are a promising start to further investigate out-of-plane head
movement and the ability of RNNs to take advantage of temporal information to classify AUs.
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Chapter 8

Conclusion

With the advances in robotics, the need for a robust FER system is apparent. As humans and robots in-
teract more and more, it is important for robots to be able to understand a human’s feelings and emotions
in order to interpret a human’s position and to therefore give the correct response. Facial expression
recognition systems provide a visual interface between humans and computers. In particular, we look at
the recognition of Facial Action Coding System’s (FACS) Action Units (AUs). AUs provide a more fine-
grained means of measurement and looks at muscle movement and the effects of contraction of specific
muscles rather than facial expressions in general. The analysis of AUs has applications in many scientific
subjects such as pyschology, psychiatry, lie detection, pain assessment, and neurology. By understanding
the reasons or causes of activation of specific AUs, it allows us to better understand the emotions, state,
or feelings of humans. For example, by understanding which AUs are often active in the presence of
pain, we can determine the level of pain a human is experiencing by analyzing their face without the
need to the person explicity stating their level of pain. Although this is easy for a human to recognize in
another human, the same is not an easy task for a computer. Thus, it is important to develop a robust AU
recognition system. It also has applications in determining whether a person is lying or not, or the level
of sobriety of a person. The face is a fundamental tool in showing the many phsycial states or states of
mind that the person is experiencing. By understanding the face, we can understand more and more of
the human experience.

The purpose of this research was to develop a system to recognize the development of AUs in an
image sequence. The image sequence shows the development of an AU or group of AUs from a neutral
face. To achieve this, we use recurrent neural networks (RNNs) which allow us to do temporal process-
ing. Many methods of feature extraction suffer from the high dimensionality problem. Thus, we use
Speeded Up Robust Feature (SURF) as a feature extraction technique. This is since SURF features are
a vector of only length 64. The Cohn Kanade database is used to train the RNN. We test our system
on the UNBC-McMaster database which shows the development of pain in subjects. We wish to see if
our system can recognize high levels of pain on subjects, in particular when the face moves in-plane and
out-of-plane. Since the RNN can handle temporal processing, we hypothesized that it would be able to
handle some level of head movements for some part of the sequence.

Our first research question asked if SURF descriptors extract enough information from the face to
recognize AUs. From our results, we see that recognition rates are promising. Although other methods
have seen a higher recognition rate in general, in particular methods using Gabor filters, our results for
the first phase of testing have shown to be optimistic for a new method. Since the combination of SURF
keypoints and RNNs has not been tested before there is room for improvement and refinement. We see
that upper face AUs have a higher recognition rate than lower face AUs. This implies that not enough
information is extracted from the lower face to provide adequate recognition.

Our second research question asked if it is possible to train an RNN to recognize AUs using the
SURF feature vectors. When using SURF feature vectors as training inputs to our RNN, we see that the
RNN does sufficiently train to recognize AUs. Although some recognition rates are low, we still see that
the RNNs are correctly classifying AUs more than half of the time. Additionally, for a learning rate of
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0.1 and 0.01, the RNNs are trained (i.e. average error of less than 1%) in less than the maximum allowed
iterations. The Cohn Kanade database contains image sequences where the AUs are usually shown at
maximum intensity. However, other databases contain instances where AUs are shown only at intensity
A or B. This sometimes poses a problem for the classifier as it has been trained on samples of maximum
intensity.

Our third research question asked the optimal number of keypoints which must be extracted from
face images in order to optimally recognize FACS AUs. Thus, we tested how many keypoints need to be
extracted from the face to recognize AUs. Recognition rate is maximized by maximizing true positive
rate and minimizing false positive rate. We tested the optimal number of keypoints for three AUs: AU9,
AU5, and AU17. For all three of those AUs, the true positive rate was maximized when 60 keypoints are
extracted. In the case of false positives, 60 keypoints provided the lowest false positive rates for AU9
and AU17. It was not the lowest rate of false positives for AU5, however the number of keypoints that
provided the lowest rate of false positives for AU5 also resulted in much worse true positive rates for all
three AUs tested. Thus, we chose 60 keypoints as the optimal number as it provided the best results in
general. We then used 60 keypoints for testing across all AU sample sets.

Our last research question asked if SURF descriptors and RNNs can be used to recognize FACS
AUs when the face moves out-of-plane. After training our RNNs using samples from the Cohn Kanade
database, we tested on samples from the UNBC-McMaster database. Results of testing showed promis-
ing recognition rates. Samples from this database show the subjects moving their heads either in-plane
or out-of-plane. We see moderate to good recognition rates for all four AUs tested. However, we did see
problems in recognizing AUs where the AU intensity levels were low.

The initial results of experimentation were promising, yet could possibly be improved. In the next
chapter, we discuss future work which will attempt to achieve better recognition rates on both the Cohn
Kanade database and UNBC-McMaster database testing.
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Chapter 9

Future Work

We see that the upper face AUs see a higher recongition rate than lower face AUs. This could imply that
not enough information is extracted from the lower face. We have used a global segementation approach
when extracting features from the face. To potentially combat the problem of not enough information
extracted from the lower face, future work will include local segmentation of the face. This means that
we will look at each area of the face individually. This will ensure that enough information is extracted
from each area of the face in order to recognize AUs from that area. Additionally, SURF does not require
that the face is normalized before feature extraction. Future work could attempt to normalize the face in
order to remove the effect of different face structures. An example of this is to fix the number of pixels
between the eyes in each face image, so that keypoint locations are more standardized across images.

Since our system was initially trained using samples at full intensity or near full intensity, future
work could change the output structure of the RNN to include all intensities (from intensity A to E).
For example, for an AU not present, output is zero. For an AU present at intensity A, output is one.
For an AU present at intesity B, output is two, and so on. This will allow the classifier to distinguish
between different intensity AUs. We saw this problem apparent when doing Phase II testing on the
UNBC-McMaster database. Since our RNN is trained on maximum intensity samples, the classifier had
problems recognizing AUs at intensity A or B.

Initially, we extracted 50 keypoints from the face to determine learning rate and number of hidden
neurons. This number was randomly chosen following the work of Du et al. [2009], who found that the
optimal number of keypoints extracted from the face is between 30 to 100 in order to recognize AUs.
We found that a learning rate of 0.1 and 15 hidden neurons provide the overall highest true positive rate
and lowest false positive rate. We did not initially test learning rate and hidden neurons on all numbers
of keypoints. Thus, we know from initial experiments using 50 keypoints that a learning rate of 0.1 and
15 hidden neurons is optimal for 50 keypoints. We do not, however, know if that is the optimal RNN
structure for all keypoint numbers. We also only used a subset of AUs for experimental purposes. Thus,
for future work, we could look at each AU individually to determine the optimal number of keypoints
for each AU, as well as re-test the RNN structure more extensively to find a more opitmal solution (if
any). This will help to determine whether some AUs require different numbers of keypoints extracted at
a global face level or at a local level, as well as if different AUs are classified better with differing RNN
structures.

The UNBC-McMaster database results were low, although a promising first start in out-of-plane AU
recognition. This could be attributed to the low intensity of AUs shown in the database. Future work
includes a method to combat the problem of differing intensities by changing the RNN output structure as
discussed above. This should provide even more accurate results when tested on the UNBC-McMaster
database. Additionally, future work will include an additional phase of testing on out-of-plane head
movement in image sequences. The Cohn Kanade database is said to be publishing a future updated
version (version three) showing some degree of out-of-plane head movement, which we will be testing
on. Since the RNN handles temporal processing, it can handle instances of head movement where certain
AUs are obscured or obstructed from view for some parts of the sequence.
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Appendix A

FACS AUs and their descriptions

Figure A.1: Some of the AUs represented in the Cohn-Kanade database.
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AU Name
9 Nose wrinkler
10 Upper lip raiser
11 Nasolabial furrow deepender
12 Lip corner puller
13 Sharp lip puller
14 Dimpler
15 Lip corner depressor
16 Lower lip depress
17 Chin raiser
18 Lip pucker
20 Lip stretcher
22 Lip funneler
23 Lip tightener
24 Lip presser
28 Lips suck
72 Lower face not visible

Table A.1: Lower face AUs.

AU Name
1 Inner brow raiser
2 Outer brow raiser
4 Brow lowerer
5 Upper lid raiser
6 Cheek raiser
7 Lids tightener
43 Eye closure
45 Blink
46 Wink
70 Brows not visible
71 Eyes not visible

Table A.2: Upper face AUs.

AU Name
51 Turned left
52 Turned right
53 Up
54 Down
55 Tilted left
56 Tilted right
57 Forward
58 Back

Table A.3: Head Positions.
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AU Name
61 Eyes left
62 Eyes right
63 Eyes up
64 Eyes down
65 Walleye
66 Crosseye

Table A.4: Eye Positions.

AU Name
25 Lips parted
26 Jaw dropped
27 Mouth stretched

Table A.5: Lip Parting and Jaw Opening.

AU Name
8 Lips toward each other
19 Tongue showing
21 Neck tightener
29 Jaw thruster
30 Jaw sideways
31 Jaw clencher
32 Bite
33 Blow
34 Puff
35 Cheek sucked
36 Tongue bulged
37 Lip wiped
38 Nostril dilated
39 Nostril compressor

Table A.6: Miscellaneous.

99



Appendix B

Detailed Results

We show detailed results of experimentation on both the Cohn Kanade and UNBC-McMaster databases.
The threshold (TH) is shown in the first column, and is used to determine the true positve (TP) rate
and false positive (FP) rate at that particular threshold. For example, from Table B.1, we see that at a
threshold of 0.01, test 1 sees a false positive rate of 63% and a true positive rate of 81%.
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Test 1 Test 2 Test 3 Test 4 Test 5 Average
TH FP TP FP TP FP TP FP TP FP TP FP TP
0 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
1 63% 81% 50% 100% 75% 100% 50% 78% 82% 87% 65% 89%
5 31% 75% 25% 81% 75% 94% 44% 67% 71% 73% 49% 78%
10 31% 63% 19% 81% 63% 88% 33% 67% 65% 73% 42% 75%
20 31% 56% 19% 81% 63% 88% 28% 61% 47% 67% 37% 72%
30 31% 56% 13% 81% 56% 88% 28% 50% 41% 67% 34% 68%
40 19% 56% 13% 81% 44% 88% 22% 50% 35% 60% 27% 67%
50 19% 50% 6% 81% 44% 88% 22% 50% 35% 60% 25% 65%
60 19% 50% 6% 81% 38% 81% 22% 50% 35% 60% 24% 64%
70 19% 44% 0% 81% 31% 75% 22% 50% 29% 60% 20% 62%
80 19% 44% 0% 75% 31% 75% 11% 39% 29% 60% 18% 58%
90 19% 38% 0% 69% 31% 69% 6% 33% 24% 53% 16% 52%
95 19% 38% 0% 44% 19% 63% 6% 28% 18% 33% 12% 41%
99 13% 19% 0% 44% 6% 25% 0% 22% 12% 33% 6% 28%
100 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Table B.1: Results for AU1 - Cohn Kanade database

Test 1 Test 2 Test 3 Test 4 Test 5 Average
TH FP TP FP TP FP TP FP TP FP TP FP TP
0 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
1 67% 75% 62% 92% 83% 92% 58% 100% 90% 100% 71% 92%
5 33% 75% 15% 85% 42% 92% 42% 100% 80% 100% 41% 90%
10 25% 67% 0% 85% 33% 92% 42% 100% 80% 100% 34% 88%
20 8% 58% 0% 85% 25% 83% 42% 92% 70% 100% 27% 83%
30 8% 58% 0% 85% 25% 83% 42% 92% 40% 100% 22% 83%
40 8% 58% 0% 77% 25% 83% 42% 92% 40% 100% 22% 81%
50 8% 58% 0% 77% 25% 83% 33% 92% 30% 90% 19% 80%
60 8% 58% 0% 77% 25% 75% 25% 92% 30% 70% 17% 75%
70 8% 33% 0% 77% 25% 75% 25% 83% 30% 70% 17% 68%
80 8% 33% 0% 69% 25% 75% 25% 83% 20% 70% 15% 66%
90 8% 33% 0% 62% 8% 67% 17% 75% 10% 60% 8% 59%
95 8% 33% 0% 54% 8% 58% 0% 58% 10% 60% 5% 53%
99 8% 17% 0% 38% 0% 8% 0% 17% 0% 50% 2% 25%
100 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Table B.2: Results for AU2 - Cohn Kanade database
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Test 1 Test 2 Test 3 Test 4 Test 5 Average
TH FP TP FP TP FP TP FP TP FP TP FP TP
0 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
1 79% 93% 64% 93% 93% 100% 76% 76% 73% 100% 77% 92%
5 50% 93% 57% 93% 79% 79% 71% 76% 60% 80% 64% 84%
10 43% 79% 36% 93% 71% 79% 71% 76% 60% 73% 57% 79%
20 43% 79% 36% 79% 57% 79% 59% 71% 60% 67% 51% 75%
30 36% 71% 14% 79% 43% 79% 53% 71% 47% 53% 39% 71%
40 36% 71% 14% 79% 36% 64% 47% 65% 33% 53% 34% 67%
50 29% 64% 14% 79% 36% 57% 47% 59% 33% 53% 32% 63%
60 29% 64% 14% 79% 36% 50% 35% 47% 33% 53% 30% 59%
70 29% 64% 14% 71% 36% 50% 12% 47% 27% 47% 23% 56%
80 29% 57% 14% 57% 21% 50% 6% 47% 27% 27% 19% 48%
90 29% 50% 7% 43% 21% 43% 6% 41% 27% 20% 18% 40%
95 29% 36% 7% 43% 14% 43% 6% 35% 20% 20% 15% 36%
99 21% 29% 0% 21% 7% 36% 0% 18% 13% 20% 8% 25%
100 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Table B.3: Results for AU4 - Cohn Kanade database

Test 1 Test 2 Test 3 Test 4 Test 5 Average
TH FP TP FP TP FP TP FP TP FP TP FP TP
0 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
1 88% 100% 88% 100% 38% 100% 100% 100% 67% 100% 76% 100%
5 75% 100% 25% 88% 38% 100% 88% 100% 56% 100% 56% 98%
10 50% 100% 25% 88% 25% 100% 63% 100% 44% 100% 41% 98%
20 25% 100% 25% 88% 13% 100% 63% 88% 44% 100% 34% 95%
30 13% 100% 25% 88% 13% 88% 63% 88% 44% 100% 32% 93%
40 13% 88% 13% 88% 0% 88% 50% 88% 44% 100% 24% 90%
50 13% 88% 13% 75% 0% 88% 38% 88% 44% 100% 22% 88%
60 13% 88% 13% 75% 0% 75% 38% 88% 44% 100% 22% 85%
70 13% 63% 13% 75% 0% 75% 38% 88% 44% 100% 22% 80%
80 13% 50% 13% 63% 0% 75% 25% 88% 22% 78% 15% 71%
90 13% 38% 0% 50% 0% 38% 13% 63% 11% 67% 7% 51%
95 0% 13% 0% 38% 0% 25% 13% 63% 11% 67% 5% 41%
99 0% 13% 0% 13% 0% 13% 0% 0% 0% 22% 0% 12%
100 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Table B.4: Results for AU5 - Cohn Kanade database
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Test 1 Test 2 Test 3 Test 4 Test 5 Average
TH FP TP FP TP FP TP FP TP FP TP FP TP
0 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
1 73% 91% 70% 100% 70% 90% 91% 100% 91% 100% 79% 96%
5 55% 73% 60% 100% 40% 90% 64% 100% 55% 100% 55% 92%
10 36% 64% 60% 100% 30% 70% 55% 100% 45% 100% 45% 87%
20 36% 64% 50% 90% 30% 70% 36% 100% 45% 100% 40% 85%
30 9% 64% 40% 90% 20% 70% 18% 91% 36% 91% 25% 81%
40 9% 64% 40% 80% 20% 70% 9% 91% 36% 91% 23% 79%
50 0% 64% 40% 80% 10% 60% 9% 91% 18% 91% 15% 77%
60 0% 64% 30% 80% 10% 50% 9% 91% 18% 91% 13% 75%
70 0% 45% 30% 80% 0% 50% 9% 73% 9% 91% 9% 68%
80 0% 36% 30% 60% 0% 40% 9% 73% 9% 91% 9% 60%
90 0% 36% 20% 60% 0% 30% 9% 64% 9% 82% 8% 55%
95 0% 27% 20% 50% 0% 30% 9% 55% 0% 73% 6% 47%
99 0% 18% 10% 50% 0% 20% 9% 9% 0% 55% 4% 30%
100 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Table B.5: Results for AU6 - Cohn Kanade database

Test 1 Test 2 Test 3 Test 4 Test 5 Average
TH FP TP FP TP FP TP FP TP FP TP FP TP
0 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
1 90% 80% 89% 100% 80% 90% 90% 100% 89% 100% 88% 94%
5 80% 80% 56% 89% 50% 90% 70% 90% 89% 89% 69% 88%
10 50% 80% 56% 89% 30% 90% 60% 90% 89% 89% 56% 88%
20 30% 70% 44% 89% 30% 90% 50% 70% 89% 78% 48% 79%
30 20% 60% 33% 89% 30% 80% 30% 70% 89% 78% 40% 75%
40 20% 60% 33% 89% 30% 80% 30% 70% 78% 78% 38% 75%
50 10% 50% 22% 78% 20% 70% 20% 70% 56% 78% 25% 69%
60 10% 40% 22% 67% 20% 70% 10% 60% 56% 78% 23% 63%
70 10% 40% 22% 67% 20% 60% 10% 60% 56% 78% 23% 60%
80 10% 30% 11% 67% 20% 30% 10% 30% 44% 67% 19% 44%
90 10% 20% 11% 67% 10% 10% 0% 30% 44% 56% 15% 35%
95 10% 10% 11% 33% 10% 10% 0% 10% 22% 33% 10% 19%
99 0% 0% 0% 22% 0% 10% 0% 0% 22% 22% 4% 17%
100 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Table B.6: Results for AU7 - Cohn Kanade database
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Test 1 Test 2 Test 3 Test 4 Test 5 Average
TH FP TP FP TP FP TP FP TP FP TP FP TP
0 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
1 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
5 83% 100% 83% 83% 67% 100% 86% 100% 100% 100% 84% 97%
10 50% 100% 50% 83% 67% 100% 86% 100% 83% 100% 68% 97%
20 33% 67% 33% 83% 67% 100% 71% 86% 83% 100% 58% 87%
30 33% 67% 33% 83% 50% 100% 71% 86% 83% 83% 55% 84%
40 33% 67% 17% 67% 33% 83% 57% 86% 83% 83% 45% 77%
50 17% 67% 0% 67% 33% 83% 43% 86% 50% 67% 29% 74%
60 17% 67% 0% 33% 33% 83% 29% 57% 33% 50% 23% 58%
70 17% 67% 0% 17% 33% 83% 0% 57% 17% 50% 13% 55%
80 0% 50% 0% 0% 33% 83% 0% 57% 17% 33% 10% 45%
90 0% 50% 0% 0% 0% 83% 0% 29% 17% 17% 3% 35%
95 0% 17% 0% 0% 0% 50% 0% 14% 17% 0% 3% 16%
99 0% 0% 0% 0% 0% 33% 0% 0% 17% 0% 3% 6%
100 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Table B.7: Results for AU9 - Cohn Kanade database

Test 1 Test 2 Test 3 Test 4 Test 5 Average
TH FP TP FP TP FP TP FP TP FP TP FP TP
0 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
1 100% 88% 100% 100% 88% 100% 100% 75% 86% 100% 95% 92%
5 88% 75% 75% 88% 75% 75% 88% 75% 71% 86% 79% 79%
10 88% 75% 75% 63% 75% 75% 75% 63% 71% 86% 77% 72%
20 88% 75% 75% 50% 63% 75% 75% 63% 57% 86% 72% 69%
30 75% 75% 63% 50% 63% 75% 63% 50% 57% 71% 64% 64%
40 63% 75% 63% 50% 50% 75% 63% 50% 57% 71% 59% 64%
50 63% 75% 63% 50% 50% 75% 50% 38% 57% 71% 49% 62%
60 63% 75% 50% 50% 50% 63% 38% 38% 43% 71% 49% 59%
70 63% 75% 38% 50% 50% 50% 13% 38% 43% 71% 41% 56%
80 50% 75% 38% 38% 50% 50% 0% 38% 43% 57% 36% 51%
90 50% 63% 25% 38% 25% 13% 0% 25% 29% 14% 26% 31%
95 50% 50% 25% 13% 25% 13% 0% 13% 29% 0% 26% 18%
99 13% 13% 25% 0% 0% 0% 0% 0% 0% 0% 8% 3%
100 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Table B.8: Results for AU15 - Cohn Kanade database
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Test 1 Test 2 Test 3 Test 4 Test 5 Average
TH FP TP FP TP FP TP FP TP FP TP FP TP
0 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
1 80% 100% 100% 93% 43% 57% 63% 75% 73% 73% 72% 81%
5 67% 93% 87% 73% 43% 57% 50% 75% 67% 60% 63% 73%
10 67% 93% 60% 67% 43% 50% 44% 75% 60% 53% 55% 69%
20 60% 87% 53% 60% 36% 50% 44% 69% 53% 53% 49% 65%
30 60% 67% 47% 60% 14% 50% 44% 69% 40% 53% 41% 61%
40 60% 67% 47% 60% 14% 50% 38% 69% 40% 47% 40% 59%
50 53% 67% 27% 60% 14% 50% 38% 63% 40% 47% 30% 58%
60 47% 60% 20% 47% 14% 50% 31% 63% 40% 47% 31% 54%
70 47% 60% 13% 47% 14% 50% 31% 63% 40% 47% 29% 54%
80 40% 60% 7% 47% 14% 50% 31% 63% 40% 40% 27% 53%
90 40% 60% 7% 47% 14% 36% 25% 56% 33% 40% 24% 49%
95 40% 60% 7% 47% 14% 29% 25% 50% 27% 33% 23% 45%
99 27% 33% 7% 7% 7% 21% 25% 38% 27% 20% 19% 24%
100 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Table B.9: Results for AU17 - Cohn Kanade database

Test 1 Test 2 Test 3 Test 4 Test 5 Average
TH FP TP FP TP FP TP FP TP FP TP FP TP
0 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
1 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
5 80% 80% 100% 100% 100% 100% 100% 100% 80% 100% 92% 96%
10 80% 80% 100% 100% 80% 100% 100% 100% 80% 100% 88% 96%
20 80% 60% 100% 100% 60% 80% 100% 100% 80% 80% 84% 84%
30 60% 40% 80% 100% 40% 80% 80% 80% 80% 60% 68% 72%
40 40% 40% 60% 80% 40% 80% 60% 80% 40% 40% 48% 64%
50 40% 20% 40% 80% 40% 60% 60% 80% 40% 40% 44% 56%
60 40% 20% 40% 40% 40% 60% 60% 80% 40% 20% 44% 44%
70 40% 20% 40% 40% 40% 40% 60% 80% 40% 20% 44% 40%
80 40% 20% 40% 40% 20% 40% 40% 80% 40% 20% 36% 40%
90 20% 20% 20% 40% 20% 40% 40% 40% 40% 0% 28% 28%
95 20% 0% 20% 40% 20% 20% 20% 20% 40% 0% 24% 16%
99 0% 0% 20% 0% 20% 0% 0% 20% 14% 0% 16% 4%
100 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Table B.10: Results for AU20 - Cohn Kanade database
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Test 1 Test 2 Test 3 Test 4 Test 5 Average
TH FP TP FP TP FP TP FP TP FP TP FP TP
0 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
1 35% 70% 95% 100% 71% 71% 74% 74% 65% 90% 68% 81%
5 30% 65% 95% 95% 67% 67% 57% 70% 65% 85% 63% 76%
10 25% 60% 95% 95% 62% 67% 52% 65% 60% 80% 59% 73%
20 20% 55% 90% 90% 62% 67% 52% 57% 55% 80% 56% 69%
30 20% 50% 90% 90% 57% 67% 43% 57% 40% 80% 50% 68%
40 20% 50% 90% 90% 57% 67% 39% 57% 40% 75% 49% 67%
50 15% 50% 85% 90% 52% 67% 39% 57% 40% 75% 45% 68%
60 15% 50% 85% 80% 43% 62% 39% 57% 40% 75% 44% 65%
70 15% 50% 85% 80% 43% 62% 39% 57% 40% 75% 44% 65%
80 15% 45% 80% 75% 43% 52% 39% 57% 40% 70% 43% 60%
90 15% 45% 75% 75% 38% 52% 39% 57% 35% 65% 39% 59%
95 15% 35% 55% 70% 33% 52% 35% 57% 30% 55% 34% 54%
99 5% 25% 20% 25% 29% 33% 17% 48% 25% 40% 19% 31%
100 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Table B.11: Results for AU25 - Cohn Kanade database

Test 1 Test 2 Test 3 Test 4 Test 5 Average
TH FP TP FP TP FP TP FP TP FP TP FP TP
0 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
1 80% 100% 70% 100% 80% 90% 80% 100% 91% 100% 80% 98%
5 50% 100% 10% 100% 40% 90% 60% 100% 73% 91% 47% 96%
10 40% 100% 10% 100% 30% 80% 50% 100% 36% 91% 33% 94%
20 30% 100% 10% 100% 20% 80% 50% 100% 27% 91% 27% 94%
30 20% 100% 10% 100% 20% 80% 40% 100% 27% 82% 24% 92%
40 20% 90% 10% 100% 20% 80% 30% 90% 18% 82% 20% 88%
50 20% 90% 0% 100% 10% 70% 30% 90% 18% 82% 16% 86%
60 20% 90% 0% 100% 10% 70% 30% 90% 0% 82% 12% 86%
70 20% 90% 0% 90% 10% 60% 30% 90% 0% 82% 12% 82%
80 10% 70% 0% 80% 10% 60% 30% 90% 0% 82% 10% 76%
90 10% 60% 0% 70% 0% 40% 20% 80% 0% 82% 6% 67%
95 0% 40% 0% 60% 0% 40% 10% 60% 0% 55% 2% 43%
99 0% 20% 0% 40% 0% 0% 0% 30% 0% 27% 0% 24%
100 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Table B.12: Results for AU27 - Cohn Kanade database
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Threshold False positives True positives
0 100% 100%
1 67% 100%
5 53% 100%
10 45% 100%
20 41% 100%
30 35% 92%
40 33% 92%
50 31% 92%
60 31% 92%
70 27% 92%
80 27% 92%
90 22% 75%
95 20% 75%
99 16% 50%

100 0% 0%

Table B.13: Results for AU4 - UNBC McMaster database

Threshold False positives True positives
0 100% 100%
1 81% 94%
5 71% 84%
10 65% 76%
20 56% 72%
30 52% 70%
40 48% 66%
50 35% 64%
60 34% 54%
70 33% 48%
80 27% 44%
90 19% 40%
95 12% 26%
99 8% 18%

100 0% 0%

Table B.14: Results for AU4 - UNBC McMaster database
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Threshold False positives True positives
0 100% 100%
1 82% 91%
5 66% 77%
10 59% 77%
20 48% 59%
30 47% 59%
40 45% 55%
50 40% 55%
60 37% 36%
70 33% 32%
80 29% 32%
90 26% 32%
95 23% 23%
99 11% 23%

100 0% 0%

Table B.15: Results for AU7 - UNBC McMaster database

Threshold False positives True positives
0 100% 100%
1 86% 93%
5 63% 79%
10 56% 79%
20 41% 71%
30 36% 64%
40 33% 64%
50 29% 64%
60 29% 50%
70 21% 36%
80 16% 29%
90 10% 14%
95 9% 7%
99 4% 0%

100 0% 0%

Table B.16: Results for AU9 - UNBC McMaster database
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