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ABSTRACT

The simulator nses the Monte Carlo technique to quickly and accurately
‘estimate the reliability and availability of complex .network systems.
Non-exponential faiture and repair distribiitions are included in the model,
as is standby redundancy and K out of N active redundancy. Tke program is
easy to use and will work on a large variety of computers and FORTRAN
compilers. Some knowledge of FORTRAN is required to program tihe
simulator for each reliability network. The simulator is limited to the analysis
of network systems, iLe. those systems whose logic can be fully represented by
a reliability block diagram. The applicability of the model was demonstrated
by the znalysis of numerons systems in the aerospace and industrial
environments, Validation of the model was accomplished by comoparing these
results with analytically determined values, or those from AMIR® and SPAR"
where an analytic solution was impossible.
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1 INTRODUCTION

Reliability and availability have become important criteria in the design and
operational phase of systems. For example, the operational defects of an
electronic warfare system are critical to a combat helicopter completing its
mission. The safety aspects of a Space Shuttie computer system are vital to the
survival of the crew in space, The unavailability of an industrial system causes
 loss in production.

Design engineers are i.ow more than ever required to perform trade-off

studies between system availability, reliability, technical performance and life

cycle cost. The engineer therefore requires an accurate, economical and easy

to use system reliability and availability estimation tool. Unfortunately, the

analyﬁcal estimation of system reliability and availability becomes difficult and

expensxve even for the most s:mplest of swstems, In fact, the analytic approach
is often inadequate for most engineering needs.

The alternative approach is to simulaie system failures and repai;s using the
Monte Carlo technique. This techmque entails the generation of ' romponent
random times to fail and repair from which the system time to fail and repzur
can be determined. The system failure and repair time obtained in this
manner raust be viewed as the outcome of an experiment. This experiment is
then repeated many times until an adequate estimate of sysiem reliability and
avaxlabxhty is obtained.

Fon‘y(“} has carried out extensive work in the development of Monte Carlo
simulation models for &stimating large scale system reliability and availability,
His work was primarily directed at the modelling of network systems.

Goldfeld and Dubi®*? have addressed the reliability and availability analysis
of general systems using the Monte Carlo technique. General systems are
non-network type systems, i.e. their logic cannot be fully represented by a
Reliability Block Diagram. Their work led {o the development of
commerclally available Monte Carlo based system engmeermg sofhware This
software is cutrently available in two packages, i.e. AMIR® and SPAR®, Both
packages are suitable for rehabtllty and availability analyses. SPAR” can model
multiple systems at the same time as well as taking into account the effects of
spare part shortages.

The reliability/availability simulation model developed in this report (also
referred to as the simulator) is based to a large extent on the work carried out
by Forry™ with the inclusion of the system function approach used by Dubi®?
to find system failure times. Forry®™ used a complex PERT algorithm to
calculate system failure times from the component failure times, Dubi® on
the othex hand found the system failure time by checking the status of the
system at each stochastic event. The system status is a function of the status
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of each comporent which is defined by the system functiog.

Using the simulator, reliability and availability estimates are easily obtained
for systems arranged in different configurations. Standby redundapcy and
K out of N active redundancy are easily included in the model, as are
non-expeneniial failure distributions and repair distributions. The model also
allows one 1o change the number of repair teams and select between either
leaving components on or switching them off during system repair. The
simvlation model is however limited 1o network systems oaly, ie. those
systems whose logic can be fully represented by a Reliability. Block Diagram.

Real life systems are complex and we will never be able to model the sysiem
exactly as it 1§ in real life. Approximations can however be made which will

. not affect the model resnlts significantly. It is up to the epgineer to make
these approximations and establish whether Monte Carlo simuilation is in faet—
required to solve the problem.

For some systems, the chances of system failures occurring during z certain
time interval are extremely remote. For example, the unreliability of a
quadr;plex flight control computer system may be one catastrophie failure in
100 million flights. Millions of simulation histories are therefore required
before such an event Is actually seen. Unfortunately, it is often impractical to
run millions of histories due to computer time limitations. This is a serious
disadvantage of the Monte Carlo method. Goldfeld and Dubi®*? over.ame this
problem by ephancing the probability of rare events and then compensated
the final resnlt to ensure an unbiase:. solution, This technique, often referred
to as a biasing technique, was not included in this ritudy.

3
The applicability of the simualator was demonstrated by the analysis of five
systems in the aerospace and industrial environmenis. The results of the
model were validated by analytic means where possibie and by SPAR® or
AMIR" where an analytic solution was not practical. Some common definitions
of reliability and availability have been discussed in this report as they have
always been a source of confusion. It is important for the user to understand
the logic of the simulator and to be able to distinguish between a network
system and a general sysiem. A deigiled discussion has therefore been
included on these two topics. A brief description can also be found of the
simulation program which consisted of a main program and several
subroutines.

This report presumes that the reader is familiar with basic reliability theory
and detailed explanations of underlying theory have therefore been avoided.
Some theory, applicable to the simulation code, has been included where it
was felt necessary.



1.1 CHST-EFFECTIVENESS FIGURES OF MERIT

Availability and reliability are only twh) of the many ingredients which make
up a cost-effective system. It is therefore important to pul these iwo
parameters into perspective with respect to'overall system cost-effectiveness.

Blanchard and Fabrycky™ state that the basic design objective is to develop
a system that will perform its intennded funciion in a cost-effective manner, ie.
do the iab effectively at the lowest overall life cycle cost. Some organisations
also consider revenues and profits along with cost in their design objective.

Accomplishing this cost-effective design objective requires an optimum

balance between criteria such as technical performance, availability,

dependability and life cycle cost.

- . Technical performance or capability relates to how well the system will
perform in the mission environment, i.e. the design adequacy of the
systemn.

- Availability or operational readiness relates to whether the system will
be ready to perform its mission when called to do so.

- Dependabiiity or mission reliability relates to whether the system will
continue to perform for the duration of the mission, given that it was
available to start the mission. Reliabﬂxty is therefore a measure of the
dependability of a system. -

The prime ingredients of cost~effectiveness are illustra, /d in Figure 1.1.1.

COsT
EFFECTIVENESS
A
1
LIFE CYCLE SYSTEH
COsT EFFECT IVENESS
f 1
A & i
OPERATIONAL READINESS DEPENDABILITY OR CAPABILITY OR
OR AVAILABILITY HISSION RELIABILITY TECHNICAL PERFORMANCE

Figure 1,11 The Elemeiits of Cost-Effectiveness
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Figures Of Merit (FOM’s) usually represent a combination of the above

system parameters. One would typically employ FOM’s such as;

_ SYSTEM EFFECTIVENESS ,
FOI'_I LIFE CYCLE COST : o {1.1.1)

_  AVAILABILITY L
FOM = <+ TFF CYCLE COST : (1.1.2)

W ;o
These FOM’s are often presented as delta values which allows ong to compare
alternative systems on the kasis of the relative merits of eacb. Given two or
raore alternative designs & “ated in a consistent manner, one can select the
best based on these deltas.,. 3w e '



12 RELIABILITY

Watras® defines reliability as the probability. that an item will perform as
required, under stated conditions, for a stated period of time. When an item
no longer performs as required we say it has failed. Caplen® states that a
failure is the termination of the ubility of an item to perform its required
function,

The engineer must construct an appropriaie reliability model from the physicai
system to model the system recuirement. The reliability model will change as
the system requirements change. For example, estimating the probability of an
aircraft successfully completing its mission and the probability of an aircraft
not crashing during the mission require different religbility models for the
same physical system. Somz of the more comy »n reliability definitions
encountered in the aerospace environment are described below.

1.2.1 SAFETY-RELIABILITY -

Safety relia&iiity is the proballity of being able to perform a given mission
without any failures or defecis that will have a catastrophic effect.

The system requirement would therefore be for the aircrait to survive a
mission and system failure would result in the loss of an aircraft and the
possible death of the occupa:its.

The chances of this occurring during a typical flight are usually of the crder
of one in 10 millicn for military aircraft and one in 100 million for commercial
aircraft. Note, fhese figures include all systems on the aircraft.

1.2.2 MISSION RELIABILITY

Fielding and Mengt? define mission reliability as the probability that an
aircraft will be able to perform a given mission without any failures or defects
that will have an operational effect.

The system requirement would therefore be to accomplish the mission and a
system failure would result in the mission being aborted and the aircraft
returning to base. Mission reliability performance 15 often difficult to predict
as it depends on what are considered to be defects which impair a mission.

Note, mission retiability and safety reliability are both point estimates of
reliability for a sy2::fic mission time however the system requirements are not
the same.



1.2.3 OVERALL DEFECT RATE

The overall defect rate is the rate at which defects occur in the system. The
system as a whole does not necessarily fail at the same rate. Fielding and
Meng®? state that the overall defect rate is the sum of all the component
failure rates of the system, i.e.

AOVEIEI.I = 114'3-2‘*'134 ----- (1.2.3'& 1)

Engineers often invert the overall defect rate and call this the "MTBEF" of the
- system. Statistically speaking, the "MTBF® describes the mean of an
exponential failure distribution. Therefore, for this to be mathematically
correct all components must have exponential failure distributions and each
component failure must cause a system failure. The assumption that the
system exhibits an exponential failure distribution has some surprising
implications, i.e. the most probable time interval between failures is zero and
not the mean as one would expect, also 63 % of all failures would have
occurred before the mean life is reached. This "MTBF" is often given many
names, i.e, basic reliability, compounded reliability, maintenance reliabulity,
etc. =

Evans™® explains that the acronym "MTBF" is often the cause of difficulties
in contracting for reliability. The difficulties range from not understanding the
implications of the mathematical assumptions to proving one did or did not
obtain the contracted value. For these reasons i. is more meaningful for the
non-statistician to speak of the rate at which defects occur in the system,
whick almost any manager or engineer can readily understand, eg, 1 %
failures per month, Most non-statisticians are just using "MIBF" as the
reciprocal of the over .l defect rate anyway, 50 why not just use the defect rate
in the first place, During reliability growth, managers and engineers are
concerned with estimating the current reliability that has been achieved, not
with calculating some average reliability over the past. Bvans®? explains
further that there is a big difference between a failure, a removal and a
corrective repair action. The data on defects probably do not, and can not,
distinguish adequately between these three concepts, A good rule of thumb
which ¢an be applied in this situatien is that the removal rate is about twice
the failure rate.

Fielding and Meng®® explain that the overall defect rate is also a good
measure of the maintenance effort required to keep the zircraft flying. The
rezson for this is that each component failure no matter how minor will have
to be repaired at some stage. It is interesting to note that for an active
redundant system, the redundancy wounld have improved the mission and/or
safety reliability, but the addition of the extra components would have
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increased the overall defect rate,

124 DISPATCH RELIABILITY -
Fielding and Hussain®? state that dispatch reliability is the prebability of an

aircraft departing on time on revenue-earning flights. For large commercial
aircrafi this is given by:

- - Mo, of dolays > 15 win + canceliatfons 2.4,
Dispatch Reliability {(t) = 100 st chace arions {1.2.4.1)



1.3 AVAILABILITY

Auvailability is defined as the probability that a system will be in an operable
and corumitiable siate, at the start of any prescribed mission, when the
mission is eafled for at a random point in time. Availability does not refer to
being able to perform satisfactorily throughout the mission. This issue is
addressed by the measures of dependability and reliability.

Bernstein®® explains that availability uses the operational demand time as the
basis for computation, Le. the time that thete is a demand for the system to
actually work. This time would therefore exclude time such as weekends,
off-duty periods, free time, ete,

When non—operational fimes are included, e.g. standby, the basis for
computation becomes total calendar time and the concept of availability is
replaved by operational readiness. Consider a fighter aircraft, it performs
sporadic missions and spends most of its time on standby. Now according io
convention, the standby time would be excluded from the computation. of
availability but included in the computation of operational readiness. '

Awvailability can be measured as an average availability or a point availability.
* Caplen® explains that the average availability is measured over the whole
duty period whereas the poing availability is calculated at a specific point in
ttme. For exauiple, an average availability - £ 0.8 means that the system is in
a ¢sndition to work satisfactorily for 80 9% of the time. The probability that
the system will be available for use at say 10 a.m. today is a point availability.
The simulator calculates average availability.

_ Watrasm3 states that the most basic description of average availabili.y is the
ratio of system uptime over the total time for which there is a gg_agd, for the
_ system, Le.

UPTIME

- 3 L] 1
UPTIME + DOWNTIME Q )

A=

Depending on the type of system being analyzed and on how we wish to
measure availability, system states can be assigned to 2ither uptime or
downtime. For example, one could say that uptime for a fighter aircraft is
sortie time and standby time wheres., uptime for a production line is oper.iting
~ time only.



Table 1.3,1 shows four availability measurements which are often found in the
aerospace and production environments. The applicable system states for each
availability measurement have been shaded for illustrative purposes. It should

~ be noted that for inherent, achieved and operational availability, standby time
has been excluded from the computation. Standby is however inclnded in the
utilisation factor as downtime. The equipment can either be in a condition to
work or be working (intzrnally operational), or it can be failed (imernally
non-operational). Each ava:lablhty measurement shown in Table L3.1 is
discussed further in the sections which follow.

Table 1.3.1 AVaj]abiIEty Measurements

AVAILABRILITY MEASUREMENTS 1 UPTIME AND DOWNTIME ALLOCATIONS

INHERENT AVAILABILITY .

ACHIEVED AVAILABILITY

O “RATIONAL AVAILABILITY
| UTILISATION FACTOR

OPERATION

SYSTEM INFERNALLY : _
i OFERATIONAL NON-OPERATIONAL

Netes
oM. - Cotrective Maintenance
PM - Preventive Maintcaance

LT - Logistic Delay Time



1.3.1 INHERENT {INTRINSIC) AVAILABILITY

Inherent availability A, is a conventional indicator of hardware supportability,
the measure rises as reliability or maintainability increase and the converse
also applies. The measurement covers corrective maintenance but excludes
preventive maintenance and delay times such as waiting for spares and repair
personnel. One therefore assumes a repairabie system operating in an ideal
environment where support equipment, tools, skilled manpower, manuals,
spares, and repair parts are in abundance,

Watras®? states that inherent availability is a function of system design only
and neglects the effects of supply support in describing system availability.
Inherent Availability is useful when evaluating one proposed system ggainst
another on the basis of system design performance. Inherent availability can
be thought ~f as an upper bound wken determining operational availability.
The vilue i operational availability will approach the value of inherent
availability as the supply support posture improves and the supply response
time approaches zero.

1.3.2 ACHIEVED AVAILABILITY

This measure is more appropriate for systems with significant :nechanical
contenf, iLe. the system undergoes preventive maintenance, Achieved
availability A, covers corrective and preventive maintenance but assumes a -
perfect support system. By companng A; and A, it is possible to see how
effective preventive maintenance is. :

1.3.3 OPERATIONAL AVAILABILITY

Operational availability A, is the practical parameter of availability. It includes
preventative and corrective maintenasice and all delay times, i.e. waiting for
spares and manpower ete. It is the value which can be expected under actual
operating conditions for continuous utilisation.

Watras® stresses that operational availability goals and thresholds must be
considered throughout the systemn life cycle. These goals are to be defined in
the system conceptual and definition phases and used as guidelines throughout
the system design and development phase. Once a system becomes
operational, A, based on actual field data, should be used as a basis for
ongoing logistic management review and improvement actions.

Sparrius®? stutes that if a system’s inherent availability is poor, then it should

be redesigned, If a systems operational availability is poor and it inherent
availability is good then the support system should be redesigned.
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1.3.4 UTILIZATION FACTOR i
Caplen® noted that availability can alse be expressed as a utilization factor
by defining the time that the system is in standby as downtime.

- This measurement is typically found in a continuous production environment
where one is trying to achieve the maximum utilisation from equipment. The
measurement is more general than the previous three as it includes the time
that the equipment could have been used by the operator.

i1



1.4 NETWORK SYSTEMS

Biliinton and Allan® explain that the reliability of a system can be frequently
represented by a network in which the system components are tied together
either in a series, parallel or meshed configuration, such as the system shown

in Figure 1.4.1.

ENTRY l:
)

EXIT

w0, w

ERECE

Figure 1.4.1 A Network Type System

Dubi® says that if this system is & network system, then all the information
concerning the structure of the system is contained in the above figure. The
single logical rule being that the systert is up as long as their is at least one
tie from the entry point to the exit point of the system. A tie is a series of
connected active operational components, Dubi® explains further that any
system which does not follow the above rule is a general system.

A typical example of general sysiem is a fly-by-wire flight contro! system. The
required safety target of one failure in 100 million flights requires the use of
a quadruple redundant flight control computer system which includes a voting
process. The failure of the system could: be either due to failures of
components or due to a malfunction in the decision of the voting system. The
former type of failure can be easily modelled with the use of a reliability block
diagram, however the latter failure contains complex logic which cannot be
represented by a reliability block diagram. The system can therefore be
categorised as a general system.

It is vital that the relationship between the physical system and its network
mode! be understood before considering any techniques to evaluate these
networks. It must be appreciated that the actual system and the reliability
network used to medel the system may not necessarily have the same
topological structure. The reliability network may alse change when the
requirements of the physical system change. For example, the reliability
network of a system is different if the requirement is the survival of the
aircraft or the completion of a mission, The physical topology of the system
remains the same in both cases.

12



The simulator only models network type systeras and would require extensiire
modification to model a general systern. Note, a reliability network is often
referred to as a Reliability Block Diagram (RBD),

i3



2 GENERAL DESCRIPTION
2.1 SUMMARY OF THE MONTE CARLG TECHNIQUE

A simulation model seeks to "duplicate" the behaviour of the systems under

' investigation by studying the interactions between its components. The output
of the simulation model is normally presented in terms of selected measures
that reflect the performanc' of the systern. For example, one may wish to
measure the average time the system spends in the failed state or the rate at
which system failures are occurring.

A simulation experiment differs from a regular laboratory experiment in that
it can be totally conducted by the computer. By expressing the interactions
among the components of the system as mathematical relationships, we are
able to gather the necessary information in much the same way as observing
the real system {subject of course to the simplifications assumptions built into
the model). The simulation allows greater flexibility in representing complex
systerns that are normally difficult to analyze by standard mpathematical
models. The Monte Carlo method is based on the general idea of using
- sampling to estimate a desired result. The sampling process requires the
description of the problem by appropnaw probability dlstnbutlons from which
samples are drawn.

Forry™® explains that in the Monte Carlo technique as applijed to the
simulztor, one assumes that the time to fail and time to repair probability
distributions are known for each component of the system. It is further
assumed that the relationship between component failure and system failure
is known and can be deseribed in the form of a Reliability Block Diagram.

Uniformly distributed random numbers are generated and used to determine
component times to fail and component times 1o repair. These component
times to fail or repair are then used to determine the system time to fail and
repair. The set of system times to fail or repair must be viewed as a random
sample of the distribution of system failure times or repair times, Therefore,
the data must be operated on in the same manner that real test data would
be to determine the form and parameters of the system reliability and
availability functions.

14



2 GENERAL DESCRIPTION
2.1 SUMMARY OF THE MONTE CARLO TECHNIQUE

A simulation model seeks to "duplicate" the behaviour of the system under
investigation by studying the interactions beiween its components. The output
of the simulation model is normally presented in terms of selected measures
that reflect the performance of the system. For example, one may wish to
measure the average time the system spends in the fanled state or the rate at
which system failures are oceurring, :

A simulation experiment differs from a regular laboratmy experiment in that
it can be totally conducted by the computer. By expressing the interactions
among the components of the system as mathematical relationships, we. are
able to gather the necessary information in much the same way as obse. ving
the real system (subject of course to the simplifications assumptions buiit into
the model). The simulation allows greater flexibility in representing complex
systems that are normally difficult to analyze by standard mathematical
modeis. The Monte Carlo method is based on the general idea of using
sampling to estimate a desired resvit. The sampling process requires the
description of the problem by appropriate probability distributions from which
samples are drawi.

Forry™ explains that in the Monte Carlo technique as applied to the
simulator, one assumes that the time tc fail and time to repair probability
distributions are known for each component of the system. It is further
assumed that the relationship between component failure and system failure
is known and can be described in the form of a Reliability Block Diagram.

Uniformly distributed randc{kn mumbers are generated and used t¢ determine
component times to fail and component times to repair. These component
times to fail or repair are then used to determine the system time to fail and
repair. The set of system times to fail or repair must be viewed as a random
sample of the distribution of system failure times or repair times. Therefore,
the data must be operated on in the same manner that real test data would
be to determine the form and parameters of the system reliability and
availability funetions.

%
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2.2 COMPONENT FAILURE AND REPAIR DENSITIES

The maost commonly encountered component failure and repair disiributions
are the negative exponential, normal, lognormal and Weibull distributions.
Lengthy statistical descriptions of each of these distributions have not been
inciuded in this report as they can be easily found in many statistical texts.
Instead, the relevant equations have been presented together with a brief
practical discussion. :

‘the distribution of times to failure is of the negative exponential form if the
failure rate is constant. In other words, the probability of failure remains the
same irrespective of the age of the component. The faflure probability density
function f{t) and the reliability function R(t) are defined as:

.1 £ .2.
HE) = smps P g (2.2.1)
| and
= __£t -‘ .
R(t) = exp( MTBF) . : | {2.2.2)

Where t is a possible repair time and the MTBF is the life at which 63 % of
the components would have failed. The practical significance of this is that
components must have working lives much shorter than their mean life.

The exponential distribution is suitable for describing the lifetimes of
components whose failure times are not age related, i.e. most electronic
components. Nowlan and Heap®™ explain that for complex items, ie. those
with marny different failure modes, the failure ages for the component as a
whole are usnally widely dispersed and are unrelatea 1o a sg;'cciﬁc operating
age. This is a unigue characteristic of a complex item. “Therefore, most
complex mechanical components will exhibit an exponential failure
distribution,

Very often in practise, the MTBF is simply estimated by dividing the total
hours of all the items by the total number of items failed during that time.
Evans''® gives a good rule of thumb for estimating component MTBF, i.¢. the
component removal rate is approximately twice the failure rate. '
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Nowlan and Heap™ state that for a simple item, i.e, those items with a single
or dominant failure mode, the failure ages tend to concentrate about an
average age. These components therefore exhibit an age related wpe of
failure. In such cases the distribution of times o failure is often found to
follow the normal distribution. The density function f{t) and the reliability
function R(t) are defined as:

= -1 EBye ' n
£{t) oy exp{ 2( " 343 | (2.2.3)
and
. :
= 1 A : .2.
R(Et) { exp[~= (£2E)?] dt (2.2.4)

toy2T

Where 1t is a possible time to faibire,  is the mean of the values of t and o is
the standard deviation of t about the mean, '

‘The mean life 4 is the life at which 50 % of ali components would have failed.
The area under the f(t) curve from -¢ to +g includes 68 % of all failures. The

area from -20 tq +2¢ incindes 95 % of al! failures and the area from -30 to

+3¢ inchades 99 % of all failures. Therefore, practical speaking 21l failures are

included within 3 standarg.deviations. The smaller the standard deviation the

more the values are clustéred around the mean,

Smith and Babb® state that for maintenance activities, active repair times are
usually distributed according to the log normal rule, i.e. the logarithms of the
times to repair are normally distributed. Maintainability is defined as the
probability that « failed item will be repair¢d in time t. The maintainability
function M(t) is defined as:

[+

- 1 S E~ky2 5
M(t) = xpi-2 (1n-E2E)2] ge  (2.2.5)
(e '!;to\/z_‘!t expl 2( o ¥

Where t is a possibie repair time, u is the mean of the vaiues of In(t) and o is
the standard deviation of In{t) about the mean.
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~ In practise it is often found that an abberation occurs in the lognormal
distribution of maintenance times, i.e. aseconda:y peak exists. T he 1easons for
this couid include false timekeeping, overmanning and unsk.fled crews on
some jobs, If the secondary peak is ver;“{arge and approaches .3 size of the
mode, it probably indicates that there dve two distinct types of raintenance
work represented in the curve. Fach of which may have a f;guormal
distribution of its own. S

The two pasameter Weilrul distribution kas the great advantage of being able
to fit many life distribe.” by adjusting the distribution paramecters. The
density functmn £(t) and the reliability function R(t) are defined as:

(L) =—Fit°“1exp[-(~5)“1  (2.2.8)
1 0

and

R{t) = expi- (-——)f‘} # (2.2.7)-

Where t is a possible repair time, # is the characteristic life of the values t and
B is the shape parameter of the distribution. The characteristic life is the life
at whick 63 % of the population would have failed.

© - O'Connor™ shows that when the shape 'parameter 6 is one the exponential

aistribution results (constant failure rate), when it is less thanone a decreasmg
failure rate distribution results and when it is larger than one an increasing
failure rate distribution results. At a value of 3.5 the distribution approximates
the normal distribution. Higher values also produce a distribution which does
not depart markedly from the normay distribution. The nomenclature
describing the scaling parameter varies from text to text. The characteristic
life 4 was chosen as the scaling comstant for the simulator as this is the
constant used on commercially available Weibuli graph paper.

Smith and Babb®? state that passive repair times are often described by the
Weibull distribntion, where the shape and scale factors can be easily found by
- & graphical analysis of repair times.

It is interesting to note that the MTBF of the exponential distribution, the
characteristic life # of the Weibull distribution and # + 0.33v of the normal
distribution all represent the Lfe at which 63 % of components would have
failed.
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2.3 SAMPLING COMPONENT FAILURE AND REPAIR DENSITIES

A combination congruential generator was used t0 generate a sequence of
uniformly distributed random numbers within the interval [0,1] as described
by Lewis and Oravi!™. The generator is particularly applicable for small
computer word sizes and for very long cycle lengths. To proiuee a
uniform [0,1] variate, U, we require the output from three separate
congruentis! generators:

Xy = (171 X;) mod 30269 ’ (2.3.1)

- Yy, = (172 Y;) mod 30307 (2.3.2)

Z = (170 Z;) mod 30323 (2.3.3)
and then define

Xiez Yy Zin
= (4 2-3'4
Up = 1€ 30265 * 35307+ 30323 )} mod 2 ( )

Note that three "seeds" are required to start the generator. A seed can be any
positive odd integer whose value is less than the applicable modulus.

One of the principle advantages ¢f being able to generate random numbers
arithm.:tically is the ability to prodiice the same sequence of random numbers
whenever desired. Therefore, if one is comparing two alternative designs, then
one is assured that the difference in the output measures of the experiment
are due to differences in the alternitive designs, not to experimental error.

18



.Umformly distributed random numbers in the interval [0, 1] caii be used to
generate outcomes from any probabily disiribution. Taha®* shows that by -
applying the method of inversion, where R is a {0,1] random number, the :
exponential distribution may be sampled by:

& = - MTBF 1n(R) S (2.3.5)

The Weihull distribution may be sampled by:
t =1 (-ln{R))V® | {(%.3.86)

Unfortunately, the inversion method cannot be used with comtinuous
distributions whose cumulative density function cannot be determined
analytically. Typlcal examples are the normal, gamma and poisson
distributions, Taha® states that for a pair of [0,1] random numbers R,
and R,, the random variable x defined as:

x = f~ZInk, cos(2nR,) | : (2.3.7)

is standard normal with mean 0 and variance 1. Therefore, the normal -
distribution may be sampled by: '

E=p +ox . (2.3.8)

Note, if the value sampled from the normal distribution is negative then the
simulator automatically sets the value to zero.



24 CAT COMPONENTS

The preceding discussion concerned the means of generating random failure
times for single components, Often, one finds components which consist of
subcomponents arranged in paraliel. A failed subcomponent may not
necessarily cause the component {o fail, i.e. the component may have more
than one life, hence the term cat component. This section discusses two
common configurations which have been included in the simulator.

24.1 STANDBY CONFIGURATION |

When N subcomponents are arranged in standby configuration, only one
subcomponent can be active at a time, The ¢at component will therefore only
fail once all the subcomponesnts have failed.

X the subcomponents are ordered in the sense that when the first one fails,
the second one is swiiched into operation and when the second one fails the
third one is switched into operation and so on, until the last subcomponent
(N subcomponent) has failed. Then the time to fail for the cat component
is simply the sum of each subcampunent lifetime t, ie. -

Ju=1

Note, each subcomponent lifetime is measured from the instant it is activated,
For the simulator it was assumed that the components do not fail in the
standby mode and that the switching mechanism is failure free.

The standby cat comnponent is one of the more interesting to study by the
simulation approach because of its great simplicity over the analytical method
which can become quite difficult if the subcomponent failure densities are
different from one another.
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242 K OUT OF N CONFIGURATION

All subcomponents in this configuration are initially active and they remain
so until they fail. The cat component requires a minimum number of
subcomponents to be active in order to survive, e.g. 3 out of 5 (K out of N)
subcomponents must be active.

If the subcomponent times to fail are ordered so that t;, < t, <.... t,, then the
time to failure 1, for a K ont of N cat component is: _

Ee = Lypet (2.4.2.1)

Notg, for the X out of N configuration all subéomponents are initially active
whereas for the standby configuration only one subcomponent ¢an be active
at a time, _ '
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2.5 SYSTEM FAILURE TIME

The previous two sections discussed means of generating random failure times
for components and cat components from their respective probability
distributions. In this section we examine how to determine the system failure
time given the component failure times.

Forry®® ysed a methodology (the search techrique) of working from left to
right through the system network, determining the minimum time to failure
at each node of the reliability network, The minimum time to failure at a
node would be determined by examining the time to failure of each input path
into the node. The minimum time wonld then be the value of the input path
with the smallest time to failure. The value at the final node would then be
the system time to failure. The procedure was developed from the well known
PERT method (Program Evaluation Review Technique).

Dubi® explained that the state of the system depends on its structure (the
Relisbility Block Diagram) and on the status of the components comprising
the system. The function which determines the state of the system from the
status of the components is called the system function (1SYSLIP), The system
function can only be one (operational) or zero {failed) and for the purposes
of the simulator, the component status K can also only be one (operational)
or zero {failed). The system will be up (ISYSUP=1) as long as their is a tie
of operational components (K.=1) from the entry point to the exit point of the
system.,

Consider the network system shown previously in Figore 1.4,1. There are four
tie sets which may be listed as (1,3,5), {1,3,6), (2,4,6) and {2,4,7). The system
function ISYSUP can therefore be constructed as:

I§ = K{1) xK{(3) xE{5} *X{1) xK(3) xK(6} +X(2) xK(4) %K(6) +X(2) xR (&} =K (7) (2.5.1)
where
zsysup ={ L I£ I85> 0 | (2.5.2)

0 Otherwise

The simulator generates a list of candidate system failure times by checking
the value of ISYSUP at each stochastic event. The smallest value on this list
will then be the system failure time.

The metkod used by Forry®® requires the user to input a matrix of zeros and
ones for each system. This is tedious and leads to many user input errors. The
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approach used by Dubi® requires the entering an equation into the program
rather than a matrix. The only disadvantage of this is that the program
requires compiling and linking for each system function. It was decided for
practical reasons to adopt the approach used by Dubi® for the simulator.



2,6 SYSTEM AVAILABILITY

The determination of system availability is considerably more difficult than the
determination of system reliability. .

If the failure and repair times are exponentially distributed, apphcanon of
Markov theory can produce solutions for a few systems, Dhillon® used -
Markov theory to derive the availability for a single component, i.e.

A L) = TEE + 1—% exp (- (A+p) &] (2.6.1)

Where A and g are the failure and repair rates respectively.

The time dependent term in the abuve equation decreases rapidly with time t
and within a few cycles of operation, the system approaches the steady state
availability which is independent of time, i.c.

Ale) = 7@{;’; (2.6.2)

The Markov solution for a single component required the solving of two
simultaneous differential equations. The same procedure could be used fo
find the availability of systems with large numbers of components.
Unfortunately, the solution becomes impractical due to the large number of
differential equations. If the component failure and repair densities are
non-exponential then even Markov theory is no longer applicable. This results
in an almost impossible situation to resolve in the analytic form. Fortunately,
the Monte Carlo approach is quite simple with the accuracy of resuits being
controlled by the cost of computer time,

It is important to note, before describing the manner in which the simulation
model calculates avaﬂabﬂlty, that at least two basic repair policies conid be
adopted. We could repair all failed components when the system fails, or we
could repair components as they fail individually, The latter policy is rarely
found in practice, although intuitively it may yield a higher system availability
than the former policy, The simulator only repairs components foilowing a
system failure.



The manner in which the simulator calculates system availability is best
described by considering the i® and (i+1)™ cyele of the program.

For the i™ cycle:

- The system failure time t, is determined from the component failure times.
The component failure times are then searched to find those failure times
which are equal to or less than t,. This identifies which components have
failed. Times to repair the failed components are then generated. The system
repair time 1, is then calculated from the component repair times. The system
failure time t, and system repair time t, are added to accumulators for system
uptimes and downtimes.

For the (i-+1)™ cycle:

- Those components which had not failed by the end of system repair
have an adjusted time to failure of t,, = t;—(1,+1,). Note, in this case
‘the components were left on during system repair.

if the components were switched off during system repair then they
have an adjusted time to failure of t;,, = t;-t..

- ‘Those componenis which failed at or before system failure have a
completely new time to failure t;,, generated.

- Those components which were left on during system repair and failed
during system repair have their time to fa.ilure %, Set to zero.

The system failure time t, and system repair time t, are then calculated and
added to the accumulators in the same way as for the i cycle.

At the end of the n™ system repair cycle an estimate of system
availability A,(t,) is made by:

%~
ﬁg{tn) = =1 ~ . J=1,2...,n cycles (2.6.,3)

n

Yo J i
; ,Le*), b7
=1 =]

Where t, is the sum of the system fmlure and repair times at the end of the
n™ systern repair cycle.



2.7 DATA ANALYSIS

The final step in the Monte Carlo reliability and availability estimation
process is the analysis of the simulaior output. One must remember that the
primary output data from the simulator is merely a sample of system times to
failure and a sample of system times to repair.

A nonparametric or parametric approach can be taken to process the raw data
from the simulator into reliability and availability estimates.

2.7.1 NONPARAMETRIC APPROACH

¥f the program user has no information regarding the underlying system time
to failure distribution, he can make use of a nonparametric or distribution free
meihod to obtain a point and confidence interval estimate of the system
reliability and availability. This appr¢ ach was programmed into the simulator.
2.7.1.1 RELIABILITY ESTIMATE

One can consider the sample of n system failure times generated by the model
to be a random sample of the underlying distribution function F(f). The

empirical cumulative time to failure distribution function F,(t) can then be
defined as:

F(t) = % b by S EC s J=1,2,...,01  (2.7.1.1.1)

As the sample size increases, the deviation between F, (1) and F(t) tends
toward zero and since reliability is defined as:

R(E) = 1~P(&) | _, (2.7.1.1.2)

then the empirical reliability function can be defined as:

R (t) = 1-F,(t) (2.7.1.1.3)

A simulation is a statistical experiment whose results are subject to
experimental error. Hence, the setting of confidence intervals for point
reliability estimates is important.
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Forry™ states that if one considers F,(t) to be the ratio of total failures to the
tote.: number of n trials at time t, then F(t) is the parameter q of the binomial
distribution:

Pln = F,(t)=F] = (3?3 gi (1~gy?d (2.7.1.1.4)

Where § is the number of failures and F (i) is the maximum likelihood,
minimum variance and unbiased estimate of q.

Likewise, R(t) is the parameter p of the binomial distribution:

Pln x R,(t)=k] = (}) p* (2-p)™*. (2.7.1.1,85)
Where k is the number of survivors at time t 1iﬁd,m R, (1) is the maximum
likelihood, minimum variance and unbiased estintate of p. g
Using this expression, a (1-a)100 percent lower one sided confidence
limit p” can be determined by solving:

)_“ir (j’,}pm—p)n-r” =g | (2.7.1.2.6)
= ) .

for p, where

k=nxR/(D) (2.7.1.1.7)

Hines and Monsgomery"'? state that the lower confidence limit for a one sided
interval is chosen so that

PiL 56 = 1-g (2.7.1.1.8)

The interpreiation of this is that there is a 100{1-z) percent probability that
the true O is greater than L. ' )
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Note, the longer the confidence interval, the more confident we are that the
interval actually contains the true value of 8. On the other hand, the longer
the interval, the less information we have about the true value of 0. Ideally,
one should obtain a relatively short interval with high corfidence.

Unfortunately for large n, the computations required to find p from the
binnmial distribution become lengthy, Hines and Moatgome;v®*® state that for
large n and binomial parameter p or g < 0.1, the binen., - distribution is
approximated by the poisson distribution with parameter np or ng. They also
state that for np or ng > 5 the normal distribution with mean @ = np,
variance ¢ = np(1-p), and random variable nR (1), gives a good
approximation o the binomial distribution. Therefore, for np or nq > 5 the
normal approximation can be vsed to determine the (1-a)100 per cent: Ywer
~ ¢onfidence limit. For the region outside these iimits, the poisson
approximation can be used as long as n > 50 which is usually the case for the
simulator,

The use of these two approximations simplifies the computations required to
set the desired confidence levels for point estimates of reliability.

By

o
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2.7.12 AVAILABILITY ESTIMATE

Point estimates At,) for system availability A(t,) can be made from the
sequence of n simulated system failure times (t}) and repair times (t}). This
estimate was given in equation 2.6.3 as;

n -
ts
A () = I

2
pIEE0 384
7= EE

Forry"!® explains that the sample variance 0,2 can be determined from the
variances of the failure times V, and repair times V, by:

(£+£) '
o 2 o E'Ts" Trz ) {2.?-1-2.1}

z { 15n

Where T, and T, ar¢ the sampie means of the system failure and repair times
respectively. Forry" also shows that the lower one sided confidence limit for
availability is:

(1-0) A (t,)

_ <Ac<1 (2.7.1.2.2)
Q(l-ﬁs(_grni)*(l—!?)as(tn}
where
0=8, Ky, +0.5 - (2.7.3.2.3)

and K, is the (1-a) level of the standard normal distribution with mean of
zero and variance of one.
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2.7.2 PARAMETRIC APPROACH

This approach may" givé a more satisfactory reliabiiity or maintainability
estimate, if the engineer has some prior knowledge regarding the form of the -
system time to failure and repair distributions.

In this approach, estimates are madg of the distribution parameters from the
sample of n system failure and repair times. From these, point estimates of
sysitem rehablhty and maintainability can be made. The chl—:,qudre statistic
can be used to tesi the hypothesis that the observed failure or repair times are
from the assumed density.

The chi-square statistic is calculated from the sample by:

(27 % 1)

Where K is the number of class intervals. The quantity O, is the observed
frequency in the i™ class interval. The expected frequency in the i™ class
interval from the hypotheszzed probability distribution is denoted by E, The
test is made by comparing x? (chi-square) computed from the sample, with
an ¢ sized critical value of the chi-square distribution with k~m~1 dcgrees of
freedom. Where the quantity k is the number of class intervals and m is the
number of parameters estimated from the sample. Hines and Montromery(' )
state that the hypothesis would be rejected if: : _

| f 2 %2y, kemea . (2:7.'2.23
where

Xa kw1 = € (2.7.2.3)
is the solution to

ff(x) dx = 1-g o | (2.7.2.4)

c

and f(x) is the chi-square density with k-m-1 degrees of freedom. |
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Commercially available statistical packages such as STATGRAPHICS" offer
extensive distribution fitting facilities which include the chi-square test.
Therefore, it was decided not to program distribution fitting facilities into the
simulater, Rather, files containing the sample failure and repair times are
made available for exporting into any statistical package.
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2.8 EMBEDDED LOGIC

- It is imperative ‘o: the user to understand the embedded logic of the code.
This will help witli the interpretation of the modelling resulis and also in .
determining the applicability of the simulator to solving the problem.

- The 5ystem function is limited to network systems only. Network
systems are those systems whose logic can be fully represented by a
reliability block diagram, . _

- All component failures are repaired following a system failure.

- The system repair time is based on the repair times of all the
components which have failed. The system repair time may be the

=== averags component repair time, the worst component repair time or
the sy of each component repair timne,

. If a component fails before or at the system failure time, then the
- mulator generates a completely new time to failure for the
vuinponesit. :

- If a component has not faiied by the system failure time and remains
active during system repair, and has still not failed by the end of system
repair, then the time to failure of ihe componert is reduced by the
systern failure time and the system repair time. 9

- If a cothponeni remained active during system repair and failed while
the system was being repaired or immediately when the system was
repaired, then the time to failure of the component is set to zerv.
Therefore, it is possible that the system could fail immediately when
activated again. :

- If a component has not failed before or at the system failure time and
was switched off during system repair, then the time to failure of the
component is rednced by the system failure time.

- The simulator calculates the average availability over the whole time
interval starting from time zero until the required number of histories
have been completed,

- The time to repair density for a cat component applies to the

component as a whole and not to the individual subcomponents,
whereas the failure density applies to individual subcomponents.
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If a relisbility/availability run is selected, the empirical reliability
distribution is based upon system times to fail from the last repair. This
data therefore estimates reliability as a function of the maintenance
option and is not necessarily representative of th¢ non-maintained
system reliability. Of course, the non-maintained system reliability is
estimated by running the pure reliability option.
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3 PROGRAM DESCRIPTION

Microsoft FORTRAN 4.1° was used to program the simulator. In order to use
the simulator, a FORTRAN compiler must be available to program the system
function, The simulator should work with most FORTRAN compilers and will
run on most computers, even small personal computers where the computer
word size is smalil, :

The program consists of a main pregram and several subroutines. The main

program reads in general run control data and component information. The

main program then calls into operation the necessary submuuues for
processing the input data.

Using the above information, the program generates a listing of the system .
times to fail, a table containing the failure time histograum, &nd the estintated

point reliability. If the user specifies that a reliability/availability simulation

is to be performed then an estimate of the average avaliab:"tty . given m :
addition to the empirical reliability distribution. A listing of il systy vh thiods
to repair is also generated. It should be emphasized that the simulator |
determines an average steady state availability and not the availubifiiy at

specific points in time.

The user can specify whether components are switched off or left ¢n durlng
system repair. The user can also select between different optioms for
determining system repair time, i.¢, the maximum component repair time, the
sum of the component repair times or the average component tfep?j: time.

¥ the user has some knowledge of the underlying reliability or:-mainiainabilit)r
distributions, then the listing of system failure or repair times can be exported

to a statistical package where the distribution parameters can be determined. .

The chi-square goodness of fit tesi may be used to test ‘the assumed
distribution. Reliability or maintainability predictions can then bae made using
the hypothesized distribution.

The program listing for the simulation model can be found in A.ppendix A,

+ The reader is advised to refer to the relevant program listing whrle readmg
the sections which follow,
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3.1 INPUT DESCRIPTION

‘The data input for the simuiator consists of a4 data file called RAMIN and the
system function which is programmed into subroutine SYST. The data file
contains general run control data and componeat information. The system
function contains the reliability network information.

The variables in RAMIN which contain the general run control data are:

NTYPE

NTIME

KFIX -

IPROB

ISZE .

An integer indicating the desired run type,

NTYPE = {, Reliability simulation only

NTYPE = 1, Reliability/Availability simulation with
components switched off during repair

NTYPE = 2, Same as 1 but with components left on
during repair

An integer indicating the number of failure and/or
repair cycles to go through (sample size), limited to 5000.

An integer mdlcanng the number of components in the
system, limited to 20.

§
An integer indicating the type of repair time to be used.
KFIX = 1, Sum of component repair times
KFIX = 2, Maximum component repair time
KFIX = 3, Average corponent repair time

An integer for the user’s run mumber identification

An integer indicating the number of class intervals to be

- used in the simulated time distribution table.,

Areal numhe.r mdlcanng the class interval width for the
simulated time distribution table. '

The variables in RAMIN whick contain component data are

ICODE - -

An integer indicating whether a component is a

subsystem of N parallel (K out of N} or N standby

identical components, i.e. a cat component.

ICODE = 0, Normal component ‘

ICODE = NK, N identical components in parailel with
K out of N required for siiceess.

ICODE = -N, N identical components in standby
contiguration
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 KEDNQ)

KRDN(D)

FPTR(L,1)

RPTR(1,1)

FPTR(L2)

qo

RPTR(L2)

1

An integer indicating the type of component faﬂure
density for component L

KFDN(I) = 1, Exponential

KFDN(I) = 2, Notmal

KFDN(I) = 3, Weibull

KFDN(I) = 4, Lognormal

- The same as above except that the mteger indicates the

component repair density.

A reai number indicating one parameter of the failure
density for component I

Exponential - mean
Normal - mean
Lognormal ™ - mean
Weibull - characteristic life

Same as above except that the real number indicates one
parameter of the repair density.

A real number indicating the second parameter of tﬁe
failure density, if required, for component 1.

- Normal - standard deviation
Lognormal o standard deviation
Weibul} - shape factor

Same as above except that the real number indicates the
second parameter of the repair de’nsity, if required.

The systein function ISYSUP is entered by the user into subroutine SYST
below the block entltled

FEPUAXEEEELERFETHERBERNERBETRRRBER R IR R R KT S

* ENTER THE SYSTEM FUNCTION HERE *

EERSEFERERERPUR R BRRESLNERRENLEESRENER kT RS

Subroutine SYST must then be compiled and linked with the all the other
program object files to obtain the executable file. Examples of RAMIN and
systein functions ¢can be found in the examples which were prepared for this

report,
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3.2 PROGRAM MAIN

Program execution begins with reading data from RAMIN and writing this
data to the main output file RAMOUT. The program then goes on to
complete NTIME histories.

- For each histery of & pure reliability simulation, the program calls subroutine
FAILT which in turn calls subroutines ETIME, RAND, PARL and STBY as
required. Subroutine FAILT returns a random time to fail for each compenent
of the system. The program then calls subroutine SYST which returns a system
time to fail, using the previously generated component failure times. In this
mode, the program skips over the code which is used to determine the system
repair times and availability, Each system failure time is stored in the vector
TSYSF which is written to a file called TTFLIST. A pure reliability simulation
is specified by setting NTYPE t0 zero. MSW is a program control variable
which controls the call to subroutine FAILT which depends on whether a pure
reliability or a reliability/availability simulation is required.

For each history of a reliability/availability simulation the program calls
subroutine SYST which returns a system time to failure. The program then
- checks which components have failed at or before the systemn faiture time. The
program then calls subroutine ETIME which in tumm calls subroutine RAND
and returns a random time to repair for each failed component. The program
then determines a syster time to repair from the individual component repair
times. The System repair times are stored in the vector TSYSR and are
written to a file called TIRLIST. The system repair time is, calculated
according to the KFIX specification. The NTYPE speclﬂcatmn”detennmes
whether components are swiiched off or left on during system repair, The
program then proceeds to acenmulate infurmation such as the sum of system
repair and failure times for each history. :

After -l the histories have bsen eompleted, the program calls submutma T‘m

NTIMES which calculates and prints the empirical rehabxhty and avaﬂabﬁity
statlstlcs

37




3.3 SUBROUTINE SYST

The purpose of this subroutine is to determine a system time to failure SYSF
from previously determined component failure times. The subroutine is called
by program MAIN to which it returns the parameter SYSF.

The component failure times are stored in vector T. KST is a vector
containing the status of each component. TEMP2 is a ternporary storage
vector which facilitates the determination of the system faliure t:me A record
of the number of failures per component NF is also kepﬂ ..... ;smrulatmn
proceeds. -

The system funciion ISYSUP is entered into the subrontine below the block
entitled:

SEFERERNRERFREELRRREFE Y RFFREREREXREERFTHRRER

* ENTER THE SYSTEM FUNCTION HERE *

FRERREEREEEAFERC R LA RN R R E S

The user is then require d to compﬂe the subrountine after entering the system
function, This object file must then be linked together with all the other object
files to obtain the executable file.

This subroutine must return a system failure time to program MAIN each time
it is called. A check was therefore built in which aborts program execution if
subroutine SYST is unable to return a system failure time. One should not
encounter this probiem with network type systems,

34 SUBROUTINE FAILT

The purpose of this subroutine is to determine the time to fail TI for a cat
component, A cat component consists of a subsystem of components either in
an active parallel or standby configuration,

This subroutine is catled by program MAIN to which it returns the parameter
TI for a single component or a cat component. The subroutine calls
subroutine ETIME once for a single component and a number of times for a
cat component. Function STBY and function PARL are also used to determine
the random time to fail for cat components.

KF is the identifica.ion code for the component failure density. FI represents
the mean for the exponential, normal and log normal distributions and the
characteristic life for the Weibull distribution. FJ represents the standard
deviation for the norma! and log normal distributions and the shape
parameter for the Weibull density. IC allows one to distinguish whether the
item is a single component, a K out of N subsystem or a standby subsystem.
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3.5 FUNCTION STBY

This function computes a random fime fo fail for a subsystem of NEL
components in a standby configuration. The component times to fail are
determined previously and stored in the vector T prior to entering the
subprogram, The function is called by subroutine FAILT.

3.6 FUNCTION PARL

This function finds the time to fail for an NSUS out of NEL components (i.e.
a K out of N arrangement) in active parallel redundancy whose random times
to fail have been previously determined and stored in the vector PT. The
function is called by subroutine FAILT.

3.7 SUBROUTINE ETIK £

This subroutine allows one to sample a random time to fail or repair from the
negative exponential distribution with MTBF P1, the normal and lognormzal
distributions with mean P1 and standard deviation P2, and the Weibull
distribution with characteristic life P1 and shape parameter P2,

This program is called by subroutine FAILT to which it returns a random time
to fail. The program is also called by program MAIN {o which it returns a
random time to repair. Random numbers to facilitate the sampling front each
distribution are returned ie this program by subroutine RAND,

3.8 SUBROUTINE RAND

The function of the subroutine is to generate uniformly distributed random
numbers in the interval [0,1]. The program is called by subroutine ETIME.

A combination congrusntial generator was used to generate random numbers.
This particular generator requires the output from three separate congruential
generators. This subroutine therefore calls subroutines RAND1, RAND2 and
RAND3 for these outputs.
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3.9 SUBROUTINE TAB

The purpose of this subroutine is to produce the empirical reiiabiﬁty and
availability ouiput blocks. The availability output block is only produced for
a reliability /availability simulation. This program is called by program MAIN.

As the previously determined variable A is passed to subroutine TAB, the
count of entries in the interval of KFREQ is augmented by one. The number
of intervals ISZE and the width of the intervals FI are specifled by the user.
Information to subsequently compute the mean and veriance of the sample of
NT system faiture times is updated. MS controls whether or not the present
call of subroutine TAB is the first or a luter call. On the first call, certam
accumulators and - :her vanables are initialised.

When NT caits of TAB have been executed, the mean and vanance%‘ée
sample system failure and repair times are determined. The average
availability with standard deviation and estimates of the lower 90 % and 95 %
confidence levels are then computed. Finally, the empirical reliability function
is computed along with lower 95 % confidence level estimates.
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3.10 OUTPUT DESCRIPTION

Three reports are generated by the model, i.e. a general output file called
RAMOUT, a file TTFLIST which contains the list of system fail times and a
file TTRLIST which contains the list of system repair times,

RAMOUT comprises of an input data black, an availability block, a reliability
block and a failure block.

The input block displays the data which was input by ithe user, It is always
good pracvice to check the input data which has been read by the program.

The availability block is only generated when the simulator operates under the
reliability/availability option. The average systein uptimae and the average
system downtime are displayed together with stundard déviations for each
value. The average steady state availability is then displayed together with
lower 90 % and 95 % confidence level estimates.

The reliability block is generated for all runs. If the reliability/availability
option is used, then the empirical reliability distribution is based upont system
times to fail freen the last repair. This data estimates reliability as a function
of the maintenance option and is not necessarily representative of the
non-maintained system reliability.

The reliability biock displays the average system time to fail and the standard
deviation. Thereafter, the system titae to failure distribution table is shown.
Column 1 is the time at the end of each class interval. Column 2 is the
number of failures occurring in the imerval. Column 3 is the lower 95 %
confidence level estimate of system reliability (R95L). Column 4 is the
maximum likelihood estimate of system reliability (RMLE). At the end of the
table an indication is given cf the outliers which occurred because of the
chosen number of class intervals and the width of ¢ ss intervals. Finally the
number of class intervals, the class interval width, the maximum system failure
time and the minimum syste.n faiture tirme are displayed.

The failure block is generated for all runs. This block lists the cumulative
number of component failures per component for all histories.

The file TIFLIST is generated for all runs and it contains a list of simulated
system failure times. The file TTRLIST is generated omly for the
re]iability/availabﬂity run apd it contains a list of simulated system repair
times, If the user has some knowicdge of the form of the distributions then
these files may be exported to a statistical analysis package such as
STATGRAPHICS® whete the distribution parameters can be determined.
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4 MODEL VALIDATION AND APPLICATION

Examples of several systems were processed by the simulator to validate the
model and demonstrate various applications of the model. Model validation
consisted of comparing the reliability and availability estimates produced by
the simulator with analytically determined values where feasible. SPAR® and
AMIR® were used to validate the simulator ﬁ Qatew where this was net
feas1ble S
The examples were extracied from various references in the aerospace and
industrial environments. Empirical reliability and/.r average availability
predictions were accomplished for each system. Various simulator options
were demonstrated, i.e. the different ways of calcvlating the system repair time
as well as leaving components on or smtchmg :em off during system repair.,
Histograms of wstem times to fail or repair were also displayed for some
_ systems, _
i i} .

Cne is usually if}n_terested in the reliability of a system at a certain time,
However, for some systeras the chances of system faitures occurting during this
time are extremely remote. For example, one may wish to estimate the
reliability of a Boeing 747 electrical system for a typical flight time of 3 hougs.
But the chances of a catastrophic failure during this time are extremely
remote. In order for the simulator to see such an eveni during this time
requires millions of histories which hecomes impr?actit.al due to computer time
limitations. This problem can be overcome by using biasing technigues sach
as those used by Goldfeld and Dubi!?. These biasing techniques were npt
included in this study, Therefore, 2J1 the rehablhty restits computed by the
simulator are grouped at reasonable tlme invervalt -‘pund the mean life.
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4,1 HELICOPTER ELECI‘RONIC WARFARE SYSTEM

.

i

This example illustraty = se of *the. simulator in predicting the mission
reliability of an Electr | a‘arfare System (EWS) for a combat helicopter.
The system configuration comsisis of a series-parallel arrangeinent of -
components with a regioni of K out of N active redundancy. As the system
comprises of electronic components, negative exponential failure densities
were selected throughout. It was also possfblc to validate the szmula’rpr results
analytically,

"The main function of the EWS is to make the aircrew aware of the existence,
positicn and direction of any hostile radar during a mission. The mission
reliablhty model (refer Figure 4,1.1) is based on the assumption that the
warning against the existence of threats is mission critical but not the posntlon
or direction thereof.

2 4 6 )
1 8 C e 8 .
. 3 5 7 ‘—I—a '
B — c e c {-—5 :
f
o F e 10 9
E E |
—. _
—
2/3 Required

Figure 4.1.1 Elecironic Warfare System - RBD

The logic used to construct the RBD from the physical system according to
the mission reliability requirement can be described as foilows:

- The EW controller® is the crux of the EW system. Wher this
-cornponent fails all the EW functions are lost whlch makes the
controller a mission critical item. .

.- The two dual front end rccorders‘“’ are each connected to two radar
warning antennas’, The assumption here is that in the case of one
dual front end recorder faiiing, two of the four sensing functions are

lost, one on each gide of the helicopter. In this case the threat direction -r.

indication will lie degraded. Detection will however still be possible
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and the mission will not be aborted, If both dual front end recorders
fail all the laser sensing functions are lost which will cause a mission
abort. Two radar warning antennas may fail as long as they are not
situated on the same side of the helicopter.

- The laser warning analyzer™ receives the signals from the laser
detectors and calculates the direction of the source. In the case of a
. failure of the laser warning analyzer, the function of detection is lost
which resuits in a mission abort. The failure of iwo lasér detectors®
will not create a mission abort situation as long as they are not situated
on the same side of the helicopter. The hostile fire sensor units®™ may
be considered as 2 2 out of 3 system for mission purposes.

1%

The failure properties of the above components are listed in Table 4,1.1.

Table 4.1.1 EWS Component Failure Data

Component | Descriptibn

A Electronic Warfare Controller 800
u B Dual Front End Recorder 12500
ic Radar Warning Antenna 10000
D Laser Warning Antenna 1000
E Laser Detector . ] 344
F " | Hostile Fire Sensor Unit {619 4
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The system function ISYSUP is easily deduced from the tie sets contained in
Figure fh%n’r and is:

. ISYSUP = K1 + K2 (431.1)
whgre
X2 = ZST(L)  KST(3) x KSTUS) % ESTU7) % XST(8) x K6T(8) x XSTU0) x KY(12) {4.1.2)
KL = KST{1)% K5T42) w KETUAD > KST(S) x KST(H) x KSTLE) x KETC10) x KST(L1} {4.1.3)

b

Note, components 9, 10 and 11 each consist of more than one subcomponent,
i.e. thev are cat compouents. This considerably snmphﬁed the programming of
the sym-.«em function, . _

The system function ISYSUP was entered into subrcutine SYST (refer
Appendix B) which was then compiled and linked to the other program files
to form the executable simulator file. The component and general program
conirol data were then entered into the input file RAMIN (refer Appendix B)
A pure reliability simulation was selected (NTYPE = 0) with a sample size
of 5000 (NTIME = 5000}, The empirica! relinbility distribution was defined
as having 12 class intervals (ISZE = 12) each of width 50 hours (FI = 50).
Components 9 and 10 were entered as 1 out of 2 cat components in active
recunidancy (ICODE = 21), Component 11 was entered as 2 2 out of 3 cat
component in active redundancy (ICODE = 32). All other components were
entered as single components (JCODE = (). Negative exponential failure
distributions wese assigned to all components (KFDN(I) = 1).

The simulator output RAMOUT can be found in Appendix B. The results
indicated a mean life of 169.05 hours and » standard deviation of 127.20
hours. The empirical reiiablllty results have veen redisplayed in Table 4.1.2,
The column R95L. indicates the lower 95 % confidence limit of reliability and
the column RMLE the maximum likelihood estimate. For example, one can
say with 95 % confidence that the mission reliability is greater than 0.835 at
50 hours while the most likely reliability is 0.843. In other words, the
probability of the system surviving 50 hours is 0.843 and the probability of the
system failing within 50 hours is 0.157.
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The list of system times to fail TFFLIST was used to generate a histogram of
system faflure times (refer Figure 4.1.2) The histogram indicates 2 skewed
distribution.

Frequercy, for 2 sample size of 5000

Figure 4.3.2 Histogram of System Failure Times - EWS

The true reliability function was derived to validate the simulator output and
is given as:

Rolt) = Ry(6) % Ryit) = Ryit) x Ro(} x.Em(t} X By t8 _ {4.1.4)

- where
R, {t) = BRy(E) R ()2 ~ Ry{E)2R, (£} (4.1.5)
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Ry(t) = Ryo(t) = 2Rp(E) ~ Rp(t)?

Ry (8) = Ry(E) + 3RL(£)3 (1-Rp(t) )

R AT 7 A MR R T N R (T T T e

S
kTR

(4.1.6)

(4,1.7)

The individual component reliabilities at time ¢ are easify iietemgned from

Equation 2.2.2.

The resulis of computing the true reliability at times. of’\'ﬂ’:’) through to
600 hours are shown in Table 4,1.2 along with the corresponding reliability

est: aate produced by the simulator. The
favourably with the true resnits.

. Table 4,12 Simulated vs True Reliability - WS

simulator results compared

| Hours ROSL | RMLE | RTme |
50 0.835 0.843 0.846
100 0.640 0.651 0.656
150 | 0464 0476 0478 |
200 031 0322 | o332 |
250 6204 0214 0223
300 0.136 0.144 0.145
350 0.086 0.093 0.093
400 0.053 | 0.058 0,058
450 0.033 0.038 0.036
500 0.019 0.022 0.022
550 0011 0.013 0.013

h 600 0.007 0.009 0.008
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43 SPACE SHUTTLE COMPUTER SYSTEM

This example illustrates the use of the simulator in selecting a computer
system from sevep alternative designs. The selection criteria were defined in

“terms of mission reliability and mean life. The example was extracted from

Forry™,

The different designs under consideration included series-parailel
arrangements of components with regions of standby redundancy and
K out of N active redundancy.

The alternative configurations were as follows;

(1) Ceniral Simplex Computer System

{2) Ceniral Dual Computer Systeri

(3) Triple Processor Computer System A
(4) Triple Processor Computer System B -~
(5) . Multi Processor Computer System A

{6) Multi Processor Computer System B

(7)  Multi Processor Computer System C

The simulation results for the first three configurations were validated
analytically.

The components making up the different designs were power supplies, .

input/output units, memory units, and central processor units. The failure
properties of each component are shown in Table 4.2.1, Component failure
distributions included expenential and normal dist-ibutions.

Table 4.2.1 Space Shuttle Computer System Component Lata

Component | Deseription Time to Failure (inonths) ﬁ
L Distr | Param 1 j Param 2 il
A Power Supp; Exp m?.S N/A §
B Input/Output Unit Normal | 6.0 1.5
I c Central Processor Unit {Exp | 100 | N/A
“ D Memofy Unit Exp 8.4 N/A i
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For each configuration, the system function ISYSUP was programmed ato
subroutine SYST and the component and general program control data were
entered into RAMIN. 4 sample size of 5000 was selected for ail
configurations. Subroutine SYST, RAMIN and RAMOUT for each
configuration can be found in Appendix C.

The design requirements were that the computer systern must have a mean
lifetime of at least 2.5 months, at least an 85 percent shance of surviving a onc

month operation, and at least a 25 percent chance of surviving a four month-

operation, The system reliability at one and four months and the mean life

estimate for each configuration as obtained by the simulator are shown in -

Table 4.2.2.

Table 4.2.2 Estimated System Rehablhty and Mean Life ~ Alfernative Shuttle
Computer Systens—

Config | R, (1 month) | R, (4 months)

1 0,699 0226 244 |19
2 10949 0534 | 428 22 - |
3. (0762  |0288 265 1.90 |
4 tomss  |osse |38 l360

is 0.626 0.137 195 | 166 /
6 10626 0.141 1.98 1.72
7 0.766 0310  [295 . |213 Jﬂ

These results indicated that the Central Dual Computer System is the only ]
configuration which could nut be rejected as a candidate to meet the sysiem ~

mean lifetime and reliability specifications. All of the other systems would be
rejected since at least one of their mean lifetime or reliabilities is below the

requirement. Bach configuration is discussed ' greater detail in the pages °

'\rvhlch follow.
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CONFIGURATION 1 - CENTRAL SIMPLEX COMPUTER SYSTEM

The Central Sxmpiex Compater System is a simple series combination of one

of each component. The failure of any one or more components esults in the - |
system being down. This logic can be represented by a simple series network

(refer Figure 4, 2.1) This design wonld not be expected to meet the rehabxhl}!
requirements but is useful for comparative purposes.

Figure 4.2.1 Central Simplex Compute; .+ Jem - R}\SD

The system function ISYSUP is defined as:

ISYSUR = KST(1) % KST{2) % KST{3) x KST(4) {4.2.1)

The simulator results indicated a mer - stime of 2.44 months and an:

estimated reliability of 0.699 at one montn and 0.226 at 4 months. None of
these values meet the specification.

The true reliability function is:

) - L6y |
R(t) = gomee [ L__g"3' TR g (4.2.2)

I 1.5¢2%

The results of this computation for times of one through eight months are
shown in Table 4.2.3 along with the estimates produced by the simulator. The
reliability simulator produced estimates very close to the analytically derived
values.
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Table 42.3 Simuiated vs True Refiability ~ Configuraticn 1

1 Months

1 0.689 0.699 0703
t 2 0.485 0497 0493
i 3 9331 0342 0340
| 4 0216 0226 0222
| 5 0.122 0,130 0.129
6 0.052 0.057 0.060
7 0.015 0018 | 0021
8 | 0.003 0.004 0005
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CONFIGURATION 2 ~ CENTRAL DUAL COMPUTER SYSTEM

The Central Dua] Computer System consists of a series arrangement of two
parallel combinations of a memory unit in series with a central processor, two
paralle! mput/output units, and two parallel power supplies. The reliability
network is shown in Figure 4.2,2. The mean lifetime of this system should be
greater than for the Central Simplex Computer System because of the
increased (edundancy

1 3 5 6

b L»f ¢ " A
[

|ni—*c- B A

Figure 4.2,2 Central Dual Computer System ~ RED

The system function ISYSUP is:

ISYSUPL o RGT(1) xKSTL3) xEET(5) %XST!6) +KSTI2) xKET{4) xKGT5) xKITI6) {4.2.3)

Note, componenis 5 and 6 are cat components,

The simulator results indicated a mean lifetime of 4.25 months and an
estimated reliability of 0.949 at one monih and 0.534 at 4 months. The
estimated mean lifetime is 1.74 times greater than the mean lifetime of the
Central Simplex Computer System. The reliability estimates are also greater
than those for the Central Simplex Computer System. In addition, ail the
reliability and mean lifetime specifications are exceeded.
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The true reliability funition is:

R,(t) = Ri(E) x R(E) x Ry{t) '- | (4.2.4)
where
tht) = 29'.219& .- e—t433t . (442.5)
AT ~2f e T e LN (4.2.6)
L1,
B
Ry(t) = 2133t = g-.i67¢ | (4.2.7)

The results of computing the true reliability at times of one through ten
months are shown in Table 424 along with the estimates produced by the
simulator. The reliability simulator produced estimates very ciose to the
analytically derived values.
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Table 4.2.4 Simulated vs True Reliability - Configuration 2

1 0.944 0.949 0.946

2 0513 0822 0.855

3 0.662 0.673 0.682

4| . o0sm 0.534 0.548

5| o038 0391 0399

i 6 0228 0237 0244
7| 0098 0.106 0.107

8 0.029 0.034, 0.032

.9 0.004 0.006 0.005
Y10 0.000 0.001 0.001
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CONFIGURATION 3 - TRIPLE PROCESSOR COMPUTER SYSTEM A

The reliability block diagram of the Triple Processor Cenzuter System A is
shown in Figure 4.2.3. In this design, two out of three central processor units
and input/output units are required for successful operation. This redundancy
in both the central processor and input/output unit. should provide a higher
system reliability than that of the Central Simplex Computer System, but a
lower system reliability than that of the Central Dual Computer System.

2/3 Required zzéi_,xi:qvx'ql-ed

Figuze 4.2.3 Triple Processor Computer System A ~ RBD
The system function ISYSUP is:

ISYSUP = KST(1) xKST(2) xKST(3) xKST(4) (4.2.8)

—:

Note, components 2 and 3 are cat components.

The simulator resulis indicaied a mean lifetime of 2.65 months and an
estimated reliability of 0.762 at one month and 0.258 at 4 months, This shows
some improvement in mean hfetlme and reliability over the Central Slmplex
Cemputer System, but rhe rellabxhty at one month still does not mes.’ f
specification.
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The true reliability function is:

R (E) =R“1(5;) x R, (£) _ A - (4.2.9)
where
"R (£) = 3e74t - ggmssar (2.2.10)

Bt} » 3rf1 5’;}%
£ aady

o HE agis - giftn 10 E gy (4.2.11)
f t 1. Sipws

i
. S i
The resuits of computing the true reliability at times of one through eight
months are shown in Table 4.2.4 along with the corresponding reliability
estimate produced by the simulator. The smluiator results compare favourably -
with the true results. - . .

Table 42.4 Simulated vs Troe Reliability - Conﬁgumtion 3

RMLE | RTrue. |

0.752 J

2 0542 0.553 0.552

3 0.370 0382 0390

| 4 0248 | 0258 0.266
5 0.140 0.148 0.155

6 0.055 0,060 0.063

7 0.010 6012 | 0013

8 0.001 0.002 0.005
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CONFIGURATION 4 - TRIPLE PROCESSOR COMPUTER SYSTEM B

The Triple Processor Compiter System B is identicai to System A
configuration except the central processor units and input/output units are
- changed to a passive standby configuration of three units. This was
accomplished by changing the input variable ICODE from 32 to -3.

The replacement of standby redundant units for active redundant units should
increase the mean lifetime and reliability over those of the Triple Processor
Curpuier System A. The results from the simulator confirmed this. The
estimated mean lifetime of 3.83 months meets the requirement, but the
estimated reliability of 0.784 at one month stlll does not meet the deszgn
requlremem.

y .

e
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CONFIGURATION § - MULTI PROCESSOR COMPUTER SYSTEM A

Thig configuratmn consists of a Central Simplex - ..,omuter Ssmtem combined
" in series with a Triple Processor Computer Syntem A'ln whish e 2 out of 3
active redundant central processor units and inpvt/outpui unii are changed

to a 1 out of 3 active redundant configuration (ICO‘DE =315, The reliability

network is shown in Figure 4.2.4,

B c
s
8 : “T-—‘[—» b
173 Required 145 Required -
. 6 5
—F 8 f«d b f-_L B je—d € [«

Figure 4.2.4 Muld Processor Computer System A - RBD

The system function ISYSUP is defired as:

| ZSTSUP = RET{1) REST{2) »KIT(5) KKST(6) +KST{2) xKST{A} xKST(S) »XIT(6} »KST(7) {4.2.12)

Note, compoi'sents 1 an " are cat'oompnnents

Even though the mean lifetime and reliability of the Tnple Processor
Computer System A would have been increased by the change in redundancy,
the series arrangement should cause the reliability and mean lifetime of this
configuration to be less than that of the Central Simplex Computer System.
The results from the simulator confirmed this, ie. a mean Lifetime of
1.95 months and estimated reliabilities of 0.626-and 0.137 at one and four
months respectively.
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CONFIGURATION 6 - MULTIPROCESSOR COMPUTER SYSTEM B

The Multiprocessor Computer System B is the same as the Multiprocessor
Camputer System A except the active redundant central processor units and
input/ouiput units are changed to standby redundant configuration, i.e.
ICODE {for components 1 and 2 were changed from 31 to -3,

The results show a vety slight improvement over the Muitiprocessor Computer
System A, ie. 2 mean lifetime of 1.98 months and estimated reliabilities of
0.626 and 0.141 at one and four months respectively. The reliability at one
month remaired the same. 5
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CONFIGURATION 7 - MULTI PROCESSOR COMPUTER SYSTEM C

"This configuration consists of a serial arrangement of 2 out 4 active recundant
configurations of central processor units and input/Gutput units, a power
supply, and & memory unit. The reliability network is shown in Figure 4.2.5.

—— c - ]
el £ —] —: 8
_—~—» ¢ — b+ B |
—*Ej—— el B |—
2/4 Rey.ived 2/4 Required

Figure 4.2.5 Muiti Processor Computer System B - RBD

The Q_, :n function ISYSUP is defined as:

ISYSUF = KST(1) xK8T(2) x_KgT{B) xKST(4)

Note, components 1 and 2 are ¢at components,

 (4.2.13)

As expected the simulator results indicated that the greater redundancy results
in a longer mean lifetime and estimated reliability than those of the previous
two multiprocessors. The estimated mean lifetime was 2.95 months with
estimated reliabilities of 0.766 and 0.310 at one and four months respectively.
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4.3 BOEING 747 ELECTRICAL POWER SYSTEM

115V AC power bus which forms part of the Beeing 747 electrical power
system. This example was extracted from a Boeing reliability engineering
report compiled by Barry™® in 1969. As the report is relatively old, the
configuration of the current electrical power system may be corsiderably
different to that presented in this analysis. Barry'"? also noted that th:+ rtudy

was preliminary and would be revised upon receipt of more deinifeit
information. Exponential failure distributions were assumed for ak

components.

The reliability logic of the electrical power systerﬁ is not easily solved by
analyiic means. One therefore had to resort to a computer model svch as the

simulator to solve the problem. The results obtained by the simulator were

validated using AMIR",

Aircraft are often dispatched with systems which are not 100 % operational.
In this example, the 115V AC system was analyzed Yor the case where it i3
109 % operational at dispatch. The reliability block diagram for the system is
shewil in Figure 4.3.1. .

The physical power system comsists of a large number of components.
- Fortunately, the relability logic of the system allows one to lump together
many components in series. This simplifies the simulation model and reduces
computation time,
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This example uses the simulator to estimate the reliability of a - %
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Figure 43.1 Boeing 747 115V AC Bus - RBD |

Talile 4.3.1 shows the physu:al ttems which make up a component and the
ovesall MTBF of the componen:, ,
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Tabie 4.3.1 Boéiné.__’ﬂl‘? 115V AC Bus Component Data

Constant speed drive,

Load controller,

Generator difit. Atial protection control
transformer, ~

Generator,

Generator control unit, )

Generator control current transformer

Generator circnit breaker,

Synchronous bus differential proteciion eontrol
transformer,

Bus tia breaker

Bus power control unit, -

2 x synchronous bus differential protection
control transformers,

Split system breaker .

111 191

Synchronous bus differential protection control
transformer,

Bus tie breaker,

Bus power control unit

125 000

2 x generator differential protection control
transforimers,

Circuit breaker,

Relay

250 000

[P — e

Switch enit

500 000

The system fanction ISYSUP is easily deduced from the tie sets contained in
Figure 4.3.1 and can be found in Appendix D, It is not presented here as it is
quite lengthy, The analysis of the electrical power system is also subject to the

following assumptions:
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All failures: are independent of one another, e.g. a failure in one
generator channel will not effect the other generator channels,

Failures downstream of the buses do not effect the system,

A bus is considered operable provided that gt least one power source




i

is available to it. |
- Thé split system breaker is closed. L

The system function ISYSUP was programmed into subroutine SYST and the
component and general program control data were entered into RAMIN. The
ouipuat RAMOUT and all the above files can be found in Appendix B. The
resuits indicated a mean life of 3959.30 hours and a standard deviation of
2254.38 hours. The reliability at 1000 hours was estimured at 0,973, The
empmcal rehabxllty distribution is shown in Table 4.‘*‘2

' The file TTFLIST was used to gcnerate a histogram af szmulated system
failure times (refer Figure 4.3.2). The histogram shows a skewed distribution.

oo |

¢

§

:

Frecpency, for ersample size of 6000

Figure 4,32 Histogram of System Failure Times - B747 115V AC Bu, \
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The empirical point estimé.s of reliability were aiso computed using AMIR®,
The subroutine LBOUT as well as the input and output files, i.e. IRB1 and
OUTRI can all be found in Append;x E. The subroutine LBOUT contained
the system function. A sampie size of 5000 was chosen together with 20 class
intervals sach of width 1000 hours.

The results indicated a mean life of 3934.62 hours which was close to that -
estimated by the simulator. Note, an empirical unreliability distribuiion was
generated hy AMIR® while the simulator generated a reliability distribution.
For example, the unreliabi _y at 1000 hours was estimated by AMIR® at 0.03,
therefore the reliability at this time would be 0.97. The Percentage Relative
Standard Deviation (PRSD) associated with this value was given as
8.097 percent, This can be mterpreted in the sense that with probability 0.95,
the exact unrehabﬂny lies in the mterva], _

(,J}

{0.03-0,03x2%0.0805 , 0,03+0.03x2x0,0809) = {0.025 , ¢.035} {(4.3.13)

The reliability resnits obtained from the smiulatd;”wcre all wbtract&‘ from
one to obtain unreliability, ie. 1-RMLE. These results were then compared
to the unreliability results vbtained from AMIR® in Table 4.3.2. The simulator

- results compared favourably with the AMIR” values.
'y
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Table 4,3.2 Comparison of Simulator and AMIR" Resulis - B747 115V AC
Bus - '

- -
Simulation Model results
o

!' 5000 | 0241 | 0251 ) 0749 | 0754 | c.808

6000 | 0150 | 0159 | 0841 | 0.845 | 0.605
7000 | 009 | 0097 | 0903 | 0903 | 0463
5000 [ 00ss | 0059 | 0941 | 0941 | 0353
L s000 1 0,032 0.036 | 0964 | 0961 | 0286
10000 {0017 [ 0020 | 0980 | 0976 | 0204
11000 | 0.010 0.012 0.988 | 0.985 | 0.177
12000 | 0005 | 0006 | 0e% | 0990 | 0139
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4.4 SINGLE COMPONENT SYSTEM

This is a classic exam %le which concerns th > availability estimation of a single
component, Dhillion'”? shows how a Markovian model can be developed to
predict the steady state availability of a single component with constant failure
and repair rates. He applied the model to various components in the powe-
generation field such 4s condensers, generator units, etc,

'This example aliowed one to compare the availability estimate obtained by the
~simulator with the true value. It also allowed one to check the sampling
funtctions of the simulaior. The results of sa% pling from the exponential,
normal and Weibull distributions were therefore compared with true vahies.

The system consists of only one component and the system function ISYSUP
is simply: - -

(v

ISYSUP = KST(1) (4.4.1.1)

The estimation of availability and the checking of the samphng funcnons are
described in the next two sections. .



44.1 AVAHABILI'EPY ESTIMATE

k will be assumed that the component avaﬂablhty is being measured as a
two -state repairable system. In other words, the component can only be in an
operational or failed state. This is an example of Inherent Availability where
uptime consists of actnal working time and downtime consists of unscheduled
repair time (refer Table 1.3.1). It was also assumed, for the availability
simulation, that all failure and repair rates are constant and that the repaired
system is as good as new. The failure and repair rates were taken as 0.01 and
0.1 respectively, i.e. an exponential failure distribution with a MTIBF of
100 hours and an exponential repair distribution with 2 MTTR of 10 hours.

Subroutine SYST, RAMIN and RAM*“‘JT forthe esnmatlon of avmlabxl/;y carn
all be found in Appendix F. As the system consists of only one compenent, it
mazkes no difference whether the, componeat is left on'or switched off during
system repair or whether'the:  “2m repair sime is the average, minimum or
maximum of the component v, - ‘4§mes. The steady state availability estimats_
. gbtained from 5000 histories was .91 and the standard deviation approached
zero. 'The average uptlme and downtime were 98.70 and 9 .78 hours
‘respectively. _ s

Dhillon®” used the Markov tech'nique to calculate the steady state availability |
of a single generator. The formulae was presented in Equation 2.62 as:

2,(p) = E%i'

Subsdtuting she failure and repair rates inte the above formulae yields an
availabilityf AN wiuch is the estimate obtained by the simulator.
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4,42 CHECKING THE SAMPLING FUNCTIONS

The case of a single componet allows one to check the results ¢f sampling

4

from various distribution functions. Samples from the exponential, normal and
Weibull distributions were therefore compared with true values. Note, two
cases were chevked for the Weibuil distribution, i.e. a decreasing and an
increasing failure rate.

The varisbles in RAMIN were changed from a reliability/availakility
simulation to a pure reliability simulation. The probability distributions and
associated parzmeters were alsp changed as required. Subroutine SYST
remained the same as before. The output files for each distribution can be

foand in Appendix F.
Vo

The simulator results and the frue values for each cas¢ were compared in
Tailes 4.4.2.1 through 44.2.4. The simulator results were close to the true
values. " ' _

S S

\}I
I
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Table 4.4.2.1 Normal Distribution (g = 1060, o = 30)

20 0.996 0.997 0.996
30 0.992 0.994 0.990
40 0973 0977 | 0977
| 50 0.946 0951 0951 |
i 50 0,893 0,900 0.908 |
70 0.321 0.830 0841
80 0726 | 0739 0745
9 0601 0612 0.629
100 0473 0484 0.500
10 | 0344 0.355 0371
120 0230 0240 0255
130 0.141 0.150 0.159
140 0.078 0,084 0092 |
150 0038 0.043 0,049
160 0.017 0.620 0,023
1705 0.007 0,009 0.010
180 0.002 0.003 0.004
190 | 0000 | 0001 0.002
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Table 4422 Exponential Distribution (MTBF = 100)

120} 0287 0297 0391

130 0255 0.265 0.273
B 140 0.229 0239 0247 |
150 0206 | 0216 0223
| 160 | 0.85 0194 0202
170 0.168 0176 0.183
180 | 0153 0.161 0.165
160 0.136 0.144 0.150
200 0.124 0132 0,135
210 0.112 0.120 0.122
]l 220 0.103 0110 | 0111
230 {© 0092 0099 0.100
240 0.083 0089 | 0091
ﬁ 250 0.673 0.079 0.082
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Table 4.4.2.3 Weibull Distributian (n = 100, 8 = 0.5}

{ 40 0516 0528 0.531
| 50 0474 0.486 0493 |
I 60 0442 0454 0461
| 70 0415 0426 0433
50 0300 | 0402 0.409
90 0371 0.382 0387
100 0351 0.363 0368 |
110 0333 0344 0350
120 0322 0333 0334
130 0309 w320 | 0320 |
140 0.293 0304 0.306””]]
150 | 0278 0.288 0294 '
160 0.264 0.274 0282 |
- 170 0253 0264 0271
i 180 0243 0253 0.261
I 150 0235 0245 0.252 |
| 200 0224 0234 | 0243
i 210 0217 0227 0235
220 021t 021 0.7 |
230 0.203 0.213 0219
240 0196 | 0205 0212 §
L 250 0.189 0199 0.206 |

n



Table 4.4.2.4 Weibull Distribution (y = 100, 8 = 2)

n_HOurs |

10
20 0.959 0.963 0.961
30 0913 0919 | 0914
i 40 0.846 0.854 0852
" 50 0.768 0.778 0.77
I 60 | 0687 0.608 0.698
' 70 0.599 0,610 0613
80 0.513 - 0.524 0527
90 0427 0438 0445
100 0351 0363 0,368
110 0.283 0294 0.298 H
i 120 0219 0228 0237 |
130 0,170 0.179 0.185
| 140 0.128 0.136 0.141
150 0.098 0.105 0.105 |
160 0.067 0073 0.077 |
170 0.047 0.052 0.056 |
i 180 0.033 0037 [ 0089 |
| 190 0.022 0,026 0.027
i 200 0.015 0.018 0018
210 0.009 0012 0.012
220 0.006 0.008 0.008
230 0.004 0005 0.005
E 240 0,002 0.003 0.003
250 0.001 0,00z 0.002
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45 PRouUC*HON LINE SYSTEM

This example concerns the estimatlon of the steady state availability of a
typical production line. The example was extracted from a set of examples
compiled by Dubi® and modified to include nor-exponential failure and
repair distributions.

The example demonstrates varicus functions of the simulation model, ie.
estimating the availability of systems with non-exponential failure and repair
densities, leaving components on or switching them off during system repair,
as well as different ways of calculating system repair time. The following types
of simufation runs were completed for the production line:

(1) Components were switched off during system repair and the system

‘cpair time was equal to the sum of component repair times. For this

case, a number of different sample sizes were also selected for
tlustrative purposes.

(2) Components were switched off during syste repair and the system

) repair time was equal to the maxiranm component repair time, ’

(3) Components were left on during system repau' and the system repair
tlme was equal to the sum of componen: repair times.

(4) Components were leit on during system repair and the system reoziir
- time was equal to the maximum component, repalr time. Th: sunulator
results for this run were validated using SPAR",

{5)  Pure reliability simulation. This was done in order to compare the
- estimafies of maintained and non-maintained system reliability, -

The production line contains redundancies and will continue to operate when
some of its components have failed, The line contains three processes in active
redundancy. In other words, only one process sieeds 1o be operating for the
line to be operational. The avaiiability of the line is further enhanced by
3 components in parallel, any of which can be used by any one process. The
reliability network of the production line is shown in Figure 4.5.1.

1t
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Nowlan and Heap™ explain that it is usually only items with one failure
mode or a dominant failure mode that benefit from preventive maintenance,
Most complex components (those with many failure modes) exhibit non-age
related failure times, i.e. they have negative exponential failure densities and
should not be subject to preventive maintenance (refer Section 2.2).

Most items on the production line are complex withcut a dominant failure
mode and are therefore not subject to preventive maintenance. The
maintenance policy for the production line is therefore to repair the system
when it breaks, i.e. components are only repaired following a system failure.

The production line operates continuously, i.e. 24 hours per day and 7 days
per week. The line therefore does not have a standby state because when it
is operational it is always working (refer Table 1.3.1). Production line
downtime therefore comnsists only of corrective maintenance time as no
preventive maintenance is carried sut. It will also be assumed that there is no
delay in repair due to a shortage of manpower, spares, etc. The above
situation exactly describes that of Inherent Availability which was discussed in
Section 1.3.1.
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* Production line components exhibited negative exponential and Weibull
failure densities and normal repair time densities. The properties of each
component are shown in Table 4,5.1.

Table 4.5.1 Production Line Component Data

Comp | Time to Failure (Days) Time to Repair (Days)
Distr Param 1 Param 2 Distr Param 1 { Param 2

A Weib | 114063 |09 Nrml | 2.92 0.50

B Expn. | 152096 | N/A Nrml | 292 0.50

C Expn | 15221 N/A Nrml | 12.05 2.00

D Expn | 4555 N/A Nrml | 2409 | 4.00
E  |Web [10147 |11 Neml | 1205 | 2.00

F Expn | 202.58 N/A Nrml [1205  [200
LS Expp | 182.50 N/A Nrml | 4.02 0.67

The system function ISYSUP is very large, ie. 36 tie sets in all, and is
therefore not displayed here. The reader is referred to Appendix G for the
system function. Nete, it is possible to reduce the mumber of tie sets to 3 by
deﬁnmg groups ¢f components as cat components, This was not done because
it was not possible to define cat components like this in SPAR",

Subroutine SYST and RAMIN for ran fumber 1 can be found in Appendix G.
A sample size of 5000 was selected for all simulations runs and additional
sample sizes of 10, 50 and 100 were also selected for run number 1. The
empirical reliability distribution was defined as having 15 class intervals each
of width 10 days. RAMOUT for each simulation can also be found in
Appendix G.

Sample sizes for run number 1 of 10, 50 and 100 show that the availability
value converges rapidly to that of steady state. The average availability is 0.22
for a sample size of 10, 0.27 for a sample size of 50 and 0.27 for a sample size
of 100. The standard deviation is (.04 for 10 histories which reduces to 0.02
at 50 histories and 0.01 at 100 histories. The 95 % confidence levels for
availability at the above histories are 01.18, 0.25 and 0.25. At a sample size of
5000 the steady state availability value is 0.28 as is the 95 9% confidence liruit.
For this sample size, the standard deviation is very small.

For run numbers 2, 3 and 4 (sample sizes of 5000 in all cases) the steady state
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availabilities were found to be 0.66, 0.10 and 0.60. The values differed
significantly due to the specification of system repair time and whether
components were left on or switched off during system repair.

For each run number (excluding run number 5} the lists of system repair times
TTRLIST were used to generate histograms. A comparison of these
histograms are shown in Figure 4.5.3. Note, sampie sizes of 5000 were used
in ail cases.

7T T T T amos

T L} ¥

ﬂ«uﬁmmmmmmmm
Time, days

Figure 4.5.3 Histograms of System Repair Times - Production Line System

For run numbers 1 and 3 the mean repair time was 135.40 and 123.92
respectively with standard deviations of 39.97 and 38.43. Whereas, for runs2
and 4 the mean repair time was 27.68 and 27.05 respectively with standard
deviations of 4.01 and 4.71.

Run numbers 1 and 3 show a much wider dispersion than 2 and 4. The system
repair times for runs 2 and 4 are dominated by a particular repair mode as the
system repair time is equal to the maximum component repair time, On the
other hand, the system repair times for runs 2 and 4 are more spread out as
the system repair time is equal to the sum of component repair times,
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Note, selecting the system repair time equal to the sum of component repair
times means having components repaived one after the other following a
system failure. Selecting the system repair time equal to the maximum
compoaent repair time means having all components repaired simultaneously
following a system failure.

For run numbers 1, 3, 4, and 5 the lists of system failure times TTFLIST were
- used tc generate histog fams (refer Figure 4.5.4). Note, the histograms for run
mumbers 1 and 2 are the same. Sample sizes of 5000 were used in all cases.
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Figure 4.5.4 Histograms of System Failure Times - Production Line System

For run numbers i, 3, 4 and 5 the mean foilure time was 53.67, 13.86, 40.12
and 54.38 respectively with standard deviations of 28.87, 22,52, 30.07 and
29.74. Note, the values for run 2 are the same as those of run 1.

There are differences when comparing the histograms of run numbers 1, 3 and
4 with run mumber 5. These differences are to be expected as the histograms
of runs 1, 3 and 4 are based on the system times to fail from the last repair,
whereas run number 5 is not, Differences also occur hetween runs 1, 3 and 4
themselves which can be attributed to the repair specification and whether
components are switched off or left on during system repair. Note, although
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the repair specification of runs 1 and 2 are different, the components are
switched off during system repair, hence the higtograms are the same.

SPAR"® was used.to validate the availability estimate for run number 4. In
order for the two models to be comparable certam opticns had to be selected
in SPAR®, ie. _

- The system checkup level was selected. If the checked system is fourd
_ operational, then no further checking is done. Only when the system is
- found faﬂed will camponeuts be checkﬂd and repalred

- The continuous mode was seiected for the system checkup level. In this
mode the system is chacked at each stochastic event.

- All components were defined a3 being repairable at lev..A. This :
means that we are not taking into account the effects of Spare parts
and turn around times for off equipment repair. _

- The defaclt settings, i.e. components remain active during system repaif -
and the system repair time is equal to the maximum component repair
time were Ieft unchanged. ..

- All components with exponential distributions were specified as having
Weibnll distributions with €=1. This was done to ensure that
component times to failure were based on the system repair times.

- The sanie system function that was entered into the simulator was
entered into SPAR”, It would have been possible to simplify the system
function entered into the simulator by defining groups of components
as cat components. The reason why this was not done s that the repair
time would then be defined for the cat component as a whole, whereas

_in SPAR” it would be defined per subcomponent.

The SPAR® input and output files, i.e. STIN and STOUT, as well as the
subroutine LBOUT can all be found in Appendix H. This subroutine contains
the system function. A sample size of 500 was chosen and each sample
consisted of 10000 days of utilisation. An average availability of 0.61 and a
Percent Relative Standard Deviation of 3.49 % (PRSD) was obtained by
SPAR". The PRSD is the statistical error in the sense that with probability
0.95, the exact apswer lies in the interval:

(0.6151-0,.6151x2x,0349 , 0.5151+0,6151x2x%0,0349) = {9.5722 , 5.6580) {4.5.1)

The average availability of 0.60 obtained by the simulator compares favourably
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with the above values obtained by SPAR®.
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5 CONCLUSIONS

Engmeers require an economical, accuraie end easy o use system reliability
and availability tool. The simulator developed in this report is one such tool.

Anslytical methods for the reliability and availability estimation of large
systems ofien become impractical. The Markov method for system availability
estimation leads to large numbers of simuttaneous differential equations, The
situation is further complicated with the inclusion of non-exponential failure
and repair densities. Fortunately, the Monte Carlo simulation approach aliows
one to easily solve such problems.

The simulator is based to a large extent on the work conducted by Forry®™
with the inclusion of the system fu:action concept pioneered by Dubi®. The
simulator is limited to the analysis of those systems whose logic can be fully
represenied by a Reliability Block Diagram.

The Monte Ca.: ; methodology was applied to simulate the failure and repair
times of system: compc: znts from their spplicable probability distributions.
From this, one could compute the time to failure and repair of systems which
are made up of components. The systems analyzed included active redundant
systems, standby systems, paraliel and serial systems, as well as combinations
of all of these, The simulator also gave one the opnon of leaving components
on or switching them off during system repau' Drifferent optmns were also
available for calculating the system repair time.

The simulator generates an empirical reliability distribation as well as an
estimate of average availability if required. Confidence levels and measures
of dispersion are attached to each value. Raw data files conteining system
repair and faiflure times are made available for exporting to statistical software
such as STATGRAPHICS®. The raw data can be manipulated in these
packages and a distribution can be fitted.

‘The program was written in Microsoft FORTRAN 4.1° bui should work with
most FORTRAN compilers. This ellows one te run the simulator on a large
variety of computers. The random number generator was purposely chosen io
work with a very small computer word size which zlso allows one to run the
simulator on a large variety of computers. An engineer with a basic know.edge
of FORTRAN counld easily use the simulator.

The simulator can accommodate 25 components or cat components. The cat
components can contain a maximum of 5 subcomponents each. A maximum
of 5000 histories are permitted as well as a2 maximum of 25 entries for the
empirical reliability distribution table. These limits can be easily changed by
modifying the appropriate dimension statemens.

81



[

Based on the resulis of the simulation examples, it ¢an be coucluded that the

. simulator correctly determines the empirical reliability d tribution as well as .

the average availability, All the va};datlons compieted iz this study checked
out.

The model does have limited apphcability in terms of mo zlling general
systems. To include general systems wonld require extensive 1. fifications to
the smmlator For the modeilmg of general systems it is best toc resort to
AMIR or SPAR’,

.ll. .
b

It can b—e concludeff that the simulator offers an economical, practical and
accurate inanner of estimating the relxabillty and _availability of complex

network systems. It can save the engineer many hours of tedious work by
providing quick estimates of system reliability and availability.
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APPENDIX A
PROGRAM SOURCE CODE LISTING

w

PROGRAM MAIN
PROGRAM MALN

> ﬁNERM. REL!A.BILI"YIAVMLABILIT\' SYSTEM SIMULATOR *

oo

 COMMOM /CRES/ RES,RESOQ,HTYPE
COMMOR RMAXTM, RHINTH

% COMMON BiLOCKS DEFINED FOR SUBROUTIWE TAE

* RES - SUM OF SYSTEM.OEOMR TIMES

* RESG - $§UK OF THE SQUARES GF SYSTEM REPAIR TIMES
* NTYPE=0 -~ ONLY RELIABILITY CALCULATION

* NTYPE=1 - AVAILABILITY CALC, COMPOHEHTS SHITCHE'IJ OFF
* DURING REPAIR

* NTYRE=2 - AVATLABILITY CALC, COMPONEHTS LEFT Ok

* DURING REPAIR e

wrg Akt der et

X
3

* AN EE R RN

eEonRaonOanng

DIMENSION T(20),KFON(20),FPTR(20,2), JCODEC20),PT{1D)
DIMENSION TSYSEC5000),RPTR(Z0,2),REPLIY
DIMENSION KFREQC255,KST(20),KFC20), TSYSRCS000)

C Rk ik "k ek Rih Wik

C * MAXIMIM HUMBER OF COMPONENTS IS 20

C * NAXIMUM NUMBER OF HISTORIES IS S000

€ * MAXIMUM NUMBER OF CLASS INTERVALS FGR EMPIRICAL RELIARILETY
C % TABLE 15 25

€ * MAXIMUM NUMBER OF SUBCOMPOMENTS FOR CAT COMPONENT IS 5

* ¥ % A

o
C*T - TIME T4 FAIL FOR COMPOMENT OR CAT COMPONENT

G+ RETURNED BY FAILT ANDJOR MODIFIED IN PROGRAM MAIN
c* 1F COMPONENT 15 LEFT O DURING SYSTEH REPAIR ETC

C* KFD¥ - FAILURE DISTRIBUTION IDENTITY (ONE NUMBER)
FAILURE DISTRIBUTION PROPERTY (TLD NUMBERS Y
SINGLE cOMP (0),ACTIVE STANDEY eg 2 out 5 (52)
C* NOK-ACTIVE STAHDBY eg {-2)

0o
* %
-t
g‘v
-1
4
m
(]

) ~ ARRAY PT(K) USED IN SUBROUTINE FAILT

cw FOR CAT COMPONENTS

c* INCLUDED IN PROGRAM MAIN FOR DIMENSIONING PURPOSES
C ¥ TSYSF - SYSTEW FALURE TIME

G * TSYSR ~ SYSTEM REPAIR TIME

C * XRON - REF*IR DISTRISUTION IDENTITY (OME WUMBER)

C * RPTP - REPAIR DISTRIBUTION PROPERTY {TWO NUMBERS)

C* REP - REP(KFIX) SYSTEM REPAIR TIME

THE RUMBER OF SYSTEM FAILURES WITHIN EACH LLASS
6 * INYERVAL (EMPIRICAL RELIABILITY TABLE}

C * ¥ST - COMPOMFKT STATUS USED IN SUBROUTINE SYSY

C * TEMP2 - VECTCR OF POTENTIAL SYSTEM FAILURE TIMES USEﬁ' IN

cr SUBRDUTINE SYST

C* XF - NUMBER OF FATLURES PER COMPONERY,CALCULATED ‘lll
(R SUSROUTINE SYST

Cw

C * RAMIN - INPUT DATA FILE {UNIY 9)

C * RANOUT -~ QUTPUT DATA FILE (URIT 3}

€ * TTELIST ~ OUTPUT DATA FILE (UNIT 4)

£ * TIRLIST - GUTRUT DATA FILE (UNIT 8)

C * AVALIST - QUTPUT DATA FILE (UNIT 7) IF REQUIRED REHOVE
c* COMMERT CHARACTERS

LR 2 B S I I N I I I B I
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t . N N

¢ _

OPEN (UNIT=9,FILE='RAMIN STAYUS=rOLD ACDESSS | EOUENTIAL Y

*_ FORN='FORMATTED! }

c

READ (UNIT=9,FMT=11T) NTYPE,NTIME,R,KF1X,IPROB, ISZE, FI
917 FORMAT (BX,I1,8%,14,4X,12,7X,12,8%,12,7%,12,5%,710.2}
c
. ean »
C * NTIME - SANPLE SZE (MUMBER OF WISTORIES) *
C *H - ¥O. OF COMPONENTE *
£ * {S2" - HUMBER OF CLASS INYERYALS (EMPIRICAL *
c % RELTARILITY DISTRLIBUTION) *
c * AS INPUT BY THE USER ¥
£ * KEIX - REPAIR SPEC *
C * KFi¥=1 - SYSTEM REPAIR TIME EGUAL TO 50M OF UOMPOMENT  *
co* REPAIR TIMES *
C * KFIN=2 - SYSTEN REPAIR TIME EGUAL TO LARGEST LOMPONENT *
oo« REPAIR TYME *
€ % KFIN=3 - SYSTEM REPAIR TIME EQUAL TO AVERAGE COMFOMENT *
c * REPAIR TIME *
C *F ~ CLASS INTERVAL WIUTH AS INPUT BY USER ¥
€ * IPROB - RUN IDENTIFICATION NUMBER *
R AoERT L P
f

B0 20 I=1,H
READ (UHIM,FMT'ZGSJ ICODECT), KFONCT), FPTR(I 43, FPIR(I,2)
# KRDN{I},RPTR(I,1),RPTR{L,2)
20 COMTINUE
205 FORMAT €8N, I2,/7,7X,12,90%,E14.7, 90X, E14.7, 7,
7N, 12,108, E14.7, 10X, E14. 75
4

G arieniree sk se s & e Jednk dedeiede L1

c

OPEN (UNIT=3, FILES'RMT' STATUS" oL’ ,AGCESS='SEGUEHT!ﬁL‘
% FORM=/FORMATTED* }

MWRITE (LNIT3,FMT=118) IPROB
11B  FORMAT (f,26X,'RUN NO. #,12,77,26%, INPUT BLOCKY,/3
c .
WRITE (UNITS3,FNT=120) NTYPE,NTIME,N,KFIX,ISZE,F1
120 FORMAT (2X,/TVPE OF RUN (0, T,08 23« ieuererersernsnnnsaransanns?
17,7,
*2X, REQUIRED NUMBEY OF SIMULATED SYSTEM FAILURES.......?,17.7,
*ZX, INUMBER OF COMPORENTS IN THE SYSTEMusoouivnnasncnnnst 3708y
*2X, IREPAIR SPECIFICATION 1,2 OR 33eruormvevnvnronsenas? (77
42K, /NUMBER OF CLASS INYERVALS FOR RELIABILITY CALC.....? 17.7,
%2, FCLASS INTERVAL WIDTH.vnssseanensonrncsssnoransnnnset FI0.2,7)

b0 123 1=1,8
WRITE (UKIT=3,FMT=119) 1,1CODECY),KFONCI),FPTRCI, 1)
*, £PTR(1,2),KRDNC1Y,RPTRCI, 13,RPTR(E,2)
123 CONTINUE
119 FORMAT (2X,70OMP NO.Y,I12, 1x,'IBODE..',IZ,I.‘!S)(,'KFDH..'12
* 2K, PFPTRCI . o7 E16.7, 2K, ' EPTRCR) . .7, E14. 7/, 13K, 'KRDN. . ¢, 12
* 2%, 'RPTR(1).. 1, E14.7,2%, RPTR(2). .7 E14, 7, 24/)

WRITE (UNIT=3, FMT=122)
122 FORMAT (/,2TX,'OUTPUT BLOLK!,/)
¢

G B A L o,
c
OPEN (UNIT=4,FILE=fTTFLIST?,STATUS=/OLD , ACCESS='SEQUENTIAL
% FORM=* FORMATTED )
c
OPER (UNIT=B,FILE=*TTRLIST? +STATUS=/GIL0  ACCESS=! SEQUENTIALY
* FORM=! FORMATTED')
c
¢ OPEN (UNIT=7,FILES/AVALISTT STATUS='OLD/ ACCESS="SEQUENTIAL !
€ *,FORM="FORMATTED?}
c
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WRITE (6,127
127 FORMAT (/{I”,SX, TRAM SIMULATION MODEL FOR HEW SYSTENS?,/,
-t MY PREPARED BY RAY JENKINS! JIL11IITTEREY

* INITIALIZATION OF PARAMETERS *

[t Xz RNt a 1]

K5=1
RES=0
M5w=1
£LOCK=0
upT=n
RMAXTN=0
RUINTR=, 1649
0 &5 11,8
RF(1)=0
CONTINUE

* M5 - PROGRAM CONTROL VARIABLE USED IN SUBROUTIKE TAB, SET *
* T0 1 TH MAIN AND SET AGAIN TO ZERG IN SUBRIUTINE TAB *
* WSW - PROGRAM COMTROL VARIABLE, BEST EXPLALHED FURTHER ON *
- WHERE 1T IS USED *
* CLOCK - SUMMATION OF SYSTEM TIMES 1O FAILURE AND REPAIR "
* UPT - SUMMATION OF SYSTEM UPTINES *
* RMAKTH - MAXIMM OF SYSTEM FAZLURE TIMES *
* RUINTM - MINIMUR OF SYSTEM FAILURE TIMES >
* §F - NUMBER OF FAILURES PER COMPONENT *

* OBTAIN SAMPLE {NTIMES) FOR SYSTEH FMLURE *

e e e e

ﬁﬂnﬂﬁﬁﬂﬂﬂﬂnﬂﬂﬂﬂﬁﬂa

L0 50 1=, NTINE
WRITE (6,%) 1

* M5Y - PROGRAM CONTROL VARIABLE ) #
* IF AVALLABILITY CALGULATIDN 1S SPECIFIED, THEN THE *
* PROGRAM SHALL GALL FAILT ONCE IMMEDIATELY BELOM *
w
%

r

WHILST ALL OTHER CALLS SHALL TAKE PLACE *
WHERE SUBRQUYTINE FAILT IS SPECIFIED A SECUNB TIME *

ik it dd Reaioirk

oOoOOoOooDoono

nnnnnnn L3 AR R

f CBYAIN RAIIDOH TIHES T FAIL FOR EACH COMPCHENT *

Fedeiedr ke Aok hdrk i Ak i e il

CALL FAILT (T{4),KFONCJI),FPTR(S, T3, FPTRCJ, 2D, ICODEC3, PT)

el B

Rk Rk vk *k

SUBROUTINE FATILY RETURNS TIME TO FAIL T

*
* .
* T ~ TINE 10 FAIL FDR ORDINARY COMPONENT OR

* CAT COMPONENT (ACTIVE OR NOM ACTIVE STANDBY)

* ALYAYS GREATEE THAM ZERD

¥ PT - ARRAY USED IN SUBROUTINE FAILT, STBY AND PARL TO
* _ CALCULATE T FOR CAT COMPONENTS

i sty e e e e v el v o

EXE R R N E N ]

5 CONT INUE

. % COMPUTE SYSTEW TIHE TD FAILURE #
B

e ﬂn—hﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂ oo

CALL SYST {SYSF,T,N KST,TEHPZ, NF)

nngn

3




£ * FUKCTION RETURNS SYSTEM FAILURE TIME (SYSF) >
e w
€% T,4 -~ ARE SUPPLIED BY PROGRAM MAIN *
C*7F - COMPORENT TIME TO FAIL *
B*N - NUMBER UF COMPONERTS *
C* XST - COMPONERT STATUS, USED IN FUNCTION SYS *
C * TENP2 - VECTOR OF POTERTIAL SYSTEM FAILURE TIMES USED *
c* 1IN SUBROUTINE SYST *
C*NF - TDTAL NUMBER OF FAILURES PER COMPOHENT *
c o

“1F (SYSF.GT.RMAXTM) RMAXTM=SYSF

IF (SYSF.LT.RMINTM} RMINTH=SYSF
c
c - o T

G * FOR NYIME HISTORIES THE MAXIMUM SYSTEM FAILURE TIME SHAI.L hd
* BE STORED I RMAXTM AND THE MINIMM IN RMINTM

kW vevledeil

“ﬂﬂ

TSYSF{1)=SYSF
1F {SYSF.EQ.0.) TSYSF(I)=.1E-7
IF (MNTYPE.EQ.D) GOTO 45

L
o
F,
X
o
4
A
E,
E
X
..
k.
x
L
L.
N
E
A
E
.
o

e v ok o e ol ek v

nBoeon

€ * AVAILABILITY CALCULATION -

t L

€ * FOR THR RELIABILITY CALCULATION, GOTO 45

[

C * REPAIR FAILED SYSTEM AND ESTIMATE AVAILIBILITY

[ *

G * UPON CALL BY USER IN NTYPE SPEC, AND UPCH SYSTEM FAILURR

C * THIS PROGRAK DETERMINES A RANDOM TIME YO REPAIR EQUAL TO THE

C * SUM OF THE TIMES YO REPAIR, THE MAX OF REPAIR TIMES OR THE MEAN

C * REPAIR TIME OF COMPONENTS FAILED AT OR BEFGRE TWE SYSTEM FAILURE

. € ¥ TIME, CEPENDING ON USERS SPEC I KFYX, USER MAY ALSO SPECIFY

C * WHETHER THE CLOSK SHCALD RUN OR STOP DURING REPAIR. SYSTEM

€ * AVATLABILITY IS ESTIMATED AND PRINTED OUT WITH CLOCK TIME,

C * SYSTEM FAIL TIME AND REPAIR TIME

' -

C * COMPONENT FAILURES ARE REPAIRED WHEN A SYSTEK FAILURE OCCURS

cw

€ * L0GIC:

€ ¥ 1. IF A COMPONENY HAS FAILED BEFORE OR AT SYSTEM FAILURE TIFE

* 1.1 GENEFYTE A NEW TIME 7O FAILURE FOR THE COMPONENT

1.2 GENERATE A TIME TO REPAIR FOR THE COMPOMENT

1.3 FIND THE SYSTEM REPAIR TIME BASED OH REPAIR TIME OF
COMPONENTS

2. 1F A GOMPDMENT HAS NOT FAILED BY SYSTEN FAILURE TIME
2.1 COMPONENTS LEFT SWITCHED OM DURING SYSTEM REPAIR
2.1.7 COMPONENT HAS STILL NOT FAILED BY THE ER> OF SYSTEW
REPAIR TIME, CARRY THE REMAIKING TIHE LEFT ON THE
COMPONENT TO NEXT ITERATION
2.7.2 COMPOKENT FAILED WHILE THE SYSTEM WAS REING REPAIRED
OR WHEN 1T WAS REPAIRED, COWPOMENY TIME TO FAILURE
SET 7O 2ERO FOR HERT ITERATION
WHEN WE TRY TO SWITCH THE SYSTEM OH IT NAY
THMEDTATELY FAIL DEPEEDING ON ISYSUP
2,2 COMPDNENTS SWITCHED OFF DURING SYSTEM REPAIR
2,2,1 THE REMAINING TIME LEFT ON THE COMPOMENT IS CARRIED
FORWARD TO REXT ITERATION

HJTE'

IF THE CW‘DNEHTG ARE SWITCHMED OFF OR LEFT OM DURING SYSTEH
REPAIR, THE AGE OF THE COMPOMENT IS NOT LOST.

17 18 THEH FORE QUITE LOGICAL TO USE THE NUN EXPONENTIAL
FAILURE DI}.'IRIBUTIOHS EUCII AS WETBULL AND NORMAL

----------- ek v dr ik

¥ ¥ X ® B R %A R %R R W kR E RN K N RN EE N E RN ERF RN E RN

oOoanDoaOoGnaoOooRaanoanoaonaonannaon
LB B B S B RO R O B B B N N A

.I!v
pr
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REP({1)>=0
REP(2)=0
REP{3)=0
HREP=0)

Wk Wk

* PEPIKFIN) - SYSTEM REPAIR TIME WHICH DEPEUDS ON RFIX o *
¥ REPAIR SPEC - KFIX . *
* NREP - HUMBER GF CDMPOMEWTS REPAIRED AT EACH SYSTEM FAII.URE *
* (USED TO CALCULATE AVERAGE REPAIR TIME

MI=KTYPE-1

HTYPE = 1 AVAIL CALC COMPONENTS SWITCHED OFF DURING REPAIR {M1=0)
= 2 AVAIL CALC COMPONENTS SWITCHED ON DURING REPAIR (MI=1}
= D ONLY FOR RELIABILITY HOT APPLICABLE HERE

M! IS A PROGRAM CONTROL. VARIAHLE, RELATES T WHETHER

COMPONENTS ARE SWITCHED OM OR OFF DURING REPAIR AND

* CAN BE EITHER O OR 1

* UPT - BYSTEM UPTIME

* I:LO"K ~ SYSTEM UPTIME + DOUWNTIME

el ik s s R e vt el ik e

3

b
ST IP AP 4

L I 2 O

oaonoaaonanon OaOantaon

CLOCK=CLOCK+5YSF
UPT=UPT+SYSF

Do 37 K=1.M
TTRST(R)Y-SYSF
(M

Ak v ek deve i ik

'C * THIS LOOP IS ACCOMPLISHED FOR EACH COMPGNENY FOR EACH KISTORY *
C ¥ SUBTRACT SYSTEM FAILURE TIME FROM CBHPGIEHT FalluRE :
C * TINES

Rk e kb ik kb bk R kR ek L L2

o
*
o
E
3
|

IF {T(K3} 305,305,303

Federeddrdeodede ok L3 ekl

* FOR EACH COMPONENT *
* T{Ky < 0, =0 GOTG 305 (CCHPCNENT FAILED} *
* * T(K) > 0, GOTO 303 (COMFONENT HoT FMLED) *

TR o e e le de i e vk e e de A ek e %

aoonn o

ghn

IF (ND 315,315,304

3

PROGRAM PASSES THROUGH HERE IF COMPONENTS ARE LEFT ON
C * DURING REPAIR, NTYPE=Z, Mi=1, GDTO 304 :
C * IF COMPONENTS SWITCHED OFF DURHIG REPAIR GOTO 315 *

dekede e ok de i Ao AR Ak Lz L1 b

noa
* ¥

o

GoTo 347

3

CALL FAILT (T(K) KFDNZK),FPTR(K,13,FPTR(K,2),
* ICODECKY , PT)

REP(1Y=REP{1}+RDUM

HREP=HREP+1

REP(2)=AMAX1{REP{Z) ,RDUM}
7 CONTINUE

REP(3)=REP( 1 }/NREP

RES=RES*REP(KFIX)

. RESQ=RESQ+REPCKF IXJ*REPCKF (%)

[ femiiatedo b e doin b d ok ey ekl st i el ey Ao e dedesh ok de el denke ol
L * T'- TIRE TO FAIL ALMAYS GREATER THAN 2ERO *
T * ROUM - TIME 7O RSPAIR ALWAYS GREATER THAM 26RO ¥

P



€ * RES & RESG - PARAMATERS IN THE COMMON BLOCK fI:RESI *
C * UskD IN SUBRCUTINE TAE
t e *
[ .
CLOCK=CLOCK+REP{KFIX)
AVAL=UPT/CLOCK
c
c WRITE (UNIT=7,FMT=348) CLOCK,SYSF, HEP{KFIX),AVAL

€348  FORMAY czx,m 2,5%,710.2,3X%, F10.2,5¥.F5.3)
c

¢ .
C * AVAL - CUMULATIVE AVAILABILITY THROUGHOUT THE SIMULATION
cw

€ * THE FINAL VALUE OF AVAL IS ALSC CALCULAVED IK SUBROUTINE TAB
C * USING AVERAGE SYSTEM FAILURE AND REPAIR VIMES

C * THIS IS THE AVERAGE AVAILARILITY VALUE IN RAMOUT

E » 2 % n &

11 IF {M1) 320,320,307

e ek i iRk

G * PROGRAM DOES THIS LOOP IF COHPONENTS ARE LEFT ON DUR'HG *
€ * REPAIR, NTYPE=2, M=t ol

CGrWoo

o T e e ek e Lz b

o

307 DO 312 X=1,K

L L2 b L

K < 0

THEN SYSTEM FAILURE TIME
REP{KFIX) - SYSTEM REPAIR TIME
FAILURES ARE REPAIRED WHEN A SYSTEM FAILURE OCCURS

IF THE TIME LEFT ON A COMPOMENT:
IS LARGER THAN THE SYSTEM REPAIR TIH‘E CARR'( FORMARD
REMAINING TIME
15 EQUAL 7O SYSTEM REPAIR TIME - REMAINING TIME IS ZERO
ANYWAY
IS LESS THAM SYSTEM REPAIR TIME - REF.INING TINE IS $ET %0
ZERD

2w % F F % kRN %W

PROGRAM PASSES THROUGH HERE IF COMPOMENT FAILURE TIME IS LARGER

* o % % & % * # ¥ % % ¥4 A

Lt Wk kRRn

HODODOOOODOOaoOoOoomn

=

TIK)=T(KIREPCKFIX)
IF {T{K)) 309,312,310
GOTG 312

310 T{K)=0

312 CONTINUE

c

45 CONTINUE

c

50 CONT INUE

c

C ) Yedr skl Ak derke W

O i X ik

c Sk w LE LB e Tt wkik Wi

c* TABULATE RESULTS *

L W A AR b it e kRN kAR ek

[

PO 51 1=1,NTIME
CALL TAB {TSYSFCI),F1,NTIME, KFREQ, 1SZE,MS)
c
€ kit A .
C * EMPIRICAL STATS CALCULATED AND PRINTED BY THIS *
C * SUBROUTINE *
C * KTINE - NUMBER OF HISTORIES ) o

[} Rk bk e e iede ek L L

* NF - NUMBER OF FAILURES PER COMPOMENY ¥

[
€
c
[
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*  CALCULATED BY SUBROUTIKE SYST *

Al R A R Lt o

- 00

WRITE (URIT=3, FHY=126)
126 FORMAT (//,2%,13NFAILURE BLOCK,//,
*2%, 13HCOMPONENT NO.,5X, 3BHNUHBER OF FAILURES,/)
D0 54 1=1,4
WRITE (ONIT=3,PNT=125) I,RF(I)
125 FORMAT{5X, I3, 18X, I5)
54 CONTINUE

| DO 971 T=1,NTINE

WRITE (URIT=B, FHT=301) TSYSRCI)
301 FORMAT (5X,F10.2)

WRITE (UNIT=4, FMT=341) TSYSF(1}
341 FORMAT (5%,F10.2)
971 CONTINUE

WRITE (6,371)
ETa FORMAT {77747,5%, ' STHULATION 1S NOW COMPLESE’ f/7/1)

END
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SUBROUTINE SYST

SUBROUTINE SYST (SYSF,T,N.KST,TEMP2,KNF)

* CALLED BY PROGRAM MAIN
* RETURNS THE SYSTEM FAILURE TIME (SYSF) AND NUMBER OF
FAILURES PER COMPOHENT

NUMBER OF COMPONENTS 1M THE SYSTEM

VECTOR OF COMPONENT FAILURE TIMES (FROM PROGRAM MAIN)
. SYSTEM FUKCTION, MAY BE LARGER THAN OKE

* {87 ~ COMPONENT STATUS, f0’ IS DOWH, %1/ 15 UP

C * TEMPZ TEMPORARY STORAGE VECYOR TO Flﬁﬂ THE SYSTEM

c* FAILURE TIME

C* TENPT - TIME AT WHICH THE INTERHAL STATUS OF EACH COMPONENT IS
c* CHECKED

C* ¥ ~ YiUMBER OF EAILURES PER COMPONENT *

[ i e e

¢

N
T

*
*
o
*
* {SYSUR

anoaaoonanann

i l_‘-l LI |

* o * F kR NEREIRE

DIVMENSION KST{20), TENP2{20),T7200,NF(20)
4= g

pD220 1 =1.M
TEMPT1 = T(1}

L]

£ ek h

C * CHECK STATUS OF EACH COMPOMENT AT TIME TEMPY *
C * CALCULATE SYSTEM STATUS AT TIME TEMP1 *
C¥IF SYSTEM STATUS IS a, STORE TIHE N TEIIPZ *
C i il

1

B30 L =1,k
IF (TCL).LT.TENPL.OR.T(L).EG.TENPT) THEN
KST(L) = 0
ELSE
KST(L} = 1
ENDIF
CONTIMUE

f’(’gg

ed e ekl e dedke ok Sk vk oy L1

L=* EHTER THE SYSTEM FUNCTION HERE

C = 18YSUP - SYSTEM STATUS, MAY BE LARGER THAN OME
C * ¥ST(I) - COMPONENT STRTUS, 0or 1

[ 3]
SR ——

c ot e e
4]
ISYSUP = KST{1)Y*XST{2IYKST(I)I*KSTLG)
c
IF ¢ISYSUP.EQ.J) THEW
J=d#1
TEMP2¢J) = TEMP
ENDIF
[ .
20 CONTINUE
M
[ Wk ik Pk e e ok v vl e ol i e e o ke e e i i
G * FIND SMALLEST SYSTEM TIHE 1O FAILURE SYSF %
[: ol nq-n-
[ i,
IF CJ.GT.03 THEM
TENP3 = TEMPRZ(1)
D701 =1%,4
TEMPE = TEMP2¢1)
IF (TEMPS,LYT.TEMP3) TEMPE = TEMP4
70 CONTINUE
SYSF = TEMP3
ELSE

WRITE (UNIT=6, FHT=80)
o0 FORMAT (‘UN&BLE TO RETURM SYSTEM FAILURE TIHE TO PROGRAM MAINT)
sTop
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ENDIF

L
P . ,
€ * CALCULATE NUMBER OF FAILURES PER COMPOMENT HF *

e
c

200
&

I

DO 200 T = 1,4
1€ {T(1).LT.SYSF.0R.TC1).EG, SYSF) NE(E) = NF(I)+]
CONYINUE

RETURN

EHD =

%,

i o1



mnnnnnnnnnpauﬁnnnn

n

l.'!ﬂﬂﬂﬂﬂﬂﬁﬂﬂﬁﬂﬁﬁhﬂﬂﬂﬂﬂﬂﬂﬂﬂnﬂﬂﬂﬂﬂﬂ

SUBROUTP\IE FAILT

SUBRUITIHE EAILT (T1,KF,FI1,7,IC, PT)

3

* CALLED BY PROGRAM HAIN
* CALLS FUNCYION STEY
* CALLS FUNCTION PARL
: EALLS SUBROUTIMNE: ETIME

* SUBROUTINE CALLED FOR EACH COMPONENT

* SUBROUTINE RETURNHS (TI) FOR EACH COMPONERY

* THE COMPONENT COULD BE A CAT COMPOMENTY (ABTIVE or
* NOM ACTIVE STAKBBY)

ok % % B kBN

* TI = T{J7 IN PROGRAM MAIK
* KF = KFDK{J> IN PROGRAM MAIN

* FI = FPTR(4, 1) 1K PROGRAM MAIN
* Fd'= FPTR(A,2} IN PROGRAR HAIN

i€ = ICODE(J) 1N PROGRAM HAIN

=0 SINGLE COMPONENT

IC = 52 ACTIVE STANDRBY 2 QUT OF 5

16 = -2 MON ACTIVE STAMNDBY OF 2 COMFONENTS

PT = PT IN PROGRAM MAIN
ONLY FOR DIMENSION PURPOSES IN PROGRAM MAIN
USED FOR CAT COMPOMEHTS
THE ARRAY PT(K} IS USED IH THIS SUBROUTINE

* 4 % FE A F R EERREEREEN

EOEE R H N RN K R W

Yeulric i

DIMENSION PT(5)
1F (IC) 20,22,24

IF IC =0 GOTO 22
if 1C <0 @OTOQ 20
iF IC >0 GOTD 24

IC = 0 SINGLE COMPONERT

IC = 52 ACTIVE STANDBY 2 OUT OF 5

IC = -2 HOM ACTIVE STANDRY OF 2 COMPONENTS
MAXIMUM OF 5 LRU/S ALLOWED IN CAT COMPOHENT *

*
w*
L ]
t
*
R
1 4

aat-x-wa-mnn:

et e e b sl M & ke e Y
E L

* ICJ ~ NUMBER OF CONPONENTS REGUIRED FOR SUBSYSTEM SUCCESS *

DO 73 K=1,1CY
CALL ETIME {TI,KF,F1,F§)

* ETIME RETURNS TI .. *
* CALLED ONLY ONCE FOR SINGLE COMPONENT #
* CALLED MANY TIMES FOR A CAT COMPORENT *

PTER)=TS

* PT(K) AN ARRAY FOR CAT COMPORENTS *

LY L2

© ﬁﬂﬂﬁﬁmﬂnﬁﬂﬂﬂﬂ

IF (18) 30,79,34

w

0 T1=STBY(ICI PT)



SUESYSTEW IH STANDBY CONFIGURATION *
CALLS FHIICT!OH STBY

aon
L 4

TI=PARL{ICI, IC,PT)

ﬂﬂgﬁﬂ

:

SUBSYSTEM IN ACTIVE PARALLEL *
CALLS FUHCTION BARL *

[y R
%

aﬂn

RETURN
EHD

%3




FUNCTION STBY

FUNCTION, STBY (NEG,T)

[
G Tehirek : it .
C % CALLED BY SUBROUTINE FAIL'F *
[k *
c* RETURHS CAT COMPORENT TIKE TO FRIL (STBY) FOR *
G * CORPONENTS IH BOM ACTIVE STANDBY *
£* NEL = ICI IN SUBROUTINE FAILY *
£* ICI = -IC = ICODE IN PROGRAN MAIN) *
c* ll: = =2 HOH ACTIVE STANDSY OF TWO COMPOHENTS ETC *
[ = PT IN SUBRQUTINE FAILY *
Ew* mlﬂtll oF 5 MHTS Hl CAT COMBPONENT b
T A
€ *

DIMENSION T(5> u

DG 1 E=1,MEL
1 STBY=STRY+T(1)
B . n
P L o PP .
C % ARRAY FOR TCIY IS KEPT IN SUBROUTINE FAILT AS PT{K) *
c* STBY IS A smnm OF EACH SUBCOMPOMENTS LIFE *
o AR R IR
c

RETURN

END

- {\_,};
v
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FUNCTION PARL ;

FUNCTION PARL (MEL,NSUS,.PT)

* CALLED BY SUBRWTII(E FMLT :
& .

L * CEYERMINES THE YIME TCI FAIL FOR A SUBSYSTEM OF UP YO FIVE *
- B % COMPONENTS IN ACTIVE PARALLEL REDUNDAKCY GIVEW RANDOM ?IHE *
€ * 10 FALL VECTOR PT{K) IN SUBROUTINE FAILY

C* JEL =ICY IN SUBROUTINE FATLY - IS THE NIMBER F mmrs*
c* NSUS wICJ IR SUBROLTINE FAILY

[z N1 X201

T
7} ﬂﬁ"}ﬂﬁnn‘ng

cw 15 THE 'nwnsa REQUIRED FOR SUBSYSTEN SUCTESS *
& o "
[ s
DIMERSION PT (5)
¢
£ oWy
£ * SORT PT LOW 7O HIGH *
e A .
c '
S po 15 1=2,MEL
Y IF (PT{13-PTLI-13) 10,15,15
10 - ~ TEMP=PT(1)
1Mt -1
DO 20 J=1,IM
LuI-J
13 PTCL*1)=PT(L)
20 CONTINUE o
PTE1I=TENP '
G010 15
PT{L+1)=TEMP
L GOHTFNUE
* TIMES 10 FAIL ARE ODERED FROW LOWEST TO RIGHEST *
* EG FOR 2 OUT OF S WE SELECT THE TINE TAY FAIL OF *
ETHE S « 2 + 1 = 4TH COMPONENT *
PARL=PT (O}
RETURN
EAD

o
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SUBROUTINE ETIME

SUBROUTIRE ETIME (T1,1D,P1,P2)

c i g TR b il

C Wi e . etk

£ * CALLED BY SUBROUTINE FAILT FOR IME TO FAILGRE

€ * CALLED BY PUDERAM MAYN FOR REPAIRS

G * CALLS SUBROUTINE RAND

G * R I3 BETHEEN O AND 1

€ * SUBROUT “E DETERMINES A RANDOM TIME FROM DISTRIBUTICH ID
C * TO FAIL DR REPAIR DEPENDING ON PT AND P2

X

G % TI - RANDOM TII: 7O FAIL RETURNED TO FALLT AND

4% % % %R F X ER N LRSS

t* CAT COMPQIJ:ii? TIME TO FAIL CALCULATED BY FAILT
cw RDUM, KANDOM REPAIR TIME RETURMED TO MAIN
C¥ID - KF,XFDN 1,2,3 OR &
c* KRDH
C* Pt~ EI,FPTRCT) COMPULSORY FOR ALL DISTRIBUTIONS
c* RETRCTY
C % P2 - Fi,FPTR(Z) OPTIONAL,DEPENDING O THE
c* nmtz) DITRIBUTION
[: Wik ke YRk I el e A e R e e L R
c e 3
K=ID
e
C i Lt ks e Bk
£ * EXPOMENTIAL DISTRIBUTION, WHERE P1=MTRE *
C * T1 IS ALHAYS POSITIVE *
c ey
P
1

CALL RAND (R)
TI=-P1*(ALGGCRY)
RETL RN

Wedr e ek R ik Yedr i el TR W etk e e ek

HORMAL DISTRIEUTION WITH HEAN P1, STANDARD DEVIAVICN P2 *
TI IS ALWAYS POCITIVE

i ik L1 Ve el el LA b Lt g Rk

MO0
* % ¥

CALL RAND {RA}
CALL RAND (RE)
Va{-2, *ALOGERA) I **  5*COS(6. 2R34*RE)

TI=Vp2+pl

I (71} 99,20,20
19 T1=0
21 TI=EXP{TL)
22 RETURN

C o
o dndideiedk ok § W yeseik ek dedeirdrir s i b Ak
€ * WEIBULL DISTRIBUTION, R(T)<EXP(-(T/A)™*3) WHERE P1=A, P2=B ¥
L * A - SCALE PARAMETER A=CHARACTERISTIC LIFE *
£*  THE CHARACTERISTIC LIFE IS THE TIME AT WHICH 63.2 % OF *
€ *  ITEMS HAVE FAILED *
C* B ~ SHAPE PARAMETER *
C* B <1 DECREASING HAZARD RATE *
C*  B=1 SAE AS EXPONENTIAL,TONSTAN! HAZARD RATE *
C* B> 1 INCREASING HAZARD RATL .
*
Wk

c* B=3.5 OR HIGHER APPRONIMATES HURMAL DISTRIGUTION
€ * TI 1S ALVAYS POSITIVE

& Seshee e e Adevi et s St de-ste vie e i e de e e e i sirde sede e I e ot e e e shede e ol e viese e ol e e e e s

c

3 CALL RAND (Rj
TI=pI%(-ALOGCR) YA¥p
RETURN

C
£ Rk AR AR R IR R LIk ik
C * LOGNORMAL DISTRIBUTIFW WITH MEAN P1, STARDARD DEVIATION p2 =

€ * A VARIABLE WHOSE LOCARTTHM FOLLOWS THE NORMAL PROBABILITY *
C*Lay *
£ * VARIABLE X, ¥ = L X ;5 HORMALLY DIoTRI WTED MEAKN w
C ¥ AND VARIANCE RELATE 10-Y *

96



II.‘

€ * P - HEAN WHITH RELATES TO THE MATURKL LOG OF THE VARIABLE *
€ * p2 - 1D DEVIATION WHICH RELATES YO THE MATURAL LOG OF THE *
C* VARIABLE : . *

o *
[ waw * ik ek e th ieweh fiek
c
[
. RETURH
END

97




* P1 - NEAK WHICH RELATES TO THE MATURAL LOG OF THE VARIABLE W
* p2 - STC DEVIATION WHICH RELATES TO THE NATURAL LOG OF THE *
: VARIABLE *

. *

ks ik gtk ek ndk sk e e e L] - {[

[
g
C
[~
|4
C
c

RETURN
END
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SUBROUTINE RAND

SUBRCUTINE RAND (2}
c

R ks v e e e e e

C * COMBINED CONGRUENTIAL RANDDM

HUMBER GENERATOR *

£ % FOR SMALL VORD SIZE AND LONG CYCLE LEWGTH

¢ r
€ -

[ cALL RANDT €
CALL RAHD2 (X)
CALL RAKD3 (Y¥)

Z = AMOD {WeX+Y, 1)
RETURN -
ENG

SUBROUTINE RAND1

SUBROUTINE RARD1 (2)

DCUBLE PRECISION DM, DSEED
DATA DK /302697
DATA DSEED /5/

DSEED = DWOD {171*DSEED,DM)

RETURM
END

SUBROUTINE RAND2

SURROUVINE RANDZ ¢Z}

. DOUBLE PRECISION DM, DSEED
DATA DR J303G7/
DATA DSEED /117

DSEED = GMOD (172*DSEED,DM)

RETURN
END -

SUBROUTINE RAND3

SUBROUTINE RAND3 (Z)

DOUBLE PRECISION OM,DSEED
DATA DM /303237
DATA DSEED /77

DSEED = DMOD C170%DSEED,0M)

RETURR
EHD

98



SUBROUTINE TAB

SUBROUTINE TAB(A,F1,NY,KFREQ, JSZE,M5)

G

R L T T L I

£ * UALLED 5Y PROGRAM MAIN *
E™ A& - TSYSF(1} IN MAIN *
E * NT - SAMPLE SIZE (NTIME 1K MAIN} - _ *
L % SCRTS DATA INTO FREQUENCY CLAZSES OF 51ZE FI, DETERMINES *
€ * AND PRINTS RESULTING FREQUENCY AND EMPIRITAL *
C * PROBABILETY DISTRIBUTIONS *
C * ESTIMATES NEAR AND VARIANCE OF SAMPLES *
[ E i s e vk ek o eyt
C

COMMON  RMAXTH, RMINTM
COMMON /CRES/ RES,RESG,NTYPE

DIMERSTON KFREQ(2),PH(5),ZH(5)

ey ek 120 2

* SORT DATA INTO CLASSES, C(HPUTE MEAR AND VARIANCE *

IF (MS) 2,4,2

el ek Wk

* M5 -~ CONTROL VARIABLE, ORIGINALLY SET 7O 1 IN FROGRAM MAIN
* AND SET ACGAIR TO ZERO W SUBRDUTINE TAB

* THE PROGRAM OMLY PASSES THROUGH HERE ONCE THEN

* TO LINE &

* 1§2E - NUKBER OF FREQUENCY CLASSES

* K1 - SANPLE SIZE

b o ok N e e el
Teokedr e e v e e e e dle vie-Se i s de ke e de e e L AR A AR R IR TR R AR L

IR EEEAE N

—RHOoOoOoGEaonQ s X +ReBrlz 3

KFREQ(L )=0

KI=NT
PR
* POISSON TABLE *

T wir

anadon

PH{1)=2.996
PN(2)=k . P44
PH(3)=6.296
Ph(43=7.655
PH(53=9.155
2N(1)=.0516
ZN(2)=.3530
H(3)=.8168
ZH¢4)=1.3651
ZR(5)=1.9636

KOVR=l
SU=0,
SUNSR=0.

* g e de i e el LT it LIk L)

* A~ SYSTEN FAjLURE TIME, TSYSFCI) IH PROGRAM MAIK *
% Fl - SIZE OF THE CLASSES, FROM PROGRAM MALW *
e 4 - FREQUENCY £LASS IN WHICH THE SYSTEM FAILURE TIME FALLS *

Feededeseiede W drfed e veirde ke W

1F{J- 1577\ B7,87,86

& Bt ik L
ek LY T Ve L1 L La

* JF J IS LARGER THEN I1SZE THEN GOTOD 84 OTHERWISE GOTO 87 ¥
* CALCULATE NUNBER OF QUTLIERS . *

e e e e e Je i e v e e ek e i e Wik ek *®

gnnnnnn noOMONOGO

KOVR=KOVR+1 :
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GOTC 88
87 KFREQ( 3 y=KFREQC4 )41
c
[ %ok
G * KFREQ - FREQUENCY cnuursn EXCLUDES CVERFLOM KUMBERS *
cw KFREQ TS RETURMED TO PROGRAM MAIR *
C % XOVR - OVERFLOW COURT *
C* ALL SYSTEM FMI.URE TIMES ARE USED. TO CALCULATE SUM AND SDMSg *
T ek ik sk e vedeoe it fod S st devievt ke ke v veirk

SUNRSUMFA
SUMSQ=SLMSGAYA

* KI - SNPLE SIZE AND 1 1S SUBTRACTED EVERY TIME THE ¥
* . PROGRAM PASSES THROUGH HERE

* THE PROGRAN OMLY PASSES THROUGH NERE FOR THE LAST  *
* HISTORY (KFREQ,SUM,SUMSQ HAVE BEEN CALCULATED)  *

FARREW Lt o Lt L

K

FR(KI) 15,5,15
ANT=NT

v oot ono ig(ﬁ

VAR= (SUMSQ-ANTSTREAN*TMEAN } / (ANT -1, )
SIGHA=SURT(VAR)

TMEAN - MEAN OF SYSTEM FAILURE TINES *
AR« VARIANCE OF SYSTEM FAli.URE TIMES *

* LE ez e de v s e ok

* % ¥ %

IF{HTYPE.EQ.0) GOTO 200

n L WAk Tk

Wk s riedidricik e o

W e i TT TR

* ONLY ;'JR AVAILABILITY CALCULATION *
ﬂ*tk*ﬂ***i*Ht*#****Wmﬁﬁ*nﬂ***ﬂ**ﬂ*t*ﬂtﬂﬂﬂ

aoaanoa oooono

yﬁl'lE(l.m!TBB FHI=96).

FORMATC/ 2%, 1BHRVAILEBILITY BLOCK)
EB&R=RESIAN

RVAR=(RESQ~A H*RBlR*RBARJI(AH 1.}
STEHM=SORT{RVAR) :

gz [

et e e el v e el

* RBAR = MEAN OF SYSTEM REPAIR TIMES *
* RVAR = VARIANCE OF SYSTEM REPAIR TIMES *

ek R L

tar:r:r:r:r:

VARN=CVAR/ (THEANYTHEAN) +RVAR/ {RBAR®REBAR) )/ (156.%AN}
IN=90

17=65

SIG=SART{VARN)

AV1=1, 2BA%S1G+.5

CONT={ 1, -AVI JYAVALS (AT -2 . FAVIWAVAL+AVAL)
AN2=1,645%51G+.5

COH2a( 1. -AV2)*AVAL F(AV2-2. *AV2*AVAL+AVAL)

WRITECUNIT=3, ENT=97) THEAN,STGMA
FURMAT{/, 2X, 1 7HAVERAGE UPTIME..., Fi8.2,
*1&H SI6MA. .o .a., FI0.2)

WRITECUNIT=3,FHT=98) RBAR,SIM
FORMAT (2, 17HAVERAGE DNTIME. .. F10.2,
60 SIGMA......,F10.2,/)

n g o g o

WRITECUNIT=3,ENT=348) AVAL,510
348 FORMAT(2X,22HAVERAGE AVAILABILITY..,F5.2,
60 SIGMA......,FiG.2,7)

160




I . i | i T ey 11

SOnGO0 oaooooann oocanooonn

R ERAL D g L e T 1 AR S R B A R T A

C

WRITE(UNIT=3, FHT:=99) 1N, CON1

HRITECUNIT=S, ERT=09) IT,CON2
$9  FORMAT{2X,3NTHE,13,

*281 PERCENT KONFIDENCE LEVEL...,F6.2)

c
200  CONTINUE
o
G #e + * o
c { i w = RN
. P s i "
C * FIND ENPIRICAL RELIABILITY PROBABILITY DISTRIBUTION *
c PIRICAL .
‘: .

SUMR=1,
c

WRITECUNIT=3, FHT=106)
106  FORMAT(/,2X, *RELIABILITY BLOGK')
¢

WRITECUNIT=3,FHT=103) TMEAN,S1GMA
105 FORMATC/, 2%, 20MMEAH LIFEeesevurveaennuene FI0.2,7,2,
26U IEMAn e aeenrnnnaavnnrerenn F10.2)

. C

WHLTECUNIT=3, FHT=106)
106  FORMAT(/,2X,24HRELIABILITY u*srkmuncu J1 7K,
A4HTINE, 5X, PHFREQUENCY , 3%, 4HRSSL , £X, SHRMLE, /)

20.3 1-1,182ZE
FREQ=KFREA(I)
PROB=FREG/ANTY
SUM2=ABS(SUM2-PROB)

KFREQ - RUMBER OF FAILURES IN EACH INTERVAL

* *
* M2 - CUMULATIVE PROBABILITY AT THE END OF EACH *
* INTERVAL AFTER SUBTRACTING THE PROBABLTTIES  *
*  FOR EACH INTERVAL A
TCUMEANT*SUMZ _ J

& e ke Aol Al e e,

10N - CUMULATIVE NUMSER OF SURVIVALS UP TO THIS POINT ¥
IN TIME GIVEN BY SCALE=SCALEAFI *

* #

PR R TR Rk e e e e e e o

* 95 % LOWER CONFIDENCE LINIT (NORMAL) *

LT b L]

RL=5UN2-1.645¥SQRT(SUME* (1. ~SUMZ) FANT )

------- wRE ki i1

Y% % LOWER CONFIDENCE LIMIT (POISEON) .
USED FOR. THE EJ(TRERES FIRST 5 AND LAST 5 FAILURES N

* % %

7=, 05%%( 1. JANT)

IF (ICUM.EQ.NT) RL=Z

IF {ICUM.EQ.0) RL=0

IFCICUM.GT. 0. AND . TCUM.LT.8) RL=Z!‘(ICWJ/MT
IR=NT-1CU

IFCEN.ET.D.AND. IN.LT.6) RL=1.-PRUINIZANT

c
1F {RL.LT.0.) itl=0.

c :
WRITECUNIY=3, FMT=1D1) SCALE,KFREQ(I} AL,SUM2

101 FORMAT(2X,F10.2,6X, 14,3, F6.3 .5, F&.3)

[

I 1

3 CONTINUE
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R

FOVR=KQVR

LA r Tedriek

* FOUR - OVERFLOW (ISZE AND ¥I ARE SELELTED BY USER) *

kR

moanono 0

- PROB=FOVR/ANT
SUMZ-SUNZ-PROB

ek Rk

THIS 1S A CHECK, SUMZ BEING THE CUMULATIVE PROBABILITY
AT THE END OF THE LAST INTERVAL WNILE PROB 15 THE
'PROBABILITY OF THE OVERFLOW, SUBTRACT THE TWO

AND WE SHOULD HAVE 2ERD

LI 3 3N I ]

F > % ¥ % ¥

aonnoanon

WRITE(UNITA3, FUT=105) KOVR, SUM2

105  FORMAT(/,2X,BHOVERFLOM,6X, 14, 16X, F6.3)
c
c .
WRITE (UN1T=3,FMT=522) ISZE,FI,RMAXTH,BMINTM
522 FORMAT ¢/,2X,30NNOMBER OF CLASS INTERYAIS.....,I7,f,
*2%, 30HELASS TRTERYAL WIDTHoeesrounos F19.2,7,
2%, SOHMAXINUM SYSTEM FATLURE TIME..., F10.2,/,
*2K, SORMIMINGH STYSTEM FAILURE TIME...,F10.2)
¢ i}
15  REIURN : i
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W et

RAMIN - EWS

NTYPE...ONTINE. ..5C00K. .. 11KFI¥, .. 1IPROB...
JCORE...0  L(RUNG

KFDM... TFPTR(1)... .BO00U0DE+O3FPTR(E}...
KRDH... ORPTR(1)... .00COOQOE+DORPTRC2)...
1CODE...0  LRU NO.2 .

KFDN... TFPTR(1)... ,2500000E+05FPTR(2)...
KRDN. .. ORPTR(1)... .00000COE+QORPTR(2)...
ICohE...0  LRU HO.3 :
KFDX... 1FPTR(})... .ZBDOOOOEHQLFPTR(Z)....
KRON... ORBPTR{Y)... .0OOOQOOS+OORPTREZ)...
ICODE...U iR NO.A

XFDN... TFPTR{1)... .1000ODOEHSFPTR(Z)...
KRDN... URPTR¢TY... .OUDDGOOE+ODRPTR(2)...
ICODE. . .0  LRU NO.5

KFOM... 1FPTR(1)... .VOO000QOE+05FPTR(2)...
¥ROR.., ORPTR{1)... .OODOCOOE+OORPTR(Z)...
{CODE...0  LRU NO.& .
KFDM... 1FPTR(1)... .190O0OCE+QSFPTR(2}...
KRDH... GRPTIR{1}.,. .OCOODOOE+OQRPYR(Z)...
ICODE...0  LRU NO.7 i
KFDH... IFPTR(T)... .100000CE+0SFPTRLZ)...
KRD¥... ORPTR{1)... .COODDOCE+QORFTR(2)...

- ICODE...& LRU ¥0.8

KFON... TFPTR(%)... .1000DROE+04FPTRC2). s
KRDN... ORPTRC1),.. -OODDUOOE+DORPTR(2)...
1C00E,..21 LRU HO.9

KFON.., TFPTR(T)... .34400D0E+03EPTR(2). ..
KRDN.., ORPTR(1)... .OCKOUO0E+QORPTR{(R)...
ICODE...21 LK NO.1G

KFON... TFPTR(1)... .3440000E+03FPTRC2),..
XRDN... ORPTRC13... .OOCOODUE+DORPTR(Z)...
IEODE...32  LRU HO.1?

KFoM... 1FPTR(1}... .51900D0E+0BFPTR(2). ..
KROM... ORPTR(13... .O0DOCOOE+DORPTR(Z)...

s ey TS e T T e e e LT il e

'EWS RELIABILITY SIMULATION

1182E,..12FL... 50.0

-D0000O0E+DDEND
- 00CUGA0E+(OEND

.00000D0E+ODEND
. 0000000E+D0EKD

.GO0D000E+DOEND
LOS00005E+D0END

000000 +GOEND
LO0000OLE+O0END

DO00G00E+GOEND
- DD00OH0E+GOEND

~L000000E+O0END
.(000008£+00END

DOOBDOOE+O0END
- CODO0O0ESODEND

GOU0DO0E+O0END
.DOGOODOE+DOEND

LORI0COE+Q0END
ANOGOGCOE+IDEND

~O0000D0E+OOEND
A000300E+D0END

»00000DCE+ODEND
- UODDODDE+DUEND
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SUBROUTINE SYST - EWS

SUBROUTINE SYST (SYSF,T,N,KST,TEMP2,NF)
14
c NP
C * CALLED BY PROGRAM MAIN *
C * RETURNS THE SYSTEM FAILURE TIME (SYSF) ARD NUMBER OF *
£ % FATLURES PER COMPONEHT :
o -
c*N - NUMBER OF COMFONENTS IN THE SYSTEM *
c*Y - VECTOR OF COMPONENT FAILURE TIMES (FROM PROGRAM Hﬁ!ﬁ) *
T * ISYSUP - SYSTEM FUNCTION, MAY BE LARGER THAN ONE *
€ * KsT - COMPOMENT STATUS, '0’ IS DOWK, 71f {8 Lp *
€ * TEMPZ | - TENPORARY STORAGE VELTOR TO rInD THE SYSTEM *
c* FAILURE TIME :

£ % TENP1 - TIME AT WHICH THE INTERNAL STATUS OF EACH COMPOMENY IS
c CHECKED

[ - HU“BER OF FAILURES PER CMEPF *
' i ve sy e s Ak ir e e e
Cc
DIHEESIOH KST{20), TENP2(200, T{20) ,NF{20)
J =
T
Do 20t = 1,M
TEMP1 = T(1)
* CHECK STATUS OF FACH COMPOMENT AT TIME TEMPT *
* CALCULATE SYSTEM STATUS AT TIME TEMP? *
* IF SYSTEH STATUS IS @, 51’0!_!! TIME IN TEMPZ *
po3Ls=s1N
IF CY(LY.LT.TENP{.OR.T(L}.EQ.TEMP1) THEN
KSHLY = O
ELSE
KST{L) = 1
ENDIF
3 CONTINUE Il
c
g . ik . e b e ey e
C * ENTER THE SYSTEM FUNCTION HERE -
c * : L]
C * ISYSUP « SYSTEM STATUS, MAY BE LARGER THAM OME #
g * KST(I) -  COMPORENT ST?TUS, 0oR 1 *
P M - NP .
£ . :
K1=KET(1)*KST(2)SKST (4 )KST{EI*KST(B)*ET(PI*KST (10)*KST{11)
K2=KST{d ) KST( 3 )*KST (5 Y HKSTL{ 7Y KSTLBI*KST LYY KST(1I*KET(11)
1SYsuUp=K1+K2
[
IF (ISYSUP.EQ.0) THEK
d=3+1
TENP2{S) = TENPY
ENDIF
' .
20 CONRT INUE
C
C bl el .
C * FIND SMALLEST SYSTEM TIME TO FAILURE SYSF *
C e Yk L L T 2]
c

IF ¢J.GT.0) THEW
TEMP3 = TEMP2({1)
pDp7I=1,¢
TEMPS = TEMP2(I)
1F (TEMPA.LT.TEMP3) TEMPZ = TEMP4
70 - CONTINUE
SYSF = TEMP3
ELSE
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20

o
WRITE {UNIT=6,FNT=S0)
, FORMAT ('URABLE TC RETURN SYSTEM FAILURE TINE TO PROGRAN MAIN')
sToP
ENDIF

w

® CALCULATE NUMBER OF FAILURES PER COMPCHENT NF *

oeoon.

b0 205 T = 1K -
1F (T{I).LT.5YSF.OR.T(1).EQ.BYSFY AF(I) = NF{i)+]

" CONTIMUE

RETURN
EWp . .

Ly

-



RAMOUT - EWS
RUN ﬁD.. 1

INPUT BLOCK
TYPE OF RUM €0, 7,08 2)eucsviannmsismrssnesvorsrmans

8

REQUIRED AIMBER OF SIMULATED SYSTEM FAILURES....... 5000

NUMBER OF COMPOMENTE IH THE SYSTEM..r.cusmn.vasnass
REPAIR SPECIFICATION (1,2 OR 3).uvrucuvuencinsnanrs
NUMBER OF CLASS INTERVALS FOR RELIABILITY CALC.....
CLASS INTERVAL WIDTH.u.ovneuatdaacvmmvivvsscancnnns

COMP HO. 7 ICODE.. B :
KFbN.. 1 FPTR(Y).. .BOGOODJEHDS. FRTR(Z)..

KRDN,. 0 RPTR(1).. .0DOODODEHOD RPYR(Z).."

CoMp %0. 2 ICODE.. O .
KEDH.. 1 FPTR(1).. .25Q0000E+04 FPIR(2}..
KROH.. 0 RPTR{1}.. .0UCOOCOE+00 RPTR{Z)..

COMP HO. 3 ICODE.. O [

KFON.. 1 FPTRCIY.. 25000008404 FPTR(Z)..

KRON...D RPTRC1).. .0000ODON200 RPTR(Z)..

COMP ¥O. 4 1CODE.. O L
KEDM.. 1 FPTRC1Y.. .TO0CODE0S FPTACZ)..
KRDN.. 0 RPTRCT).. .000000C0E+00 RFTR(2)..

" CCHP NO. 5 ICODE.. O
KFDM.. 1 FPTRCIY.. ,T000000E+05 FPTR(Z]..
KRON.. 0 RPTRCiY.. .OQOQ0DOE+GD RPTRCZ)..

COMP NO. & ICODE.. O
KFDM.. 1 FPTR(1}.. .TNDOQOEHO5 FPTR(Z)..
KRDH.. @ RPTR¢1).. .DOCODOOE+DB RPTR(2)..

COMP NO. 7 ICODE.. O ;
KFDN.. T FPTRC1Y.. .1CODQUOESOS FPYR(2)..
KRDN,. O RPTRCT).. .OODDOOOE+00 -RPTR(2)..
COMP NO. 8 ICODE.. O _
KFDN.. 1 FPTRC1).. .1DOODOOE+D4 FPTRCZ)..
KRDN.. O RPTR({).. .ODDODOOE:00 RPTR(2)..
COMP HO. % JCODE..21 _
KFDH.. 1 FEPYR(1).. .3440000E+03 FPTR(Z}..
KRDN.. O RPTR(1).. .JODOOODE#DT XPTR(2)..
COMP ND,10 ICORE..Z21 '
KFDN.. 1 FPTR(1).. . B44C0Q0E+03 FPIR(2)..
KRDH.. O RPTR(13.. .GOODOOOE¥OO RPTR(2)..
COWP NO.T1 1E0DE..3R. S

KFDK.. 1 FPIR{1}.. .G190000E+03 FPIR(Z)..
KRDM.. 0 RPTR{1).. .00DCODOE+DD RPTR(2}..

TUTPUT BLOCK

RELIASILITY BLOCK

MEMN LIFE.cuovuirravocanans 169.05
St e ncmnnnumineaes . 127.20

RELIABILITY DISTRIBUTION
TIME FREQUENCY R93L RMLE
50.09 7 .83 843

t

1
12
50,00

-0000960E+00
~00D00C0E+0D

"

«BO000E+00

-DO000OGE+IC

~O000000E+QD
«B030000E+00

-O0J0R00E+00
D00GI0IESCD

~000A000E+I0
00000005400

-0000000E+CD
0000000E+D0

-0000300E+00
BROCNANES"R
. \\ 3

-(OUD0O0RE+00
0000000E+00

~ODCO0DOE+DD
-0000D00E+OD

-(0G0GO0E+R0
- 0D0000GE+0D

-0000QCOE+0D

-0U20000E+00

AR gV A it T e Sate i LB B E  lL thE R  RT



+ R Tt et e T T e i e R i e A e S Sl S e T
i v ]

W

3

o
. [y . ‘__\‘_ 2
100,00 959 840 .68 - - Ty
150.00 BIT .44 476 Ly
200.00 769 3T g2 i i
T 250,00 561 .20t 2% )
360.00 %7 15 R TY S R
_ 350.00 % .08 93 .
“ 400.00 171 U5 .58 : _
450,00 103,  .033 438
500.00 77 079 022 A
- 550,00 &  .0H 013 L
€000 22 .087 b0
OVERFLOV 44 000
HUMBER OF CLASS INTERVALS..... 12
CLASS INTERVAL WIDTH..vvunvene 50,00
MAXIMGM SYSTEM FAILURE TIME...  921.03
MINIMM SYSTUM FAILURE TIME.,. 07
FATLURE BLOCK ‘
©, ., COSPOMENT NO,  MUMBER OF FAILURES
' 1 1950 o
2 3351
3 31
4 7
5 8
é : 91
7 w ) 70
8 : 381 _
9 1000 _ .
1% 1033 N =
11 o8 .
g w W
4
y
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B APPENDIX C
SHUﬁLE COMPUTER SYSTEM RELIABILITY SIMULATION
RAMIN - CONFIG 1

NTYPE...ONTIME...5000K,.. 4KFIN... 1IPROB... 1ISZE... 8FI... .0 EXD
¢ ICODE...0  LRU NO,%
S0 KFOWeay TFPTRCIY... . 7500000E401FPTR(Z)... .ODOODOCE+OCEND
KRGR... DRPTRCY)... .ODOCOOGE+DORPTR(ZY... ,0000DDOE+OOEND
100DE., .0 LRH HD.2 :
KFDK... 2FPTR(13... .GOBNODOE+DIFPTRCR) .. .1500C00E+O1END
KRDN. .. ORPIRCI)... OUBODOOESDIRPTR(2)... .000D000E+DOEND
I&0BE. . .0 LRU Ha.3 )
KFDN. .o TFPTR{TY. .. < ICO0GDOEHOZFPTHCZ)... . DOOO0000E+GUEND
KROM... ORPTR(1)... . .0OUDGGOE+GORPTRIZ)... .O00OUOCE+OGEND
lME"-D LRU “94~6 . IAY
KEDN,.. 1FPYR(1}... .B4ODOOCE+OIFETR(Z)... .00O00DOOE+COEND .
KRDN... ORPTR(T)... .DODDODOE+DORPTR{Z)... .DODOOOOE+OOEND %

.a-l

#

S
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SUBROUTINE SYST - CONFIG 1

‘EUBRUJT!NE SYST (SYSF,T,N,KST, TEWP2,KF)

ISR VPPN -..-....:)1 .

CALLID BY PROGRAM MAIN \‘
RETURNS THE SYSTEM FAILURE TIME (BYSF) ‘Nﬂ.’i NUMBER OF
FAH.URES PER COMPOMENT

53 g
i3

« NUMBER OF COMPONENTS IN THE SYS‘FEH

= VECTOR OF COMPUNENT FAILURE TIMES (FROM PROGRAM HATH)
SYSTEM FUNCTION, MAY BE LARGER THAN ONE

COMPONENY STATUS, f07 (s DOWM, 17 IS UP

TEMPORARY STORAGE VECTOR TO FIND THE SYSTEM

FAJLURE TINE

TIME AT WHICH THE INTERNAL STRTUS OF EACH COMPONENT 1S5
CHECKED

- NUMBER OF FAILURES PER CWENT

EEREENEREENESENENEN.]

OO0 nnNaRoODano
* 3+ %R FF R FEREREN
g—iz
.

DIMENSION K&T(20),TEMP2(20),T(20) RF(20}

Ly ]

J=o "
oI =18
TEMPT = T¢I »
[
O s A AR R A
C * CHECK

STATUS OF EACH CO.PONENT AT TIME TEMPI * -
*

G * CALCULATE SYSTEM STATUS AT TIME TENPY
C * IF SYSTEM STATUS IS 0, STORE TIME IN TENP2 *

€ fvkirkiis
G

[k

o

DDSGL-1H

IF {T{L).LT.TEMPT.OR.T{L).EQ. TEHPT) THEN
KST{LY = O
ELSE . !
KST{L) =
. ENDIF
CONTINUE

*
* . '
* [SYSUP - SYSTEM STATUS, MAY BE LARGER THAM ON¥
* KST(1) - COMPONENT STATUS, 0 ok 1

Firdvhekedriew ek LLd LT g s ] b

* % ¥

L x] oo

RRN

1SYSUR = KST(‘I)*KST{2}*KST(33*KST (&)

IF (ISYSUP.EQ.C) THEN
Jed+t "
TEMPEC)Y = TEMPY

ERDIF

c
20 CONTINUE

AR L Lt

* FIND SﬂALLEST SYSTEM TIME TD FAILURE SYSF * C g

iIF

70

(J.GT.0) THEN
TEMP3 = TEWPZL{1)
At =14
TEMP4 = TEMPZ(1)
1F (TEMPG.LT.TEMP3) TEMP3 = TEMP4
CONTINUE
SYSF = TEWP3

ELSE
WRITE (UNIT=G, FNT=00)

o0 FORMAYT (’UNABLE TO RETURN SYSTYEM FATLURE TIME TO PROGRAM HAIN')

sTop
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* CALUOLATE NUMBER OF FAILURES PER COMPOHENT NF *

OO0

200

bo 200 1=11
IF {T{1}.LT. SYSF. OR. ¢ 1) ,EQ. 5YSF) NF(L) = RF(I)H
COHTINUE- -

I

“RETURN

END

110
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RAMOUT - CONFIG 1
RUK NOD, 1 -
I1HPUT BLOCK, .

TYPE OF RUH (0,%1,00 2)uvivavsarcusnunsmucssonnnnenn
REQUIZED KUMBER OF SIMULATED SYSTEM FATLURES,...u,. 8
NUMBER OF COWPOHENTS IH THE SYSTEM..swrcavesccuneas
REPAIR SPECIFICATION €1,2 OR 3)..icesevravuranienans
NUMBER OF CLASS IHTERVALS FOR RELIABILITY CALG.....
CLASS INTERVAL WIDTH.ceavvvrsresnanspannnsssnznmanss

-ﬁﬂﬂﬁgﬁ

00

COMP NO. 1 ICODS.. O '
KFDN.. 1 PPTR(1).. .7500000E+01 FPTR(2).. .DDOOOOGE+00
KRON.. 01 RPTR{1}.. .COODODGE+0D RPIR{2).. .O0OODODE+0D

| GOWP HO. 2 ILODE.. 0 _ :
# KFDN.. 2 FPTRC1).. .G000D00E+0N FPTR(2).. 150000001 .
* KRDN.. @ RPTR{1).. ~0000OGDE+O0  RETR(2).. .O000Q0Y ‘4

CoMP NO. 5 ICODE.. O i )
KFON.. 1 FPTR(1).. .1000000E+02 FPTR(Z).. .00CDOOCE+OD
KRDON.. 6@ RPTR(1).. .QOCOGDOEHD] RPTR(Z).. .DD!{!DDOGE-*OU . &

COMP HO. & ICODE.. O .
KFDY.. 1 FPTRCY3.. .B4D000EM0Y EPTRE2).. .OCODDOOE+00
KRDA.. D RPTR(1).. .OOODODOE+OD RPTR{Z).. .DDOODDOE+00

UTPUT BLOCK
RELIABILITY BLOCK
MEAN LIFE.usanacnvmveenans 2.4
STCMAL.vurnnersneronnnenns 1.9

RELIABILITY DISTRIBUTION
TIME FREGUENCY  RYSL RMLE

1.00 1504 589 599
2.00 1013 ~OB5 497
3.00 771 =33 .34z
400 582 216 J226
5,06 482 L1B2 .13
6.00 361 052 857
7.00 19 015 .018
8.00 74 .003 004 g
OVERFLOW . 20 ' 000 :
RUMBER DF CLASS INTERVALS..... 8
CLASS TNTERVAL WIDTH.eeewrwsa. . 1.00
MAYIMUM SYSTEM FAILURE TIME... 10.28
KINIMUM SYSTEM FATLURE TIME... .00
FAILURE BLOCK
COMPOHENT NO. NUMBER OF FATLURES
1 1659 g
2 878
3 1189
4 1476

i1l
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RAMIN - CONFIG 2

NTYPE...ONTIME. . 50004... 6KFIX... 1IPROB.., 2ISZE.,.N0FI...

ICOCE,..0  ERU MO
KFDK... 1FPTR{1}...
KRDN... ORPTRCE)...
ICODE...0  LRU ND3.2
KFDN... TFPIR(1)...
KRON, .« ORPTR{1)...
ICODE...0  LRU 0.3
KFOM... TEPTR{1}.ns
KRON... ORPTR(1)...
ICODE...0  LRU NO.4
KFoN. .. 1FPYR{1)..n
KRON. .. ORPIR(1}...
ICODE...21 LRU KO.5
KFON, .. 2FPTR{1). ..
KRDR,.. ORPTR{T3...
1000E...2T LRU NO.G
KFDN. .. 1FPTR(T)..,

-B400000E+QTFPTR(2) ...
-000RODCE+DORPTR(2) » v s

S4000COE+0TFPTR(D). . .
“0UO0000E+0ORPTRCZ) ...

OO0DCO0E+NGRPTIR(2) . ..

LSOUO00RE+0TFPTR(Z). ..
~000G00DEFDORPTR{ZY . u 0

. T300000E+0IFPTR(2) ...

KRDN... ORRTR(1}... . DOO0ODOE+BDRPTR(Z), -0 .

~1000000E+02FPTR(ZS . .\

- 100000UE+02FPTR(Z) v oo
ON00O0BE+OORPTRZY. « -

-0000000E+J0ERD

~0000G00E+00END

~0000000E+00END
~0000GIBE+YGERD

OD0000DE+DOEND

-000UOIUE+COERD

-DOOSDODE+DOERD
LOB00000E+Q0END

1500000+ D1END
- C0000DDE00END

~O0000E+OO0END

~0000D00E+ODEND
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SUBROUTINE SYST - CONFIG 2 ' -;

O
(ONLY THE RELEVANT SECTION OF THE PROGRAM IS SHOWN)

" c

c

€ * ENTER THE S‘!STEH FUNCTION HERE

c*

C * ISYSUP - SYSTEM STATUS, WAY BE LARGER THAN CNE
[ KSI'{!} = COMPORENT STM'US, 0 R 1

c R Ak ik ¥

c

N NN

ISYSUP = KST{1)*KST{I)"KST(SVKSTLO)+
SKET(2YHKST(LIKSTLSIFKSTIHY

IF £18Ysup. EG.O) THEW
BEALS | =
i TEMPR(I) = TEHP'[ :
) ENDIF . Y

gl’.‘l

CONTINUE : S

dedrir il

¥ FIND SMALLEST SYSTEM TINZ TO FAILURE SYSF ¥

Goanao

s
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RAMOUT - CONFIG 2

RUK %0, 2
INPUT BLOCK
TYPE OF RUE €0, 1,00 2)vusuovrmennacansmensmrrosrasn

o
REQUIRED NUMBER OF STMULATED SYSTEM FAILURES....... 5000°

NUMBER OF CONPOMERTS IN THE SYETEM.uuencarsvanyrvca
REPAIR SPECTFICATION (1,2 OR 3).uceicncrinminnunnns
MUMBER OF CLASE INTERVALS FOR RELIABILITY GALC.....
CLASS INTERVAL WIDTH.uueuveescanvurasnaronnornyansa

COMP NO. 1 JCODE.. § _
KFDM.. t FPTR{1).. .B40000DEHD1 FPTR(2)..

*" KRGR.. 0 RPTR(1).. .ODCOOCOE+OG RPTR(Z) -«

EoMP No. 2 ICODE.. 0 .
KEDH.. 1 FPTR(1).. . BLODONDE+OT FPTR(Z)..
KRDH.. 0 RPTR{1).. .DODCODOE+UG RPYR{R)..
COMP WO. 3 ITODE., O : f
KFON.. 1 FPIR(1}.. .100000GE+02 Er..(2)..
KRDN.. & RPIR{1):. .DDDOODOESD0 RFIR(R)..

COMPp NO. 4 ICODE., O :
) KFDN.. 1 FPTR(T).. .1000CA0E+D2 FPIR(2Z)..
KRBN.. O RPTR{1).. .BOOGOODE+OD RPTR{Z)..

LOMP HO. 5 1CODE..21 _ -
._ KFDN.. 2 FPTR(1).. .600CODOE+01 FPTRCZ)..
KRON.. 0 RPTRC1D.. -OGOODDOEHOD RPTRC2)..

COHP HO. 5 ICODE..21

KFGN.. 1 FPTR{1).. 75000008401 . ' .
KRON.. © RPTR(13.. .O0OGOODE+DG . P .
CUTPUT 8L0CK

RELIABILITY BLOCK
HEAN LIFE. o uresenvennnnes 4.25
2.12

sgﬁﬂl.--.-n'.'."..-"..."...- ]

RELIABILITY DISTRIBUTION
TINE  FREQUENCY KSSL  RRLE

1.00 B4 944 949
2.00 §38 M3 - LEw
3.0 745 .sk2, 473
" 4.00 892 .52 . 534
5.00 716 380 391
6.00 758 .228 37
7.00 &59  .098 2106
8.00 550 029 .036
9.60 138 .004 608
10.00 26 .000 -001
OVERFLON & _. .000

MOMBER JF CLASS I3/CRVALS..... 10
CLASS INTERVAL MIDTH..enmeens 1.00

. MAXTHIM SYSTEM FAILURE TIME...  10.62

MINIMUM SYSTEM FAILURE TIME... .08

FAILURE BLOCK

]

&
1

10
1'“9

« FOCO000E+00
- BDO0BVOE+OD

.0200000E+DO
-0000000E200

-0000000E+00
~0000000E+DD

= 0B00000E+GD
.J0GOO00E+0D

.15000008Y01
.ounucone}\\o

-0000000E+0D
-004000CE+00

T e P RN R e R T TR
B

S R
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COMPONLZNT NO. HUMBER OF FATLURES

2127

2133

1856

1816

1307

1952 : -

O U1 3~ LA -

s

v
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RAMIN - CONFIG 3

HTYPE...ONTIME...5000K... &KFIN... TIPROB... 315ZE... &FI...

ICORE. . .Q LRy “ol1 :
© KFDM... TFPTR{LY...: BAOUODCEHOTFPIR(D)...
KRDM... QRPTR1}... .OGO0000E+OORPTR(Z)...

I1CODE. .32  LRU ¥0,2
KFOM... 1FPTR{T)... .1000000E+U2FPTR(2)...
LOCO0C00E+O1RPTR(2). . .

KRDN... ORPY¥R(1)...

ICODE...32  LRU ND.3
~S00D0B0ELG1FPTR({2).. «
-0000000E+00RPTR(2} . . -

KFOH.,. 2FPTR{13...
-7500000E+0 FETRE2). ..

KRDN... ORPTR(1)...
TCDDE. ..0 ( LRU NO.4
L000UI0GE+UDPPTR(Z) . . .

KFDK... TEPTR(1)...
KRDK... DRPTRI1)...

+O0GE000E+D0END
LO000000E+COEND

" OGOC000E+GOEND
- 0000000E +00ERD

» 15000002+0ERD
-0006000E+00END

. DU00000E+0EHD
. 00U0O00E ODEND
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SUBROUTINE SYST - CONFIG 3
(ONLY THE RELEVANT SECTION OF THE PROGRAM IS SHOWN)

e
[ g
C * ENTER THE SYSTEM FUMCTION HERE

[

C * ISYSUP - SYSTEM STATUS, MAY BE' LARGER THAN ONE
¢ * KST(1) - COMPONENT STATUS, 0 OR 1

LR N

C
C L
1SYSUP = KSTCTYKET(ZYRKST(IIKST{S)
IF (ISYSUP.EQ.0} THEN
=J&]
TENP2(S) = TEMPY
ENDIF h
g o
20 CONTINUE
[
£ Wan . - " I
C * FIND SHALLES'iL SYSTEM TIME TO FAILURE SYSF *
c . s i . . "
c

S
v
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RAMOUT - CONFIG 3

RUN HO. 3 )
INPUY BLOCK G

TYPE OF RUN (0, 1,0R 2)ucinnucansuaranrannssansassamas
REQUIRED NUMBER OF SIMULATED SYSTEM FAILURES....... 5
NUMBER OF COMFONENTS IN THE SYSTEM...peecrcnvavaren
REPAIR SPECIFICATION (1,2 Cx B3)ucucicirrinnannaarss
NUMBER OF CLASS INTERVALS FOR RELIASBILITY CALE.....
CLASS INTERVAL MIDTH.vorcurunornsanssnmrinanonvnann

muanBo

00

v .
COMP NO. 1 ICODE.. O
KFON. . }( FPTR(1).. .BA0ODODEHD) - FOTR(2).. .00000ODE+DD
KRDH..‘,/‘-‘- RETRC1Y.. .DOODODGUE+GD RPTR2).. .DOCDOODE«0C

= CORD NO. 2 1DODE..32
KEDN.. 1 FPTYR(1).. .1000000E+02 FPTR(RY.. .00D000GE+DD
KRDN.. 0 RPTR(1}.. .ODODODOE+GS RPTR(2).. .0O0OCDOEOD .
COMP WO. 3 ICOOE..32 '
KEDN.. 2 F TRC1).. .ACODODOE+OT FPTR(Z).. .9500000%+01
KRDN.. 0 RPTRCTS.. 00000005400 RPTR(Z).. - .ODOODOOE+0D
COMP HO, & 1CODE.. O O

. KFDH.. 1 FPTR(1).. .7500000E+H FPTR-(E}-- -RODONCE+I
\ KRDN.. 0 RPTR{1).. .DOODODOE4D0 RPIR(ZY.. .0DO00D0ESG0
!

QUTPUT BLOCK . “

RELIABILITY BLOCK

HMEAN LIFE. e ciravarassnnan 2.685
SIGMA. . iacannvannvccsnoree 1.90

RELIABILITY DISTRIBUTION

TINE  FREQUENCY RSSL  RMLE
1.00 1101 752 762
200 mE2 5k2 553
3.00 859  .370 3m
4.00 617 .248 258
5.00 . S52 .40 148
5.00 a7 0% ~040
7.00 20 .01 “p12
2.00 52 001 -002
OVERFLGY 10 060
. I
NUMBER OF CLASS INTERVALS..... 8 Lo
CLASS INTERVAL MIDTH,......... 1.00 :
MAXIMM SYSTEM FAILURE TINE,.. 9.00
HININUM SYSTEN FAILLRE TIME... 0

FAILURE HLOEK
COMPONERT NO. NUMBER OF FALLURES

1593
oad
675

1775

o T -
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. “KFpM... TFPTR(1¥...

PO S

RAMIN -~ CONFIG 4
NTYPE...ONTINE, ,.5000N. .. 4KFIX... 11PROB...

ICODE...O0 LR HD.1

KFDN... 1FPTR(1)... .B4O0AOOE+GIFPTFLZ). ..
KRDN... DRPTR{1)... .DOOCOJOE+00RPTAY2)...
ICODE...~3 LRU #D,2
KFDN,.. TFPTR(D)...
KFDK... ORPTR{1)...
IWE---"3 £RU NO.3
KFDPK..., 2FPTR{1)...
KRON... ORPTR(1)...
ICORE. .0 LRY NO.&

. 104B000E-02FPTRCZ) . ..
-COODGOOE+RARPTR(Z) . .

~S00B000E+01FPTREZ) . u
-00D000OE+DORFTR(2) . . .

- 1900000E+01FETR(Z) ..«

//OK... ORVTR{1}... .OD0OUDDE+DORPTR(ZS...

/

4182E.. 15F1...

© 1.6 END

-0000000E+00END
LONGOO0OE+0OCKE

~J00C000E+QOEND -

.GOUOOBOE*-GPED&

- 1500000E+01EKD
-00DU0OCE+OOEND

«0800000E+GOERD

GOOOUCDE+QOEND ,
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SUBROUTINE SYST - CONFIG 4

(ONLY THE RELEVANT SECTION OF THE PROGRAM IS SHOWN)
y fo

C

c * 'ENTER THE SYSTEM FUNCTIOM RERE' *
* L

r. * ISYSUP ~ SYSTEM STATUS, MAY BE LARGER THAN ONE *

€ * KST(1) - COMPCHENY STATUS, O OR 1 ¥

o .
ol

ISYSiP = KSTH SEKSTC2YKST(3I*KSTLL)
[ e
1F-(i%Y5UP.EQ.D} THER ’
g
TEMR2(S) = TEMRT

. ENDIF _

c ST

20 CONTIMUE | i

g - - '

; T SvSTeN T ]

C * FIND SMALLEST SYSTEM TIME TO FALLURE SYSF * o

b stk b ¥ )

t b -

- o
i
o,
§
Vi ’ ‘
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RAMOUT - CONFIG 4

RUN NC.

4

INPUT BLOCK

FYPE OF RUN £0,3,0R 2)uuvronnarincnrsarsonnenoerans
REQUIRED MUMBER OF SIMULATED SYSTEM FATILURES.......

NUNBER OF COMPOHENYS 1H THE SYSTEM..caveiuvnrsecaes
REPAIR SPECIFICATION (1,2 OR 3)eecisrenvnnsncancans
NUMBER OF CLASS INTERVALS FOR RELIABILITY CALC.....
CLASS INTERVAL WIDTHesauvuursirtonucscsvatannnsunaa

COoMP RO, 1 ICDOE.., @
RFDN.. 1 FPTR{TD..
KRDN.. 0 RPTR(1)..

CoMP EO. 21000, .-3
RFBN.. 1 FPIR{T)..
KRDN.. O RPTECT)..

COMP KG..'5 ICODE..-3
KFDN.. 2 FPTR(1)..
KRDN.. 0 RPTR(1)..

~ COMP NO. 4 FCODE.. ©

KFON.. 1 FPTR{1)..
LZDN.. 0 RPIR(T)..

QUTPUT

RELIABILITY 8LOCK

MEAN LIFE.. . enovsarennaeen
slm.-.-ﬂD'.'.Dl.lﬁ.I-Fil

RELIABILITY DISTRIBUTION
TidE FREGUENCY  ROSL
1.00 1082 T7h

2.00 a75 597
~ 3,00 T34 450
.30 53 344
5.00 400 265
6.00 316 203
7.00 239 156
4.00 195 118
.00 135 091
10.00 112 070
11.00 a7 053
12.00 82 D38
13.00 48 28
14,40 42 =021
15.00 39 13
OVERFLOW 82

HUMBER OF CLASS INTERVALS.....
CLASS INTERVAL WIDTH...:u.....
MAXIE(M SYSTEM FAILURE TIME...
MINIMUN BYSTEM FAILURE TIME...
FAILURE BLOCK
COMPUNGHT NO,

1 2293

~BLODD00E+0T
-0000000E+L0

- 1000000€+02

-0000000E+00

~SOD0DGCE+OT

.G0Q0CC0OE+0G -

-75000006+0%
~000GOOOE+00

BLOCK

21.73
-50

NUMBSR OF FATLURES

121

FPIR()..
RPTR{2}..

FPTR(2)..
RPIR{2)..

FPTR(2)..
RPTR(2)..

FPTR(Z)..
RBTRLZ)..

0
5000

&
1

1.00

~A000000E+0D
~0000000E+00

- 0ND0J00E+20

- DOOLODGEHD0 -

. 150G000E+51
.00G00DE+CD

~0000000E+00
~000CO0DE+D0

i
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RAMIN - CONFIG 5

NTYPE.. ONTIME...5000N. .. 7KFIX... 1IPROB...

ICODE...31T LRU NO.1

KFON. .. 2FPTR(T)... .S0000D0E+DIFPTR{Z2Y...
KRDN... ORPTR(1)... .OODOOOCE+OORPTR(Z)...
Ic0DE... 31 LRUE ND.2
KFDN... 1FPTR{1)...
KRON.»- CRPTRC1)...
1COGE, .. 0 LRUY HD.3
KFDN... 1FPTR(1})...
KRON.co DRPTR{1)2n.
ICODE...D LRU Ro.4
KFDH... 1EPTIR(Y)...

" KRDM. .. ORPTRCTY...
1C0DE. .0 LRU ND.5
KFON... 2FPTR{1}...

» Y000000E+02FPTR(Z) -0 -
-QUO00DOE+ODRPTR(2) .. .

«BL00000E+01FPTR(2)....
-600000DE+D0RPTREZ) . ..

- TOOU0N0E+Q2FPTR{2) . . .
-DOOOODOETOORPTRL2). . .

_ S5000000E+D1FPTR(2). . .
KRON. .. ORPTR(1)... .O0O0OODOE+QORPTRCRY...
ICODE...0  LRU ND.6

KFDK... TFPTR{1)... .B4LODOOOE+OTFPTR(Z)...
KRDN... URPTR{Y)... .DG000D0E+QORPTR(ZY...
1CoDE...0  LRY NO.7

KFDN... TFPTR{1)... .7500000E+0TFPTR(Z)...
KRDN... ORPIR(1}... .U9%R000E+QORPTR(2)...

51s2E... TFl...

. 15000006+ 0TERD
. 0000000E+GOENS

.0000000=+30END
0O0000UES OOEND

.DD0BDOCE+A0END
. 0000000+ 00EXD

~0000000E+O0ERD
«0000000E+GOERD

« 15000007 *QTEND

OG00Y00E+OUEND _

«0000000E+DNEND
-0C0000OE +DOEND

-0000000E+DDEND
. JO00BO0E+O0END
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SUBROUTINE SYST - CONFIG 5
(ONLY THE RELEVANT SECTION OF THE PROGRAM IS SHOWN)

c " i
o ok e e s ek e o o ek "
C * EATER THE SYSTEM FUNCTION HERE . *
o * . i *
L * ISYSUP - SYSTEM STATUS, MAY BE LARGER THAM OME *
C % KST{1) - COMPONENT STAYUS, D OB 1 ! *
C b vk .k kA A ek N L
ISYSUP=KSTCTY*KST{2I*KST (S Y KT (4 ¥ KST (S)*KST(BI*KSTLT)
IF {XSYSUP.EQ.E) THEN
d=gt]
TEWP2(S) = TEMPY
ENDIF
4
20 CONTINUE

ik

4

g : PPN
G * FIND SMALLEST SVSTEM TIME TO FAILURE SYSF *
e e PRy

M

W

g
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RAMOUT - CONFIG 5

RUN HO.

5

INPUT BLOCK

TYPE OF RUN (0,1,0R 2)evvvnvunusansoensrvasnusamunns
REGUIRED NUMEBER OF SIMULATED $YSTEM FAILURES.......

HU“BER'DF QOHPUNE"TS l“ THE SYS?EH..---.-.-...--.-.
REPAIR SPECIFICATION (1,2 OR 3).ouavunasrcurnnnans
WMBER OF CLASS IHTERVALS FOR RELIABILITY CALC.....
CLASS TNTERVAL WIDTH.nesirevvinesnnamreruvonsrnonas

COHP HO. 1 1CODE..3"
KFDK.. 2 FPTR(1)}..
KRDH.. O RPTR({1)..

TOME HO. 2 ICORE..31
KFDN.. 1 FPTR(1)..
KRON.. D RPTR{1}..

COMP ¥O. 3 ICODE.. O
KFDW=. T FPTR()...
KRDN.. O RPTR(1)..

COMP NO. & ICODE., O
KFDN.. 1 FPTR(1)..
KREM.. O RFTR(Y)..
£OMP NO. 5 [CODE.. D
KFDR.. 2 FPTR(1)..
KRON.. B RPTR(13..
COMP KO. & ICOVE.. 0
KEDN.. 1 FPTRC1)..
KRDM.. 0 RPTRCT)..
COMP HO. 7 IGODE.. O

KFON.. 1 FPTR(1}..
KRON.. @ RPT¥{1}..

QUTAUT

RELIABILITY BLOCK

MEAN LIFE. . cuvonvmunaenin
] 1T T

RELIABILITY DISTRIBUTION _
TIME FREGUENCY  RSSL
1.00 1869 515

2.00 1142 386

3.00 521 224

4.0 &M 129

5.00 265 M58

.00 199 021

7.00 93 004
OVERFLOW .2

NUMBER OF CLASS INTERVALS.....
CLASS INTERVAL WIDTH.veueannan
MAXIMUM SYSTEM FAILURE TIME...
HMINIMM SYSTEM FAILURE TIME...

FAILURE BLOCK

50000008+
LOC00000E+00

-1000020£+02
«B000000E+00

»B400000E+01
-BI000DDE+0D

~1000000E+02
.0000000E+S0

50C0000E+01
00000E+0D

-B4009006+01
B00000GE+GE

. 7500000E+01
~000CODOE+0

BLOCK

FPTR(2}.-
RPTR(ZJav

FPTR{2)..
RPTR(Z)..

EPTR{2)..
RPTR(2}..

FPTRLZ)..
RETRCE)..

FPTR{Z)..
RPTR(2Z). -

FPIR(2)...
RPTR(Z)..

FPTR(2}..
RPTR(2}..

125

1.00

- 1500000E+01
-000D0COE+OD

«0000000E+00
20000005+ 30

.G000000E+00
.DO0GOGOE+O0

«0080000E+00

-£000000E+O0

- 1500006E+07
«S000000E+00

.C00CO0DE+OG
-00CO000E+O00

. 00BODD0E+00

= BOCHOBOE+GD



COMPONENT HO. WUMSER OF FAILURES

o) O T e LT Y

M6 _ N
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- KFBH... 2FPTR(T)u..

RAMIN ~ CONFIG 6

. RTYPE...ONTIME.. . 5002H,,, 7KFIN... 1IPROB...
ICODE.,.~3  LRU NO.%
KFDN... 2FPTR(1)... .GOCODODE+OTFRTR(2}...
KRDH... DRPTR(1)...

- 0000000E+00RPTR(Z)- . .
!m--a's LRU ND.2 o

KFDM... IFPTR(*¥... .1000000E+0ZFFTR(Z). s
KROMR... ORPTR{T}... . DOOGDOOE+DGRETR(Z}. .
Imn P LRU "0.3 )

KFDH... 1FPIR(1)... .B4D TFPIR(2)...
KRON... QRPTRCi)... .00COOG. JORPTR(Z)...
ICODE...0 LRU H°o$ N !

KFON... 1FPTRCT)... .10000C0E+02FPTR(2}.. -
KRON... ORPTR(1)... .090000DE+UORPTR(2)...
ICODE...D LRU NO.5
~S000000E+D1FPIR(Z). . .
KROM... ORPTR(%)... .00D00COE+DORPTR(2)...
ICODE,..0 LRU ¥O.6
KFDN... {FPTR¢1)...
KRON... ORPTRC1}...

SA00000E+DIFPTRLE) ..
~0000000E+UORPTRIZ) .« - -
ICODE...0  LRU ROLT

KFpR. .. 1FPIR{13... .75Q0DOQE+OIFPTR(R)...
XRON... ORPTR(I)... .OOOUOCIE+OORPTR(Z)...

BISZE... 7Fl...

15000002+ D1END
~09C00GOE+00ENRD

~OO0O00E+00END

.DODGOOOE+D0END

~OOC00D0E+00ENRD
« LGODOD0E+O0END

-0000000E+COEND
-D000C00E+QUEKD

- 1500000E+01ERD
~00CO000E+Q0END

- DR00GODE+QOEND
. G000000E+QUEND

- G00BODGE+DOEND
~OUS0DI0E+0OEND
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SUBROUTINE SYST CONFIG6 s
(ONLY THE RELEVANT SECTION OF 'n{E PROGRAM IS ‘SHOWN)

¢ ;
c dede e MR R AR R WK N R D i 5
¢ * ENTER THE SYSTEM FUMCTION maas *
gx *
£ * ISYSUP - BYSTEM STATUS, MAY BE LARGER THAN ONE *
G * KST(1} - COMPONENT STATUS, 0 OR 1 *
T aer nEN S SIATLS e W
¢
ISYSUP=KST(1Y*KST{ZY*KST(3IHKSTC4I*KST(SI*KST(SIHKST(7)
IF ¢IsYSUp.Z0.0) THEN
J=drt _
TENF2(J) = TEWPT
ENDIF
c
20 CONTINUE
c
B s , s
G * FIND SMALLEST SYSTEM mle TO FAILURE svsr *
c R e
T

g

s
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I!J&hdIJIJTF (T()Pifﬂl} 6

RUN liﬁ-

&

INPUT BLOCK

TYPE OF RUR €0, 1,00 2)eercenecnnsarsavnnsonssnnnnnr

REQUIRED NUMBER DF STMULATED SYSTEM FAILURES.......
NUMBER UF COMPONENTS IN THE SYSTEM..csaeucasvucanan

REPAIR SPECIFICATION (1,2 OR 3)..vvvnuvanrrenrans
WOMBER OF CLASS INTERVALS FOR RELIABILITY CALC.....
CLASS INTERVAL BADTH.  ocnoucvvusnvannnstnsonnnasses

CONP NO, T ICODE..-3
KFDN.. 2 FPTR{T)..
KRDN.. @ RPIR(1)..

COMP KO. 2 ICOGE..-3
- KFDM.. 1 FPIR(1)..
KRDE.. G RPTR(1)..

COMP NO. 3 ICODE.. O
KFDM.. 1 FPTR{1}..
KRON.. O RPT?(‘I).._

COMP 0. 4 SCODE.. 0
KFON.. 1 FPTR(%).,
KRDN.. O RPTR(1)..

COMP HO. 5 ICODE.. ©
© KFDN.. 2 FPTR(1)..
KRDN.. B RPTR(1)..

COMP M0, & ICODE., O
|’1' KFDN.. 1 EPTR(1Y..
KRDM.. 0 RPTR{1)..

C&\W ¥, 7 ICORE.. O
%

RFDR.. 1 FPTR(1)..

. KRDN.. 0 RPTR(1)..
QUTPUT
RELIABILITY BLOCK
MEAN LIFEuvescunnnrnncnn- .

BIGMA. . casnvmam i vanirnnn
RELTABILITY DISTRIBUTION
TIME FREQUENCY R95L
1.00 1848 615

2.00 1138 .387
3.00 803 228
4.00 484 .133
5.40 356 064
6.00 192 .028
7.00 106 008
OVERFLOM 53 '

HUMBER OF CLASS INTERVALS.....
CLASS IKTERVAL WIDTH..vevauose
MAXIMM SYSTEM FAJLURE TIME...
MINIMM § LTEM FAILURE TIME...

FAILURE BLOCK

-5000000E+01
-0000000E+00

- 1008000E+052
~0D00DOGE+0D

~B400000E+DT
0000SI0E+0

-1000000E+02
~0000000E+60

-S000000E+01
A000000E+0G

.B40OO0E01
-0000D00E+00

-7308300E+01
LOELO00DE+DD

BLOCK
1.598
1.72

RMLE

.14%

FPTR(E). .
RPTR(2}..

FPTR(2}..
RPTR(Z}..

F2). .
RPTRC2)..

FPTR{Z2)..
RPTR(2)..

FPTRE2)..
RPIR(2)..

FPIR(Z)..
RVER(2)..

FPTR(2). .
RPTR(2). .

129

(F

5000
7

1
7
1000

- 15G0000E+0%
+0800000E+D

-000000GE+)D
~CO0000GE+00

000
.000C6OCE+0D

-O0DO000E+BD

. «BCOGACOE+0D

- 1500000+
L000000E+00

-J0000G0E+0D
-00N0UODECO

.GODO0CUES0D

-00000C0E+DD



COMPSNENT NO. NUMBER CF ;"AIII,URES

0.
14 k]
182
963
387
1173
1281

WO N D

i
i
\

W
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RAMIN - CONFIG 7 ’

NTYPE...ONTIME...5000N.,. 4XFIX:.. TIPROB...
TCOBE.. 42 LMoL

KFDN... IFPTR{1)... .IO0DDOCE+OZFPTR(2)...
KEDM... ORFTR(1}.., .00OCGONE+0DRPTR{Z):..
1CODE...42  LRG NO,2

KFbN. .. ZFPTR{'I j . -.. .GGOUOME*(“FPTR(zJ. -
KRDN. .. ORPTR(I}... .OODOOJVE+GIRPTR(Z)...
ICODE...O LRU HO.3 .
KFOH... 1FPTR(1)... .O40DOCDE+C1FPTRLZ)...
mﬂ ana ORPTR( 1 )u LY .ﬂﬂmE‘ﬂmPTRfZ) waw
iCODE. ..0 LR NO.4

KFDNaao TFPTRE)... JTSOOCOOE+OT1FPTR{ZY...
KROK... ORPTR{1)... .00000DCE+DORPYRIZ)...

?IQZE... 8Fi...

-0CO000DE+DOEN)
-000GTO0=+0GEND

~S1500000E+0TEND

. «G000DGOE+DGERD

.0OCOGOCESOBERD
.G00O000 +O0END

-~ BO000QOE+00END

.D606006T YOEND -
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:C_

nooon

MO DOLIND

et

SUBRGUT!NE SYST - CONFIG 7
(ONLY THE RELEVANT SECTION OF THE PROGRAM IS SHOWN)

2 P . e el e el et

L
£ * ENYER THE BYSTEW FUNCTIDN HERE-
C* )

€ * ISYSUP - SYSTEM STATUS, MAY BE LARGER THAN ONE
€ * KST(I) - COMPONENT S7ATUS, O OR 1

ISYSUP = KETCIIRSTLZ)IKST(3)YKST(4)

IF ¢ISYSUP.EQ. 0) THER
J=3+1
TEMPR(d) = TEMP1
ENDIF

2y

D CONTINUE i

&

)

&) L
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L]

W]

" \

* RAMOUT -~ CONFIG 7

RUN M.

1

7

INPUT BLOEK

© TYPE OF RUN (0,%,0R 2)averscrsonracnonsorvenanannns
REGUIRED HUMBER OF SIMULATED SYSTEM FAILURFS.......

NUMBER OF TOMPOMENTS IH THE SYSTAM..coveveramanivene
REPATR SPECIFICATION (1,2 OR E)iicnvinnnvennenanaes
NUMBER OF CLASS INTERVALS FOR REVLIABILITY CALC.....
LIRSS IHTERVAL WIDTH.oivrersvrrnravenanersnncrun-n

COMP WO, 1 1E0DE..42 :
KEBH.. 1 FPTR{1D..
KRON.. § RPTR(1)..

COMP ND. 2 JOODE..42
KEDN.. 2 FRTR(1D..
KREN.. @ EPTR(1)..

£OMP 0. 3 ICODE.. 0 .,
KEDR., 1 FPTR¢T)..
KRDN.. D RPTR(13..

COHP NO. & IcoEdh. o
: KFON:. 1 BRIR(D)..
KRDH.. 0 RPTR{1)..
OUTPUT

RELIABILITY BLOCK

MEAR LIFE.vsunenvncuanannns

RELIABILITY DISTRIBUTION
TIME °  FREQUSNCY  ROSL

1.00 Wi, .76
2.60 s 573
3.00 - 76t 422
L00. &7 3
5,00 a6 208
6.00 492 .12
7.00 45 026
8.00 128 . .003
DVERFLOW i

NUMBER OF CLASS TNTERVALS.....
CLASS INTERVAL WiDTH...uacraus
HAXIMUR SYSTEM FAILURE TI¥E...
MINIME SYSTEM FAILURE TIME...

LAED0000E+5E
L IGOO0D0E+0D

¢ FOSDD00EH0
,iBOGDOOE+0

~BALEUI0E0Y
005 DH0E+DD

TYPR0E01

+OODOC00E+00

BEOCK

218
119

~O05
-850
1.8

%07 |
A}

FAILURE BLOGK
COMPONENT HO. Nif‘:i?.::i_'ﬂl-' FAILURES
1 470
2 733
3 1794
% 2003

FOTRC2)..
RPTR(Z)..

FPTRfZ)..

RPTR(2}..

]

FPTRC2)...

RPIR{Z)..

FPIR(2)..
RPTR{2}..
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-DN0000E+0G
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00000005400
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.£O00000E+00
.0000000E+00




q APPENDIX D
B 747 ELECTRICAL SYSTEM RELIABILITY SIMULATION
RAMIN - B747 ELECTR CTRICAL SYSTEM

H?YPE..-OHTIHE..,SGUUH...151(:'-1}(... ‘lle... 115ZE.. . 12F1.,. 1000.C0 €HD
1C0DE .- .0 LRU KG.1

KFDB. . v 1FPTR(1)-;;
KRDN. .. ORPTR{%}...
16MRE, . .8
KFDK... 1FPTRL{Y)...
KFDN. .. DR?TR('!)..-
ICODE...0
KEDH. ., 1EPTR(Y)...
KRDN. .. ORPTR(Y)...
ICODE...0
KEDM... TFPTR{1}...
KRDN. .. ORPTR(TY ..
1CODE...0
KFDN... 1FPTRC1)...
KROM... ORPTR(1)...
lmE-'&uu
KEDH. .. TFPTR{1)...
KRDN... ORPTRCT). ..
IC00E.. .0
KFDM... 1FPTR(1}...
KRDM. .. DRETRET)...
ICODE, . .0
KFDON... TFPTR(13...
KRDN. o« URPTRCT). ..
{CODE,...0
KFON... SEPTR(1)..,
KPDN... ORPTR(1)...
ICODE. .0
KFOH... TFRPTR{1)...
KRON. .. ORPTR{1)...
ICODE. . .0
KFDK. ..
KRDH. .. ORPTR(T.
1CODE....0 )
KFDN... 1EPTR{1}...
KRON... ORPTR{1}...
- JCODE....0 -
KDN... 1FPTR(1)...
KRDH.,, ORFTR{T)...
ICO0E. . .3
KFDN... 1FPTR(1)...
KRDK. .. ORPTR(1)...
ICODE...0
EFDK.. .
KRDN ...

TFPIR{N)...
ORPTR{1Y...

LRYU KO.2

L&U HO.3

" LRY KOG

LR NDLS

LRY ND.&

iRU NO.9

1FPTRED) ...

~IP20000E+HDAFPYREZ) ...
LGHCIVEDORPTRLZY . .«

« 1920000E+DAFPTRERY o o
-D00000SE+DORPTREZ) . o

1920000E+04FPTR(2). ..
~O0G00CEE+DORPTR(Z) .y .

1520000E+04FPTR{2) . . -
,Q0D000CE+OORPIR(E) . <

2000000E+05FPTR(Z). .
~ 00000DOE+00RPTRLZ). . .

. «2000Q0DE+DEFPTR{Z) . . o
~D000D00E+BORPTR2). ...

LRU NOL? '

- 20000B00E+O6FPTR(2} . .

.UOOBODOE-PODP.PTR(EJ “ee

LRY HO.8

SN 10E+ﬂéFPTR(2}. .

.0000000E> ARPTR(2). ..

1250000E+H6FPTR{R) . .
.0000000E+ OORPTR(2). . .
tRU KO. 10

~2500000E+05FPTR(Z). -
~0000000E+00RPTR(Z) 5z s
LRU ¥o.11

-2500000E+06FPTR(2}. .

00UB00E+ODRPTR(Z) . .

LRY NO.12
+2500000E+06FPTR{2) .. .

000MI0GE+DORPIR(2) .. o

LRU NO.13

v 4 TOBUE+OGFPTRL2 . «
amnuuumnnpmz:...

LR KO.1%

SDOUODOE*DISFPTRQJ s
LO000000E+GURPTR(2} . . -

LRU HD. 15

3000DD0E +OEFP R(ZY. . .
~00O0A00E+DDRPTREZ) . . .

= J0GC000E+00E
-0000000E+00%

. B(0DO0OE+COEND
LOODO000E+DOEND

000000RE+DBEND
.D0GO000EQ0ERD

,0000000Z+00EHD
~ODODDUOE+00END

< JOD0GDDE+DDEND

.. »0D00CI0E+ODEND

OBN00G0E+ODEND
- B0000ONE+ODEND

-OCO00COE+OGEND
+H000DGOE+ODERD

+O000000E+DOEND
« DO00000E+END

- 000ODORE+QQEND
< OCD00ROE+DDEAD

.000H000E+D0END
,000DADOE+B0END

+O00000BE+GT . D
+OO000UOE+OBEND

~J000C00E+DDEND
- 0000D0CE+ODEND

~0000000E+00ERD
-CO00000E+DOEND

«{J000000E+OOEND
000000+ 00END

-0G00000E+00ENT
- 0O0ORDOE+ONEND
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SUBROUTINE SY5T ~ B747 ELECTRICAL SYSTEM
(ONLY THE RELEVANT SECTION OF THE PROGRAM IS SHOWN)

c .
G whs i N _— v
C * EHTER THE SYSTEW FUNCTION HERE :‘
c * -
€ * 1SYSOP - SYSTEM STATUS, MAY 8E LARGER THAN ONE *
£ * X5T(1) ~ CUNPONENT STATUR, O OR 1 ) o
c S RIARAR A *,
c .
K1 = KST{SIKSTTY ST (I RSTCI3)*STCI5)+
ST L2I*USTLSIMKSTLRIREST(DIKRSTLIZYKST(15)+
SRETON*STCEYHKST(B)MKST{OI*RSTLIZYAKST {15}
K2 m KSTLAIRKST(IZY BICTS)+
EKSTL1 ST I0)*KST{15)+ e
BEST(2)MSTITIISTLIS)+ e
ASTCII*USTL I2IMKET(14) B
ISYSUP = K}4K2
& Co '
: IF (ISYSUP,.EQ.D) THEN
dmb+]
TEHRZ(J) ‘= TENP]
: ENDIF
C I
24 CONT EXUE
c _
s . T .
£ * FIND SMALLEST SYSTEM TIME TO FAILURE SYSF *
O MEARER AR O] AN bl
c

By
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RAMOUT - B747 ELECTRICAL SYSTEM .

RUH NO.

3

INFUY BLOCK

JYPE GF RUE {0, T,0R 2)uvaussunmvarsaanunanunvsnuans

REQUIRED NUMBER OF SIMULATED SYSTEM FAILURES.......

NUMBER OF COMPONENTS IN THE SYSTEM:vvoancnanuarasns
REFAIR SPECIFICATION (1,2 OR 3)vevvarvauravassuacan
NUMBER OF CLASS INTERVALS FOR RELIABILITY £ALC.....

CLASE INTERVAL WIDTH. cosnucniiacaniranacnnaaionnn

COMP KD, - ICDDE.. O
KFON.. 1 EPTR(1Y..
; KRDN.. D RPTR(1}..

COMP NO. 2 1CO0E,. D
KFOE.. 1 FPTRIT>..
KRON.. 0 RPTR(1)..

COHP ¥O. 3 fCODE.. O
' KFoM.. 1 FPTR{T)..
KRDH.. D RPTR{T)..

4 ICORE.. 0

K CONP W, _
- KFDM.. 1 FPTR(1}..

KRDM.. 9 RPTR(1)..

COMP NO. 5 1CCDE.. 0.
KFDN.. 1 FPTR({1)..

KPDK.. @ RPTR(Y)..

COMP WO. 6 ICODE.. O
KFON.. 1 FPIR(T)..
KREM.. D RPTR(S..

7 ICCDE.. © -
KFDN.. 1 FPTR(Y)..
KRDH.. O RETRCT}..

COMP. NO.

COMP NO. 8 ICCOE.. O
KFON.. 1 FPTR(1}..

KROMN.. 0 RPTR(T)..

¢ ICODE..
KFOH.., 1 FPTR(1)..
KRDN.. 0 RPTR{1)..

COMP HO.

COHP §0.10 ICODE.. O
KFON.. 1 FPTRCT)..
oy KRDN.. D RPTRCT)..

COMP NO.1T 1CODE..
KEDN.. 1 FPTR(1}..
KRON.. O RPTR{1)..

CONP N9.12 IEODE.. O
KFPN.. T FPTR(1)..
KRDK.. 0 RPTR{1)..

coMP ¥O.13 1CODE.. D
KFD4.. 1 FPTRCD)..
KRON.. 0 RPTR(T)..

COHP WO, T4 IGODE.. D
KFOM.. 1 FPTR(1)..
KRDM.. 0 RPTR(1}..

COVP KG 15 ICODE.. O
KFON.. 1 FPTR(T)..

« T9Z0000E+ Ok
-D0DG00GE+0D

+1920000E+04
LO0IGOE+O0

- TO20000E+D4
.?pﬂﬂﬂﬁﬂ&mﬂ

L 1920000E+04
000000IE+00

.2000060E+06
~D00GDOOE+00

- ¢UD0000E+06
D0ed0D0F00

«2000000E+06
-0000000E+00

111 T110E+06
-000ROD0E+0D

« 12500006 +H}5

-0000000E+20

.25000008+06
.000000E+DG

-2900000E+05
-0D0Q0GODE+Q0

-2500000E+66
-000CD00E+0G

«25000087 L6
.000000Cz+00

S000000E+0%
=003800E+00

»3000000E+ 04

FPTR()...
RPTR(2)..

FFIR{Z)..
RPTR{Z)..

£PTR(2). .
RPTR(2}..

FPTR(E). .
EPIR(2)..

FRTR(2)..
RPTRE2)..

FPTR(Z) ..
RPIRE2)..

FPTR(2)..
RPIR{2}..

FPTR(2)..
RPTR(2}. .

FPTR(2)..
RPTR(Z)..

FPTR(2}..

RPTR(2)..

FPTR(2}..
RPTR(2}..

FPIR(2).
RPTR(2). .

FPTR{Z) .«
RPTR{2)..

FPTR(2}..
RPTR(2)..

FOTRLZ) . .
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.00000B0EYDD, |

]

5000
=]

1

12 _
1600.00 -

-0000000E+00
-GO0GO0UE+0D

~00000008+00
.0000090E+00

-00CO0DCE+M)
~GUOQB0RE+ID

.0000000E+00
- Q0D0D00E+50

.80000D0EG0
.0000000E+0C,

.0000000E+00
.0000000E+00

DBSUDDOE+G

. 0000000E+00

«OBO0RGUEFDD
~GODOD0OEHRD

. 0000000E+00
~O000000E+00

~0U00GO0E+D
00000GOE+D0

.5ODCODOE+G0
Z0000000E<00

.0000000E 01"

.0DONCOBE+(GD
-00G0a00E+00

- ODO000GE+DD
-0000B00E+00

D0OG0D0EHOT



ERDN.. 0 RETR{1).. .00ODOODE+00 RPYR(2).. .0DOGROOE+OD

" QUTPUT BLOCK -

RELTABILITY BLOCK

MEAN 19K rrnvamnansnanes 395930
SIGHA...."..u"....--é:‘-_-_. 225438

RELIABILITY DISTRIBUTION
TINE FREQUENCY  R9SL RMLE

1000.00 136 .99 573
2000,00 - 750 841 823
300000 1088 . .59 605
4009.00 959 3% 405
5000.20 72 241 J251
S000.00 460,150 ,159
7000.00 39 .00 097
8000, 00 190 .054 059
900,00 15 L0352 036
10000.00 80 017 . .02
19000.00 . 3% .0§0 912
1200090 3  .00s 006 _
CVERFLOV 32 .000

MUMBER OF CLASS INTERVALS..... 12
CLASS TNYERVAL WIDTH....cevuen  1000.00
MAXIMUM SYSTEM FATLURE TIME... 18123.65 .
MIKIMUM SYSTEM FAILURE TIME... 228.45

FAILURE BLOCK _
COMPONENT KD. ~ WUMBER OF FAILURES

1 4989
- i 4991
3 4597
b 4972
5 93
é 113
7 100
8 206
¢ . 470 N
10 g i,
1 83 ) T
12 [
A3 o |
% 4z B

15 42

137



R _ - APPEND!X E
AMIR® SIMULAT!ON B747 ELECTRICAL SYSTEM
IRBI - B747 ELECTRICAL SYSTEM

{* TITLE CAMD *3}
1 B747 ELECTRICAL SYSTEM .
S SYSTEH HAAE THAX. ¥ OF COMP. # OF TYPE NAMES *)
TAZVAL 2.000000E+04 15 & '
& ATT&CHHEHT OF COMP. TQ THE TYPE HAMES *)
% 1 .1 1 2 2''zg 3 & 3 5 3
5 & &6
{* TYPE NAMES *, -
A B
1] A ) E
{* FAILURE RATES DY TYPE MAMES *)
5.208000E-04 5.070000E-06 9.000000E-06 8. ﬂDﬂﬂOﬂF-Oﬁ 4,009000E-06
ZMWME%
(* REPAIK 0TS BY TYPE NAMES *)
1.008Q00E+.. . 1.000000E+00 1. nUGDGBE+00 1.0300008+00  1.000009E+00
1.000L00EAGO )
(% FLAG OF PASS.F.R. ARD RATES IF FLAG=1 *)
o J

izl

{* PASSIVE STAND BY PER COMPUMENT %3

o 8 ¢ 0 0 C O O 0 B E
6 0 0 O 0

{*® 10UM ARRAY *)

cooaoooDTa
T T I
coocooCcoom
e - -
oSooooQaadso

C* RDUM ARRAY *) - .
LO00DE+GY  .O0DOCE+00  LOOQCGOE+DD 00000400  .OGHO0E+0D
00000E+00 ,UQ00OE+00 .0QOOGE+00 .QO00DE+00 .D0000E+00
O0000E+00  .ODO00E+GG .QO00Q0E+Q0 .GOOOGE+QD .QQGODE+QD
+Q0000E+00  ,D00DOE+0D - .0QO00E+00 .OGOOCE+DD . OQNDDE+DD
J00000E+D0 .00000E+0Q .ODQOOE+O0 .OQODOOE+O) . OCQDOOE+OD
~O00OPE+O0  LOO00DE+00  .O000DOE+DD  .GODOOE+0G  .QO000E+QD
.ODGDOE+0D  .QQCO0E+00 .QODQOE+QQ . DODBOE+00 .0QCOUE+OD
~D0N0DE+DD  U0GO0E+D0  .0000DE+GD  .B0D00E+00  .0DOGOE+DC
~O0O0DE+GD  .QOQODE+D0  _O0OADE+DD  .ODODODE+S0 . O00DOE+O0
JD0GOOE+SN . COO00E+G0  .COODOE+00 . OO0000DE+0C .DO000E+O0
¢ NO. OF LOSICAL STAND BY LKITS %) '
1]
€ HO. OF LOAD CONHECTIONS GROUPS *)
0

(% NO. OF INDUNE FAILURES *)
n :

{* REPAIR TEAMS FLAG ; HO. OF ‘TEAMS ; WISER/FIFD POLICY *) .
0 0 0

&) HPS (1,4 JSTOP) NDUMP PRSD - %)
5000 1 1000  1.000000E+0%
o FcB FCHUH *3
@ 1.000000E+00
o TRE HTI BETA %)
L 1000  0.00{006£+00

€ ND. OF SENSITIVITY GROUPS *)
Q
{* ROFLAG- NO. OF TIME POIHTS & FLAG IRDICATES THAT POINTS WERE ENTERED *)
t o

20 :
{* IRBZ INPUT AND REPAIR MODE FLAGS %)
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LﬁO’UT - B747 ELECTRICAL SYSTEM

FUNGTION NSYSCH{)
€ Enter the ncber of ccmpments for HSYSCM
NSYSCM = 15
return
EXD
SUBROUTINE SYSUP(SYS,T,MI1)

t PARAMETER 50 1S VALID FOR PC VERSIGI
COMMON/SYST/ B45D)
¢ for user programing delete the next tio lines:
c WRITE(S, *{AdT)! SYSTEM FUNLTION 18 MISSING]  ABORTED.*
t sioP
1+ once the above two lines were deleted start programing
g the gystem function below this line
| .
) K1 = B3y R(TIRBLH)*E 13340 C15)
RIS *B(8)R(PI*BL13)R{15)+
BB{1Y*B(SPYB(BY*B(P)*B{ TI}*R(15)
c .
K2 = B(4Y*B{13)y*B(15)+
WYY B(I5)+
WBEYBIIVEL M .
mt3}*3(12)*3t14) Li
c .
K3 mu:z
CTF (K3.5T.0) THEN
§yse=1
ELSE
SYs=0
END1f 2
c #
RETURK -
END
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LBOUT - B747 ELECTRICAL SYSTEM

FUNCTION WSYSCH{)

c Eriter the nurber of components for NSYSCH
HSYSCH = 15
return
ERD
SUBROUTINE SYSUP(SYS, Y, MIT}

PARAMETER 50 IS VALID FOR PC VERSIOM
COMMON/SYST/ BCSOY '

£

G for user programing delste the next two Lines:
t WRITE(2, 1(A)*)’ SYSTEK FUNCTION IS MISSINGI  ABORTED.’
€ stop .
[ once the sbove tuo Lines were deleted start progreming
c the system function below this Line
c
t: . '-_'.
K1 = B(3YB(TY*B(PI*B(13)*B(15)+
a8(2)*B(6Y B(EY*B(PY*B{IZYB(15)+
RBL 1Sy B(BI*B(FY*B(137*B(15)
[
X2 = 8(4)y*B(I5)y*R{15)+
MWCFBLII*BI5+
RB(2Y*R(11)*8(14)+
c BBC3I*B(I2Y*BL14)
K = K14K2
IF (KZ.67.05 THEW
SYsal
ELSE
Sys=i
ERDIF i
c =
RETURN
E¥D )
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OUTR1 - B747 ELECTRICAL SYSTEM

ARIR VER. 1.2

. % I¥PUT BLOCK ¥

O TITLECARD %) / "

1 E747 ELECTRICAL SYSTEM :

(* SYSTEM MMME TMAX ¥ OF COMP. # OF TYPE NAMES *)
115VAC 2.000000E+04 15 6

% ATTACKRENT OF COMP. TO THE TYPE WAMES *)
1 1 1 i 2 2 2 3 & 35 5 5
5 & b
(% TYPE NAMES *) ’
A B - £
. E F
(* FALLURE RATES B8Y TYPE NAMES *}
5.208000E-04 5.090000E-06 - ©.000000E-06 &.000000E-06 4.0000005-06
2.000000E-06 -
(* REPAIR RATES BY TYPE NAMES *)
1.000000E+03  1.000000E+00  1.000000E+00 1.G00000E+20 1.000000E:00
1.0C0000E+0D .
(* FLAG OF PASS.F.R. AND RATES IF FLAG=1 *)
a
{* PASSIVE STAND BY PER COMPONENT *}
g9 ¢ 0 ¢ 6 06O ¢ 0 0 @
"0 ¢ 0 9
{* IDUM ARRAY *)

cpéhaﬂaéaa
cocomoooep
occccqéama
nuabanoacﬁ"
eooooooooo

{* ROUM ARRAY *) .

-Q00COE+00 - LO0000E+D0  ,Q00DOE+00 .QUOO0E+00  .00000E+00
OODUDE+CD  .O0000S+00  ,0ODO0E+DD  OOOROE+DO  .ONOQDE+DO
"ODDODE+QD  .DODDCE+(0  .NOOOOE+00 - .ODOGDE+QG .GCOQDE+D0
L0D0DOE+Q0  .QPOOUE+OD  .OQOODE+GE  .00GO0E+D0  .0OGOOOE+00
LOGBO0E+Q0  .0COO0E+0G .GUODOE+(H .00GDOE+00 .000DOE+DY
LOODDOE+Q0  .00OONE+QD .COQCOE+0D .OQODAOE<NQ ,00O00E+00
-OUD00E+0D0  ,0QGODE+DD  ,UODOOE+G0  DOODOE+0D  .OCOGGE+0D
LO00C0E+Q0 000002400 .OQOGOE+O0 .00000E+00 .0RO00EM00
.OUODOE+D? ,00000E+00 .0O000E+00 .OGCDOE+O0 .OUOODEHOD
LO0M000E+00  .D0000E+O0  .ODODOE+BG  .GOOUOE#00 .O000ODCE+00

{* K}, OF LOGICAL STAND BY LNITS *)

¢
€% ¥0. OF LOAD COMNECTIONS SROUPS ¥}
0 .
{* RD, OF INDUCE FAILURES *)
) -
C* REPAIR TEAMS FLAG ; NO. OF "TEAMS ; WISER/FIFO POLIDY *)

0 o 0
e HOS (1,4 JSTOR) NDIMP PRSD  *)
5000 1 1000 1.000G00E+M
{* FRB FEHUM *)
$  1.0600DCE+00
* TRY S HTEL BETA ™)
0 1060 0.000000E+0D

€* NO. OF SENSITIVITY GROUPS *)
0

(* ROFLAG HO. OF TIME POINTS & FLAG INDICATES THAT POINTS WERE ENTERED *3
1 20 L
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¢ TRE2 INPUT AND s;r:‘mm MODE FLAGS *)
o

£1

B747 ELECTRICAL SYSTEM

RESULTS FER == 5000 == CASE WISTORIES
AVERAGE X0, OF COLLISIONS PER HISTORY= 2.,2741E+D1

i ok % —

R TIME DEPENDENT e Lo
* FAILURE PROBABILITY (DEMAND MODE) *

Lz 1 LI

TINE FAILURE PROB. P.R.S.D.

e - gy o e -

1.0000E+03  2.9600E-02  8.0974E+00
2.0000E4303  1.B54A0E-01  2.9844E+00
3.0000E+03  4.03BOE-01  1.71B4E+00
4.00002¢03 6.0420E-01  1.%446E:00
5.0000E+03 7.5380£-01  B.0822E-0%
5.G000E+03  8.4540E-01 &.0477E-OF
7.000DE+03  9.03208-01  4.6298E-01
B.0000E+03  9.41208-01  3.5348£-01
9.00005+03  9.60BOE-0Y  2.8563E-01 7
1.000DE+D4  9.7S60E-01 2.2365E-01
1.1000E+04  9.B46CE-01  1.7687E-01
1.2000E+04  9.9040e-01  1.3923E-01
1.30008+04  9.9420E-01  1.0802E-01
1.4000E+04  9.9720E-01  7.493BE-02
1.5000E+0% 9.9B20E-D1  6.D054E-02
1.6000E+06  9.99005-01  4.4743E-02
1.7000E+04  9.9940E-01  3.4851E-02
1.8000E+05 9.99808-01  Z.0001E-C2
1.90G0E+06  1.0000E+00  .0000E+00
2.0000E+04  1.0000E+00  0.DGUOE+00

e ke e o T T e T

CONDITIONAL MTTF OF THE SYSTEN = 3,93462E+03
THE CONDITIONAL MTTT 15 THE REGULAR MTTF OMLY IF
THE I.IHRFL!ABI‘LIT'{ AT THAX IS 1.0

* SENSITIVITY BLOLK *

¥

COMPOMNENT SENSITIVITY TABLE

T e e e e e e

COMPORENT DEPENDENT UNRELIABILITY

1) £.956403  2) 4.995‘%3 3) 4.996+0% 4 4.B8E403  5) D.DOE+0D
5y 1.00E+00  7) 1.00E+0C  8) 2.00E+00  9) 6.00E+00 10) 2.00E+Q0
11) 4.00E+00 12) 5.00E+00  13) 2.90E+061  14) 3.00E+00 15} 2.50E+01

NUMBER OF COMPONERT DEPERDENT FAILURES

1)y 4948 2y 4987 3) 4986 4} 4831 3) 0
) 1 [}] i a: 2 % b 1 2
25

m 4 @ 5 - m X% W 5 15
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HORMAL 1ZEDr COMPOMENY DEPENDEMT UNRELIABILITY

17 992601 23 1.005+00 3 1.00E¥00 &) 9.796-01 5) 0.00e+00
6) 2.012-04 73 2.096-94 B2 4.D1E-04F 9 1,20E<03 10) 4.0ME-D4
113 8.02E-046  12) 1.006-G3  13) 5.82E-03  14) 6.02E-04 153 5.01E-03

L1

*  SPARE PAKTS AND REPAIR B LT LK %

REPAIRS IN TINS SURFACES #bn COMPONENT

. 1) 0.00E+00  2) O,00E+0D  3) O0.00E+00  4) 0.00E+00  5) 0.G0E+00
6) C,00E+00  7) O0.00E+00 &) 0.00E+00 @) 0.006+00 103 0.008+00
11) C.00E+00  12) 0.00E+00 13} O.D0E400 143 0.00E+00  15) £.00E+00

REPAIRS TN TIME SURFACES PER TYPE

------------ -~

A Yy 0.90E+00 8y .0.00E+0D
&) D.O0R+D0 0} 0.00B+00
£ } O.00E+00 £ 3 O.00E+00
. REPAIRS IR CONTINUDUS PROGESS PER COMPORENT ) . -

------ L e

) 2358400  2) 2.458400  3) 2276400 &) 2.26E+00  5) 6.00E-04
6) 1.20E-03 = 7) 6.00E-0%  B) 3.40E-03 ~ 9) 5.40E-03  10) 4.60E-D3
19) 7.205-03  12) 3.806-03 13) 2.24E-02  14) 5.206-05 °15) 1.96E-02

REPAIRS IR cmnmms PROCESS PER TVYPE

-------------- e L L L L L T LIS

A } 9.34‘5*00

B ) Z.40E-03
C ) 3.40E-03 Py 5.40E-03
E ) 3.808-02 - F ) 2.48E-02
MAX.. VEIGHT SCORED IN THIS RUN: 1.000OE+00 -
HIN. WETGHT SCORED IN THIS RUM: 1.0000E+00
* BIAGNOSTIC BLOCK *
sex== FIRST SCORE SPECTRUM IN STEPS zw=== s .l
¢ o 0 7 4157 T 76 5 ‘

===== FIRST DETECTOR SPECTRUM BY STEPS s=m== . !

0.0000E+00  0.0000E+00  0.0QUCE+OD  7.0000E+00  4.1510E+03
7.41006402  7.5000E+01  5.0C00E+00

ND. OF SCORES 3
148,50 9R7.00  2019.00 3021.00  3749.00
4227.00  4516.00  4705.00 480400  4B78.00
4923.00 4952.00  A971.00 498600 4 .0D
4995.00 4997.00 4999.00 S5000.90  S$00.00
AVERAGE WEIGHT OF COMPONENT DEPENDENT UNRELIABILITY

1) 1,00E+00  2) 1.00Es+0D 3} 1.00EH00 &) 1.06EHIG 5) 0.00E+00
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93 1008400

6) 1,005+00 7 1.008400  B) 1.09E+00

1) 100400 12) 1.00B+00  13) T.00E400  14) 1.00E+80

NORMALIZED AVERASE WEIGHT G

1) 1.00E+00  2) 1.00E+00  3) 1.006+00  4) 1.002+00

) 1.00E+00 73 1.00E+400  8) 1.00E¢0 ) 1.C0E00

1) 1002400 12) 1.005400 153 1.00E400  14) 1.00E+00
* pOMMERTS  BLAGK ¥

1193.00 SECONDS EXECUTION TIME.

W

e
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183 1.00E+00
15) 1,00E+00

5) 0.00E+00
03 1.00E400
153 1.00E+00
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'SINGLE COMPONENT - RE

SIMULATION

ey
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;z
LT" -.BILIT‘( AND AVE LABILITY

RAMIN - EXPONENTIAL FAILURE DENSITY & EXPONE"QTIAL

REPAIR I\?ENSI’I'Y )
et _ o
NTYPE.. wmﬂ; S000H ... m - 11PROB, .. 115ZE...10Ff... 100.0 END "
ICODE...D LR ¥2.1 = '
KFDN... 1ERTRC1Y... muoaue»nz-spmz:... . DGDOGO0E+OOEHD ”,
KRDN... RPTRC1S. .10CODONE-O2RPTR(Z)... .O000N0CT+O0TND Gy
. {’}
T
Fal
n
sp'-
A . n ’
SO
. T
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SUBROUTINE SYST
(ONLY THE RELBVANT SECTION OF 'I'HE PROGRAM IS SHOWN)

c

T *.ENIER THE SYSTEN FUNCTION HERE *
C*
C * ISYSUP - SYSTEM STATUS, MAY BE LARGER THAN ONE *
C * KST(1) - COMPONENT STATUS, O OR 1 *
: e Lo .
e
. 18YsUP = ksTC1Y
£ ;
IF CISYSUP.FR.0) THEN
- J=i+q
® TENPR(J) = TENP1
EMDIF
c .
20 . CONTINUE
¢
c - k ﬂﬂﬂ! k X
£ * FuD smu.tsr SYSTEM TIME TO FAILURE SYSF ¥
T Wi ik Sk kol dede sl v b e ok sl o ettt st b ok e
¢

s,
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RAMOUT EXPONEN'I‘IAL FAILURE
REPAIR DENSITY

RUR ND.
HPUT BLOCK

"

b

1

2

J

TYPE OF le (ﬂ.‘l,m 2}-.-n-u-n--ta-'.pt--nutn;--:;kc,

DENSITY & EXPONENTIAL-

1
REGUIRED NUMBER OF SIMULATER SYSTEM FAILURES....... 5000
KUMBER OF COMSTITMIS IN THE srsrsn.‘.f}.............. 1
REPAIR SPECIF: STION €1,2 OR 3}avasbnnsnsnnoanrnan 1
NUMBER OF CLASS INTERVALS FOR RELIAZILITY CALC..... 25
CLASS INTERVAL WIDTHovoxsivasnnnsyansnessnarsansnas 10.00
COMP ¥0. 1 ICODE.. O _ )
KFON.. 1 FPTRC1).. .1000000E403 &PTR(Z).. .DODGOODEDD
KROM.. 1 RPTR€1).. .1GDODOCES0Z RPTR(Z).. .DOCOOODESO0
OUTPUT BLOCK
AVAILABILITY BLOCK
AVERAGE UP-iME...  GB.70  SIEMA......  98.39
AVERAGE DNYi1iE... 9.78  SIGMA-..... 9.62
AVERAGE AVAILABILITY.. .91 SIEHA....... .00
THE 90 PERCENT COMFIDENCE LEVEL... .91
THE §5 PERCENT. CONFIDENCE LEVEL... .99
RELIABILITY BLOCK
NEAN LEFE.vvesrnrsnrnronee  9B.70
STBMA. «evmacennrrernnoneos 98.3¢
RELIABILITY DISTRIUTION
TINE  FREQUENCY  R9SL RHLE
10,00 49 904 910
20.00 466 .B0B  .BIT
30,00 3% 733 743
40.00 359 .660 671
59.00 32 5% 605
60.06 314 531 542
70.00 29 AT 490
£0.00 240 .53 442
$0.00 200 389 401
100.60 %0 .35 363
140.00 158 .320 331
120.00 168 .287 207
130.00 163 .255 265
140.00 129  .229 239
150.60 115,208 218
160,00 106 .85 94
© 170,00 90 .168 175 \
186,60 75 .153 L1621 "
190,00 8 .13 bk
200,00 60 2% 132
210.00 59 L112 120
220,00 59 103 10
230,06 5 .092 099
249,00 4 083 .089
250.00 &% .07 079 -
OVERFLOM 397 00
MUMBER OF CLASS INVERVALS..... 25
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CLASS INTERVAL WIDTHDyearearn. 10,00

WAKIMUM SYSTEM FAILURE TIME...
HINIMM SYSTEM FAILURE'TINE..,

1

§
FAILURE BLOCK o
| COMPONENT NO.  NUMBER OF. FATLURES
i 5000

TR1.65

02
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- | 3\
RAMOUT - NORMAL FAILURE DENSITY & EXPONENTIAL REPAIR
DENSITY

 RO% NO. 2
INPUT 8LOCK
TYSE OF RURE (9,7,08 2)rurenne ntnusmsnrursraranenas 1
REGIIRED MUMBER OF SIMULATED SYSTEM FAILURES....... 5000
KUMBER OF COMPOMEATS IN THE SYSTEMusuamuvensmussonn 1
REPAYR SPECIFIEATION (1,2 OR 3)uc.uncsssnsvoonansns 1

NUMBER OF CLASS INVERVALS FOR RELIABILITY CALC..... 20
CLASS INTERVAL WIBTH.caiorvcraonrecnosmannaninunoss 10,00

CONP X0, 1 ICORE.. O

KFDN.. 2 FPTR{1).. .JOOUOGOE+GS FPTR(2S.. .3000000E+0Z
KRON.. 1 RPTR(1).. .100GODCE+DZ2 RPYR(2).. .0OODOOOE+DO

DUTPUT BLOCK

AVATLABILITY BLOCK

AVERAGE UPTINE... 93,50  SIEMA...... 29,58
AVERAGE DNTIME... 10.02 SIGHA. jiu ey 9.7

AVERAGE AVRILABILITY., .91 SIGMAL..uvs Lo

THE O PERCEMT CONFIDENCE LEVEL..., .9
THE 95 PERCENT CONFIDENCE LEWEL... .91

RELISBILITY BLOCK

MEAH LIFE..oenusnsuenneeen 5B
SIMAnrrevrearsrasenenane 29,68

RELIARILITY DISTRIBUTION

TINE | SREGUENCY 2951 RMLE
10.00 5 .98 .9
20.00 B .99 997
30,00 19 992 .9
40,00 85 .73 R
50,00 27 946 951
60.00 258 .893 900,
70,00 47 .82 .830
£0.00 458 .728 739
90.00 631 .60 612
100,00 661 473 <484
110.00 644 J34h .355
120.00 577 .23 249
130.00 452 .14t .150
140.00 327 .07 084
150.00 206 038 043
- 160,00 13 017 020
170,00 58 .007 009
180.00 2r  .002 .003 '
190.00 1% 000 .004
200.00 2 .000 000
OVERFLOR == ] 000

NUNBER OF CLASS INTERVALS..... 2

CLASS NMTERVAL HBTY vncuevsnnn 10.00

HAXIMIM SYSTEM FAIL LI:E TIHE...  210.16

NINIMUM SYSTEM FATL 3 TIHE. .. .00
Y
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FAILURE BLOCK
COMPONENT NO.
1 .

£

WUMBER OF FAILURES
5000
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RAMOUT - WEIBULL FAILURE DENSITY (DECREASING FAILURE
RATE) & EXPONENTIAL REPAIR DENSITY

RUN KO. 3

TNPUT BLOEX _
TYPE m= RUN (0,1,00 2)ursrsursncrnans wernrarcmana A :
REQUIRED NUMBER OF SIMULATED SYSTEM FASLURES....... 5000
NUMBER OF COMPCNENTS IN THE SYSTEMausaeseoscvuensaes 3
REPAIR SPECIFICATION £1,2 OR X)ucuivensar 1
MUMEER OF CLASS INTERVALS FDR RELIABILITY CALC. 25
CLASS INTERVAL WIDTH. . uvvernsrusvumsnnnananennsunar 1000

CoMP NO. 1 ICODE.. O
KFON.. 3 FPIR(T).. .10D00GGE#Q3 FPTR(2).. .5000000E+00
ROM.. ¥ RPIR{1).. .1000800E+02 RPTR{2),. .OO0000GOE+00

QUTRUT BLOCK

AVAILABILITY BLOCK

AVERAGE UPTIME... 194.21 °  SIGMA.,.... 424.12
AVERAGE DNTIME,.. .78 SIGNA. .o uae 9_.!_52

AVERAGE AVAILABILITY.. .95 SIGMALauns U1 _

THE 90 FERCENT CONFIDENCE LEVEL... .95
THE 95 PERCENT CONFIDENCE EEVEL... .95

RELIABILITY BLOCK E

MEAN LIFE..ausurvuvavanens 194.21
SIMA . cnerannnaes srrrtenns 424,12

RELIABILITY DISTRIBJTION
TIME  FREGUENCY KO5L . RMLE

1040 15 .719 729
20.00 458 626 637
30.00 3246 561 573
40.00 @ 516 528
50.00 210 .47 485
60.90 162 442 454 3
70.00 137 415 426 .
£0.00 122 %0 402
90,00 98 371 382
100.00 9% 351 363
110,00 92 .33 V346
120,00 55 .32 353
130,00 67 309 .320
140,00 78 .23 304
150.00 79 .278 .28
160.00 2 264 274
170.00 52 253 264
180,00 52 .43 .253
190,00 33 235 .245
20000 58 .24 0 .2%
210,00 3% 217 227
220.00 30 .21 .22t
230.00 4 .203 213
240,00 W .196 205
250.00 32 g 199
OVERFLOW 993 .000 i
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HUMBER OF CLASS INTERVALS..... 25
CLASS INTERVAL WIDTH... v euues 10.06
MAXIROM SYSTEM FATLURE TIME... &109.70

NIRTMUM SYSTEM FAILURE TIME...

FAILURE BLOCK
COMPONENT NO.  NUMBER OF FAILURES
1 5000

.00
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RAMOUT - WEIBULL FAILURE DENSITY (INCREASIN(: FAILURE
RATE) & EXPONIEENTIAL REPAIR DENSITY

- INPUT BLOCK A '
TYPE OF RN (0,100 2)uurisnnnsnouussnunsrnivasaana 1
REQUIRED BUMBER OF SIMULATED SYSTEM FAILURES....... 5000
NUMBER OF COMPONENTS IN THE SYS\ Mucuvcsesnesseaans 1

REPAIR SPECIFICATION €1,2 OR 3)evvnveroonavnenveons i
MUMBER OF CLASS INTERVALS FOR RELIABILITY CALC..... 25
CLASS YHTERVAL MIDTH.ounveoscnrornrormnonmassmeeee 1000
COMP NO. 1 ICOOE.. O '

KFON:. 3 FPIRCTY.. .1000000E+03 FPTRCZ).. .200GOCOE+01
KRDN.. 1 RPTR(1Y.. .1000000E+02 RPTR(Z).. .OGOOGOOE+O0

OUTPUT BLOCK

AVAELABILITY BLOCK

AVERAGE UPTIME...  8B.17  SiGMA......  45.78
AVERAGE DNTIME...  9.78  SIGMA......  9.62

AVERAGE AVAILABILITY.. .90 SIGMA. ..a0n .08

THE 90 PERCEWT CONFIDENCE {EVEL... .90
THE 95 PERCENT CONFIDENCE LEVEL... .90

RELIABILITY BLOCK

MEAN LIFEeurevennsenvnannn  BBAT
SIEMArenrenrnroroeeiensenr  45.78

RELIABILITY DISTRIBUTION
TINE FREGUENCY  RY5L RMLE

10.59 56 -7 I -] _ “\

20.00 139 959 . 963

30.00 219 913 918

49.00 324 Bbb 854

50.00 383 758 778 _

60.00 39 687 658

70.00 . 438 .599 510

80.00 430 513 524

90.00 430 427 438

100.680 379 351 363

110.00 344 .283 294

120,00 327 219 .228

130,00 248 70 A7

140.00 212 A28 36

150,00 155 008 105

166.00 161 067 073

170.00 106 06T A52

180,00 72 33 037

190.00 38 022 226

200.00 & 015 048

210,09 29 809 012

220.00 1% 005 .008

230.00 13 . 004 005

2640.00 12 062 803 .

250.00 6 .om 002 P
OVERFLOW ] : 000
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A
[
HUMBER Df CLASS INTERVALS..... 25
LLASS INTERVAL WIDTH.....vseo. 10,00
MAXIMUM SYSTEM FAILURE TINE... 279,58
NINIMM SYSTEW FAJLURE TINE... 1.36.
FAILURE BLOCK
LOMPONENT NO. NUMBER OF FAILURES
1 - s000
[
.
3
T r I\
[\
" i
-~ frf
.‘%
]
1 I,‘a’
= ‘a2
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" APPENDIX G

PRODUCTIO_N LINE RELIABILITY/AVAILABILITY SIMULATION

RAMIN - COMPONENTS SWITCHED OFF DURING SYSTEM REPAIR
WITH THE SYSTEM REPAIR TIME EQUAL TO THE . SUM OF

COMPONENT REPAIR TIMES

RTYPE...INTIKE...50008. , . 19KFIX... TIPROB...

IC0E...0 LRU HO.4
KFDN... 3FPTR{1)... -I1‘mmmml(z}r--
«2Y20000E+)IRPTR(2), ..

KRDN. .. 2RPTR{1)...
+ IS20060E+DAEPTH(ZY v u s

1GiDE...0  LRU NO.2
KFON... TFPTRC1)...
~2920000E+UIRPTR(2) ...

KRON... ZRPTIR(1)...
ICODE...Q LRU NO.3
KFDN. .« WFPIR(TY, ..
’ m"ldl ZRPTR“’.‘.
ITONE...0  LRU 0.4 .
KFDR. .. 1EPTRYD... . 15221008+03FPTR(2)...
KRDM,,. 2RPTR{1)... .1205000E+02RPTR(2)...

IOODE.. .0 LRU NOLS
KFBR... 1FPTR(1}... ISZ2UO0EHOBFPYR(Z). ..
« 1205000F+02RPTR(EY . . -

KRDN. .. 2RPTR(1}...

ICODE...0 LRU MO.5
«4555000E+02FPTR(2) - +
+2ADP000E+02RPTRE2) » . «

LAS2ZTO0E+03FPTRC2) . -
« 1205000E+02RPTR(Z) .- o

KFDN... 1FPTR{%)...
m"--v mPTRH).u
1CODE...D - LRU NOD.7
KFEN. .. 1FPTR{1}...
KRON... ZRPTR{1)...
1C00E...0 . LRU HO.B
KFON, .. 1FPTR(1)...
KRDK... ZRPTR{1}...
ICODE...0 LR M).9
KFBM. .. 1FPTR(T)...
KRDN. .. 2RPTE(1...
TLODE...0  LRU NO.%0
KFDR... 1FPYR(1)...
KRDH... 2RPTR{1D.,,
ICODE...D  LRU ND.11
KFON,.. 1FPTR(1)...

A555000E+02FPTR{2) .. -
-2409000E+02RPTR{2). . -

4555000E+02FPTR{2) ..
«2A02000E+02RPTRE2) ...

+ASESCODEAO2FPTR(Z)Y vou
2400 UE+02RPTR(E) . . «

-4555000E+02FPTR(2) ...«
«2409000E+02RPTREZ) . v 0

+A555000E+02FPTR{Z Y v
KROM,.. ZRPTR{T}... 2409CO0E+IZRPTR(2) ...
ICODE...0  LRU §O.12 -

KFDOR... 3FPTR(1)e.. . $0T4700E+0BEPTR{Z) -0
KRDE.., ZRPTRC1Y... .12 D2RPTR{2S. ..
ICODE...0  LRU X013

KFDN... 3FPTR(I)ean o1 fmnawsmaca)...
KRON... 2RPTR(1}v.. .VPOSOODE+O2RPIR(Z). .o
ICODE...0  LRU NO.14( .

KFDN... 3FPTR{1)...
KHDK... 2RPTRC1)...
IGOOE...0 LAY 0.5 _
KFDM... TFPTR(1)... .2025BOOE+03FPTR(2)...
KRDM. .. 2RPTR(1)... .1205000E+02RPTR(2)...

ICODE...0 LRU HD.16
KFON. .. TFPTR(T).., 2025800E+03FPTR(Z)...
- 1205000E+02RPTRE2) . . .

KRDK... 2RPTR{1)...

ICOBE...G  LRU ¥0.17
-2025800E+03FPTR(2). .
«1205000E+02RPTRIZ) . - .

KFDM... TFPYR{1)...

KRDM... 2RPTRLT)...
IRZ5000E+03FPTR(D). .
.40200005"'3 1 RPTR(2) -

G TO0ECOSFPTR(2) . .
J205000E+02ZRPTRZ) . .0

ICODE...0  LRU NO.18
KEDN, .. TEPTRCI}...
KROW. .. 2RPTR(1),..
ICODE...D  LRu 40,19
KFON... 1FPTR{1}ie.
KRDN... ZRPYRCTS...

-1825000E+02FPTR{2) .. .
A020000E+01RPTR{2) . . o

t182E...15F1...

~P0000G0E+D0END
~SO000R0E+IENRD

~Q00B000E+00END
-S000000E+00END

. G000000E+00END
- 20000005+01END

- {I00UOD0E+DOEND
.2000000E+01END

«JBOI00NE+DOEND
«2000000E+31END

~0000BG0E+00END
_+4000000E+D1END

~0000000E+)0ERT
~A000GH0E+01END

» DOODOBOE+OOERD
-£000000E+G1END

.0DDODDOE+DOEND
-40000008+01ERD

-0000000E+D0END
400000050 1ERD

 DODOCDOE+DOEND
4000000E+01END

- 1100000E+01EHD
«20BG200EDIEND

.11000005+01END
- 2006000E+01END

- 110G000E+OTEND
-2000000E +D1END

-GODIDODE+ODEND

+2000000E+01ERD

. DOOCODOE+QOEKD
20000GOE+D1END

«D0000BDESQOEND
»2000000E+01END

-(O0G00DE+DOEND
«6700000E+GOEND

0600000 +0UEHD
STOUHD0E+O0END
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.

'SUBROUTINE SYST ..
(ONLY THE RELEVANT SECTION OF THE PROGRAM IS SHOWN) -

c

c ek Ak *k A

" © * ENVER THE SYSTEM FUNCTION HERE

c*

€ * ISYSUP - SYSTEW STATUS, MAY BE LARGER THAN OME

C * XSY(I) - COMPONENT STATUS, O DR 1 )“ .
C dewtdn % * . * ek 4o i

c .
IT = KSTO1VKET{2Y*KST S I*KST (A = KSTCI2)*KSTOISIRKST{i8)+

ST (T KET(2) KT (BIKST(6)Y KSTLI2Y ST L 16)*KST(18)+

AETLTYRSTL2Y*KST (SY*KST (O KETCI2Y*KET{ 17D EKST{ 182+

WKSTLTIRKSTL2)*KET(II*KST (S Y KET{ 12 PKST(1SI*KET(19)+

SKSTC 1 YRS TL 2 Y KET LS MM KSTLOYKST{ 12 TP KST 16" KST( 19+

BEST(TIMKSTLRYKST{S I KST(GY*RSTOIZYKETLITI*RST(1?) ) Y )

Ig = KETC1DMKST(2FHRSTCIIKST(TI*KST(12)*RETL15)*KST( 18)+
BST(1YKSTCRI*KSTLIIEKST (FIMEAT(12)*KSE{ 16 *KST(183+
MET 1 PHSTL2YMKST(IIMKIT{TIEKST{I2 YRS T ITY*KST( 183+

T RKETCIYPRST{2Y P KST(IIMKSTL Ty KST TR IS TC IS 1RSI ( 19+
SKSTCDFKET(2IMKST (BI*KST (7YKETL 123 KST(163*KST( 192+
BKST{AKST (2Y*KET LS Y KST( 7Y XSTL12YKSTITI*KST(19)

i % % % & *

13 = KSTC1*KST(2)*KST{AY*KST(EKST(13)*KET{I5 Y RET (18)+

ST (1 )FUSTC2Y*KET (A Y KST(E)KST{ 13 1KST(16F*KST( 182+

BKST (1 PKSTCRY M KBT (4 )¥RSTB Y RET{IFIEST (17 3*KST{18)+ : s
BSTL1Y*KSTLEYPKST(4)EKSTE)*KST{ 13 YKST{ 15 KET( 19)+ . g
WKST1IPRST2I*KST {4V KST(BIMKSTOIZ Y KST (163 *KST{19)+
FSTOTI*KSTL2IKST (4 Y KST(BY KSTIZPUST(17)*KST(19)

14 = KSTC1YMKST(2IHRSTLAYKST(OYKETC1339KETL 15)KST(18)+

BKST (1)*KST (2Y*KST (4 Y*KST(9)*KSTCIIIMKST(16)4KST (182 + ,.
BKST(1)*KST(2)*KST(4)*KST(DIMKSTC13Y*KST(17)*KST(18)+ Sl
KSTCTJMKSTC2IKST CAFHKSTCOIPKETUIBINSTCISIMSTLION ey
SKST(1)*KST(2IKST (4P KSTCII*KSTCIZI*RSTLIS)*KST(19)+ S
BKSTCIIHKETL2)KST{4)*KST(DIKSTE I3 I¥KST(I7I*KETE19)

15 = KSTCUMRST(2)*KST(S Y RST 10 KST{ 14 Y KST {15 KST(18)+
WKST{HIKSTL2) KT (S YV KET (IO KSTL 14 KSTL 16 KST{ 18)+
EKST(‘I( KST{2PRST(OKSTL IS T 1A KT 1T Y KST(18)
ST OIS LR IMBTLSIMKET TDY ST (14 Y*KST (15 KEF (19)+
WETUTYKST(ZYKST(S P KSTCIOVMESTUIA I KST1EKST( 19+
WSTCIYARSTL 2 KST(S M KST 10 KST{ 14 Y KSTUITI*EET(19)

16 » KST{12FKSTL2)"XST(SI*KET(11I*KST(14)*KST(15) KET(18)+
ASTLIYRST(RIKETCTYHKSTCH PHKST 14 Y KET(16)*RATL1E) «
SKSTL1YPUSTE2YRSTCIIMKETL T *KET {14 Y KET( 17 KSTL18)+
SKSTLRET (2SS Y STV V¥ STUIR ST IS YASTL 19+
SKETCIYPKSTL2YKST{SI*KET{ 1T I KSTC V&Y KST{1EY KST, " P~
RKSTLTIMKSTL2)"KSTLHI*KSTLI 1 YEKSTL 14 IEKSY(17IRKST "9}

18¥5UP=1 1+12+134 14415416
IF (ISYSUP.EQ.0) THEN .
Jed+t '
i TEWP2(J) = TEHRS
“ ENDIF

0 CONTINUE

nnnnnnn L

* FIRD SMALLEST SYSTEM YIME TC FAILURE SYSF ¥

------- Lo

OO NO
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RAMOU'I‘ COMPONENTS SWITCHED OFF DURING SYSTEM
'REPAIR WITH THE SYSTEM REPAIR TIME EQUAL TOTHE SUM OF
COMPONENT REPAIR TIMES (10 HISTORIES)

RUN WD. §
TRPUT BLIKK

TYPE OF RUN £0,1,0R 2)veevecarerevecansnanusansanan
BETUIRED NUMBER OF STMULATED SYSTEK FAILURES....ve.
SUNBER DF COMPONENTS IN THE SYSTEM..vuususrersevasn
REPAIR SPECIFICATION (1,2 OB 3)vuverevcrasneasoronn
WIMBER DF CLASS INTERVALS FOR RELIABILITY CALE.....
8LAS$ lﬂmgva!— uIDTH.IIlQ".‘IUIIIU-II'I..U‘.I..-..C'

COMP HO. 1 ICODE.. &
KFON.. 3 FPTR(T)..
KRDM,, 2 RPTR(1)..

COMP KD, 2 ITODE.. 0
KFON.. 1 FPIR(1)..
KRON.. 2 RPTR(1)..

. COMP NO. 3 ICOBE.. O
XFDM.. § FPIR{1)..
KRDN.. 2 RPIR(1)..

COMP HO. 4 ICODE.. O
KFPN.. 1 FPTR(1)..
KRDN.. 2 RPTR(1)..
CONP NO. 5 ICODE.. O
KFDN.. 1 FPIRC1)..
KRON,. 2 RPTR(1}..

4

COM>' HO. & ICODE.. O
KFN.. 1 FPTRC1)..
KRDN.. 2 RPTR{1}..
COMP ¥C. 7 ICODE.. 0
RFOM.. 1 PPTR(1)..
KRON.. 2 RPTR{T)..

8 ICODE.. 4"
KfBM.. 1 FPTRZ1)..
KRDH.. 2 BPTRCTXi.

COMP MO.

9 ILDE.. D
KFON.. ¥ FPIR(1)..
KRDN.. 2 RPTR(%)..

COMP HO.10 ICCDE.. O
KFiN.. 1 FPTR(1)..
KRDN.. 2 RPIR(Y)..

COMP HO. 11 ICODE.. G
KFDN.. T FPIR{T)..
KRBN.. 2 EBPTR(1)..

) WP HO.12 ICODE.. &
KFBH.. 3 FPTR(T)..
KRDK.. 2 RPTR{1}.. -

COMP NO.i3 ICODE.. B
KFDH.. 3 FPI'R(‘I)..
KRDH.. 2 RPIR(T)..

I COMP KO, %4 ICODE.. O
KEDN.. 3 FPTR¢T)..
KRON.. 2 RPTR{1}..

- 11404620E+04
-2920000E+01

. 15Z0960E~04
~2920000E+01

. 1522100E+03
- 1205000802

« 1522 T00F+03
-1205000E+02

- 1522100:+03
- 12050008402

4557000+ 02
«PEO9DDOEHZ

~4555000E+02
-2409000E+02

-L355000E+02
- 2409000E+02

A555000E702
~2409000E+02

4555000E+02
2409000E+02

4S55000E+02
-2409000E+02

T014700E+03

. 1205GO0E+02

«101470DE+05
- 1205000E+02

~Q14T00EHT3

. 1205000E+02

FPIR{2)..

RPTR(Z)..

FPTR{E} ..
RPTRER Y.

FFTR(2}..
RPYRCE}..

FPi'R( 2}..
RPTR(2) ..

FPTR(2Y..
RPTR(2)..

FPTR{2)..
RPTR(2)-.

FPTR(Z)..
RPTR(Z). «

FETR{Z)..
RPTR(ZY..

FPIR(Z)..
RPTR{Z}..

FPTIR(2}..
RPTR(2)..

FPTR(Z)-.
RPTR(2)..

EPIR(2) ..
RPTR(2)..

FPTR(2)..
RPTR(2)..

1]

FETR{2)..
RPTR(2),.

157

i

1
10
19

1
15
10.00

$000000E+OD
- SOBDODDE+GD

.(300000E+00
SOI0000E+00

000000000
~2000000E+31

. (000ODOE+D
-2000000E+01

= H000000E+D0
-2000000E+01

«000G00DE+00
4000000+

-0000000E+00
~400GG00E+D1

-0000000E+00
4000080401

-0000000£+00
A000000E+01

.OD0ODICE20
~4000000E+01

H000000E+00
~A000000E+01

A100CO0EDT
-2000000801

~1100000E+(1
~2000000E+0%

-1100000E+D)
~2000G00E+01



o

CoMP NO.T5 ICCDE.. B
@ KFON.. T "FPTR(I}..
o8, 2 RPIR(Y)..

CONP X0.16 ICODE.. O
T OKEDNo. 1 FRTRC1S..
¥WBN.. 2 RPTRCD)..

COMp 00T !II:WE.. 0
KFoN.. 1 FPIR(1)..
KRUK.. 2 RPTR{1})..

COMP NG.16 ICODE.. O '
. KFON.. 1 FPTR(1)..
KRON.. 2 RPTR(1}.-

COMP NO.19 CODE.. 0
¥FDN.. 1 FPTR(Y)..
KRIR.. 2 RPYRC1)..

= f_.' N ouTRUT
i\
by ‘:1 L
AVAILABILITY. BLQCK

AVERAGE UPTIME...
AVERAGE DNTIME...

41.50
145,09

AVERAGE AVAILARILITY.. 22

Lt

THE 90 PERCENT COMFIRENCE LEVEL,..
THE 95 PERCENT COKFIDENCE {EVEL...

RELIABILITY BLOCK

MEAH LIFE.vnenaususcanauen
STEMA s nsrannmrasisansusn

RELZABILIT/ DUSTRIBUTION

TIME - FREQUENCY R9S5L
10,00
20.00
30.80
&0,
C 7N W
9.9
70,84
antoo
90.00
100,00
110,00
120.00
130.00
140.00
150.00

h1

CMOQOD =0 A=t e
L=

OVERFLOW 2

HUMBER OF CLASS INTERVALS.....
CLASS INTERVAL WIDTH..uevunren
MAXINIM SYSTEM FAILURE TIME...
HINTHOM SYSTEM FAILURE TIME...

FAILURE BLOCK

COMPORENT HO.

20258002403

»1205000E+02

12050008402

~2025800E+03

-1205000E+02

. 1825000E+03
-4020000&+01

. 1825000E+03
40200008209

BLOCK

SIGBMA. . uas

SIGMA......
SIGHA. -..n

-8
-18

41.56
15.69

080

19.7%

HUMBSR OF FAILURES

g

FPTR(ES.. . OCODBOLE+GD
RPTR{2).. .Z2000DGOE+D1
FPTRCZ2).. .OO0GROCE+OD
RPTR(2).. .Z00D00CE+01
FPTR(2).. .CODDODOEVDD
RPTR(2). . ;/ 2000000801
FETR(2).. .D0ODDGOOE+CO
JRPTR(2).. .STOOODOE+0G
FETR(2).. JLTOUDDOEHOO
PAIRC2).. . OFODGIDE4OG
1568

4116

.84

158
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RAMOUT - COMPONENTS SWITCHED OFF DURING SYSTEM
REPAIR WITH THE SYSTEM REPAIR TIME EQUAL TO THE SUM OF
COMPONENT REPAIR TIMES {50 HISTORIES)

RUN NO. 1

INPUT BLOCK

TIPE OF RUN €O, 1,00 2)vavrrsnrmrneverasssmennvines
'REQUIRED NUMBER OF SIMULATED SYSTEM FAILURES.......
NUNBER OF COMPONENTS 1K THE SYSTEM.<.nerennnnonoses

REPAIR SPECIFICATION (1,2 OR 3)..ccicnannranns
MUMBER OF CLASS [NTERVALS FOR RELIARILITY CAL

CLASS INTERVAL WIDTH...ccvvocvcrnnvinnmunnen

BU!P NO. 1 ICODE.. D
KFDN.. 3 FPTR(1)..
KRDN.. 2 RPTR(1:..

TOMP NHO. 2 TCODE,. D :
KFfiM.. ¥ FPTR{1)..
KRUK.. 2 RPTR{1)..

CobP ¥O. 3 ICODE.. @
KFDN.. 1 FPTRLT)..
KRDN.. 2 RPTB(1\.-

COMP MO. 4 [CODE.. O
KFDN.. 1 FPT»‘ )..
KRDH.. 2 RPTRET)..

CONP NO. 5 ICODE., O

KFON., 1 FPTR(T)..

KRDN.. 2 RPTR{%)..

COMP HO. & JLODE.. O
KfoN.. 1 FPTR(1)..
KRDK.. 2 RPTR(1}..

COMP NO, 7 ICODE.. 0
KEDH., 1 FPTR{Y)..
KRDH.. 2 RPTR{1}..

CoMP NO. 8 ICODE..
KFON.. 1 FPTR(1}..
KRUN.. ® RPTR(T)..

COMP NO, ? ICDDE.. O
KFDN.. 1 FPTR{1}..
KRDH.. 2 RPTRE(1D..

COMP NO.10 ICODE.. O
KFDN,. T FPTR{1)..

KRON.. 2 RPTR(1).n-,

COMP ND.1% ICODDE.. O
KFDN. » 1 FPTR(1 }-.
KRDN.. 2 RPTRL1)..

COMP HD.12 JCOOE., O
KFOH.. 3 FPTR{1)..
KRDN.. 2 RPTR{1)..

COMP #0.13 TCODE.. O
KFnR.. 3 FPTR{1)..
KRDN.. 2 RPTR(1)..

COMP HO.14 JUOOE.. O
KFD#.. 3 FPTR(1)..
KRDN.. 2 RPTR(1}..

- 11405306+G4
.2920000€+01%

- 1520960E+04
29 A000E+F

»1522100E+03

L T205000E+02

- 1522100E+03
- 1205000E+02

. 15221006+0%
»'12050008+02

55500002
+2409000E+02

i

J45550008+02
» 240PN00E+02

~#355000E+02
«2609000E+02

A555000E+02
«2609000E+02

-4555000E+02
~2409000E+02

45550008402
. 2409000E+02

»1014TO0E+03
- 1205000E+02

014 700E+03
« 1205000E+02

« 147008403
- 1205000E+02

TR L]

FPTR(2)..
BPTR(D)..

FPIR{2Y . »
RPTR(2). .

FPTR(Z)..
RPTR{2}..

FPTR{2)..
RPTR(2)..

FPTR(Z). .
RRTR(2)..

FPTR(2)..
RPTR(2). .

FPTR(2)..
RPTR(2}..

FPTR{2)..
RPTR(2)..

FPTRIZ)..
RPTR(2)..

FPTR(2)..
RPTR{2)..

FPTR(2)..
RPTR(2)..

FPTR(2)..
RPTR(2)..

FPTR{2}..
RPTR(2}..

£PTR(2)..
RPTRI2). .

160

~$000000E+00
~SEPOIDOE+DS

~O000000E+D0
»3H00000E+GO

~DCO0GCOE+00
-2000C00E+01

-£000000E+D0
«2600000E+01

~0000000E+00
-£000000E+01

- CO00000E+00
-A000000E+01

«Q000000E+DD
AD000GOE+QT

-000D000E+00
SRU0000E+01

«(00J000E+00
-4000006E+01

«0000000E+00
S{00000E+01

R
-5000000E+01

- 1100000£+01
-2000000E+D}

«11000006+01
~2000000E+01

. 11000G0E+Q1
~2000000E+01

K
47



COMP HO.15 1CODE.. ©
- KFDH.. 1 FPIRLT)..
KRDN.. 2 RPTR(1}..

COMP NO. 16 ICDOE.. O
KFDN.. 1 FPIRIT)..
KRON.. 2 RPTR{?)..

COMP NO.17 JCODE.. O
KFDN.. 1 FPTR{1)..
KRDH.. 2 RPFTRC1Y..
COMP NO.18 1CODE.. 1
KFDM.. 1 EPTR(TS..
KROH.. 2 RPTR(D)..
COMP K0.19 ILODE.. O '

KFDR.. 1 FPTR{1)..
KRDH.. 2 RPTR{1)..

QUTRUT

AVALLABILITY BLOCK

AVERAGE I "IME...  50.40
AVERAGE valTHE.,.  133.73

AVERAGE AVAILABILITY.. .27

20Z5800E+03
. 1205000E+02

-20258C0E+03
- 12050006402

20258006403
- T205000E+02

. 16250008+03
L&N20000E+01

1825C00E+03

AD2C0008+01

BLOCK

SIGMA. . vvua
slm‘l‘l"

SIGMA...uen

THE 90 PERCENT CORFIDENCE LEVEL... .25
VHE 95 PERCENT CONFIDENCE LEVEL.... .25

RELIABILITY BLOCK

MEAN LEFEenononcnanvsonnan
'slw'.-‘...'.‘.a|.I|II‘!I'-

RELTABILITY DISTRIBUYION
TINE FREQUENCY  RYSL

10.09 3 .87
20.00 2 .83
30.00 PR 7
40.00 8 .55
50.00 n 35
£0.00 9 .58
7000 .. 5 .07
80.00 2 .039
90.00 & 001
100.00 0 .00
140.00 0 .00%
120.00 0 .00
130,00 1 .00
140,00 g 000
150,00 a0 .00
OVERFLOW 1

NUMBER OF GLASS INTERVALS......
CLASS INTERVAL WIDTH.,.onraann
MAXINUM SYSTEM FAILURE TIME...
HINIMUN SYSTEM FAILURE YIME...

FAILURE BLOCK
COHPONENT NO.

50.40
25.99

v

Inzn
.0ze

L£00

= :

10400

154.462 ©
8,49

NUMBER OF FATLURES

FPER(2)..
RPTR(2}..

FPTR(2)..
RPTR{2}.

FPTR(2).
RPTR(2)..

FPTR{Z) u
HFTR(2)..

FPIR(Z)..
FPIR(2)..

26.99
38.54

.02

161

.0000000E+00
.2000G00E+01

»00000L0E+00

»20000008+01

» 00000000

»2000000E+01

.CO0DONGE+00
-&700000E+00

»0000000E+00
- 5700000E+00
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7

RAMOUT ~ COMPONENTS SWITCHED COFF DURING SYSTEM
REPAIR WITH THE SYSTEM REPAIR TIME EQUAL TO THE SUM OF
‘COMPONENT REPAIR TIMES (100 HISTORIES) -

RUN NO. 1
INPUT BLOCK-

TYPE OF RUM {U,“,OR z)OOOQIi.tttt-.dvl-:.-ﬂl-uplbtl 1
REQUIRED RUMBER OF SIMULATED SYSTEM FAILURES....... 100

e T

RUMBER OF ROMPONENTS IN THE SYSTEM..suveenvuaa P
REPALR SPECTFICATION £1,2 OR 3)uevscsnvernauannnsas
HUMBER OF CLASS INTERVALS FOR RELIABILITY CALC..... -
CLASS INTERVAL WIDTH..avsernannas Eavamsnrastensneny

COMP NO. 1 ICODE.. O

KFDN.
Km"-

-3 FPTR(1)..
« 2 RPTR(13..

COHP ¥0. 2 ICDDE.. O

wox)

COMP NO. 3 ICODE } 0
KFON.J1  FRTR(1}..

KRDA.

« 1 FPTR{D)..
» 2 RPTRC1)..

- 2 RPTR(1)..

COMP NO. &4 ICODE.. O

KFDN.
KRDN.

. 1 FPIRCY)..
.2 RPTR{Y)..

COMP HO. 5 JCODE., 0

KFDN.
¥RON.

.1 FDPTRETY..

- 2 RPTR(1S..

COMP NO. & ISODE.. D

KFDN.
KREN.

. 1 FPTRL1)..
» & RBTRC1)..

COWP ND. 7 ICODE.. O

KFDN.
KROW.

- 1T FPTR{1)..
« 2 RPTR{Y)..

COMP NO. & ICODE.. O

KFON.
KROH.

.1 FPTRCD)..
-2 RPTR(T).,

COMP NO. ¥ ICOOE.. O

KFDK.
KRDN..

« 1 FPIR(D..
- 2 RPTR{T)..

"COMP HO.10 JCODR.. D '

KFDN..
KRON.

» 1 FPERCD)..
« 2 RPTRC1)..

" CoMP MO.11 1COOE.. 0

KFDN.
KRBN.

-1 FPTR(D..

. 2 RPTR(1)..

COMP NO.12 ICODE..

KFDH.
KRDH .

« 3. FPTR(I)..

.2 RPTR(1S..

COMP HE'. 3% {COOE,. O

KEDN..

KRDX.

3 FPIR(1)..
« 2 RPTR{1}..

COMP Ho.14 JCODE.. &

KFON.

. 3 EPTR{D..

- 114U630E+04
29200008401

. 15209606404
= 2920000E+01

- 1522100E+03
« 1205000E+02

« 1522100e+3
~ 1205000402

.1522100E+03
. 412050006402

4553000E+02
RAO00EHG2

S55000E+02
~24090C0E 02

A555000E+02
~2H09000E+02

~R555000E+02
~24090008+02

A5S5000E+)2
- 2409D00E+02

~4555000E+12
2409000E+02

=014 700F403
+120500QE+02

10147006403
. 1205000E+02

- 10167008 03

CKRDN.. 2 RPTRE1).. .1205000E+02

FPTR(2}..
RPTR{2)..

FPTR(2Y..
RPTR{2)}«.

FPTR{Z}. .

RPTR(Z). .

FPTR(2S. .
RPTR(Z)..

FPTR{2)..
RPTR(Z}..

.“

EPTR{2)..
RPTR{2)..

FPIR{ZY. .
RPTR(2)..

SPIR(Z). .
RPTR(2). .

FPIR(Z) ..
RPTR(2}..

FPIR{2}. .
RPTR{2}..

FPTIR(ZY..
RPTRE2Y.

FPIRCZ). .
RPTR(2). -

FPTR(2).:

RPTR(ZY..

FPTR(2)..
rRPTR (2) “n

163

19

1
N
10.00

.900G000E+00
~500000NE+00

- J000000E+00
-SUQ00D0E+00

-0000000E+0D
+2000060E+01

D0O0ODOE+DD

" .2000000E+01

.0000000E+00
20000002401

bl

«0O00000E+DD
.4000000E+01

.0000DCDEHD
40000005407

-0DOCODPE+ID
.40BU0R0E+DT

. UD0OB00E+0D
~24000000E+(

.0O0DDDOE+DD
40000N0E+01

000000000
L40DONO0EHDT

«1100000E+01
-200000G0E+G1

.11000D08£01
,2000000E+01

-11G0D00E+01
-20000006+01



LOMP NO.15 TCODE., O
KEDN.. t FPTR{1)..
KRON.. 2 RPTR{T)..

COMP NG.16 TC0DE.. O
KFDN.. 1 FPTRC1)..
KREN.. 2 RPTR{1)..

COMP uu.‘{rr [LODE.. 0
N KEDM.. T FPIR(Y)..
| KRDN.. 2 RPTRCD)..
! i .
COMP KO.1E 1CODE., O
KFPN.. 1 FPTR{1)..
KRDN., 2 RPTR(1)..

COMEHO0.19 1CODE,. O
KFON.. T FPTR(1)..

KEDN.. 2 RPTR(1)..
TRUT
AVAHLABILITY BLOCK
AVERAGE UPTIME...  50.43
AVERAGE DNTIME..,  134.38

AVERAGE AVAILABILITY.. .27

~20ESBODE+I3
- 1205000E+02

0258008035
. 1205060E+02

. 2025800E+03
-1205000K +02

. 1825000E+03
~4020000E+01

. 1825000E+03
~HOZ0000E+0

BLOCK

ST0MA. . aaun
Slmll.l.l

SI0MA.. ...

THE 906 PERCENT CONFIDEWCF LEVEL... .26
THE 95 PERCENT CONFIDENCE LEVEL... .25

RELIABILITY BLOCK

FAILURE BLOCK
COMPONENT NO.

MEAM LIFE. . snunerninrnens 50.43
. 81 ;{A” 24.99
Ji ’ -

'RE_IJ{;IABILIW DISTRIBUTION

}_.J’_ TINE  FREQUENCY  RESL RELE
16.00 & 525 560
20.00 6 857, LS00
39,90 o 745 810
40,00 14 S5 70
50,00 21 378 AE0
&0.00 17 215 +290
70.00 14 -0 150
80.00 . 67 120
90.00 B 014 040
100.00 0 04 040
$10.00 1 408 030
120,00 1 004 020
130.00 1 001 O
440.00 0 001 010
150,00 : 0 L0 M0

OVERFLOW 1 000

NUMBER OF CLASS INTERVALS..... 15

CLASS INTERVAL WIDTH.vuevourue 15.00

MAXIMUM SYSTEM FAJILURE TIME...  1%4.62

MININUM SYSTEM FAILURE TIME... 4.62

NUMBER OF FAILURES

FPIR{2Y.

RPTRCE)..

FPTR(Z) .
RPTREZ)..

FPTR{Z)..
RPTR(Z). -

FPTR(Z)..
RPTR(2)..

FPTR(2}..
RPTR(2}..

- 26,99
42.38

01
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DOODADOE+On
. 2000000E+01

. 000D0OLE+0D
-2000000E+01

-000BONRELQD
-2000000E+01

-0000000E+00

~S700000E+00

-O0000GDE+Q0
6T00000E+00

x



o

s

NG 00~ 0% W2 Py Dl R e

&

é
30
32
20
54
56
T4
&9
&9
&5
5
&2
45
19
&2
L))
24
32
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RAMOUT - COMPONENTS SWITCHED OFF DURING SYSTEM
REPAIR WITH THE SYSTEM REPAIR TIME EQUAL TO THE SUM OF
COMPONENT REPAIR TIMES (5000 HISTORIES)

R N0. 1
INPUT BLOCK

TYPE OF RUN {8,5,0R 2)ucvvanrvorvaransasresunrasnes

REQUIRED NUMBER OF SIMULATED SYSTEM FAILURES.......

KUMEER GF COMPONENTS TH THE SYSTEM...... nven
REPAIR SPECIFICATION (1,2 OR 3)uuicuveaiverennrornes
HUMBER QF CLASS INTERVALS FOR RELIABILITY CALG.....
CLASS INTERVAL WIDTH.......... CedraEmpensvsanuEansE

COMP ND. 1 ICODE.. O
KFDd.. 3 FPIRC1)..
KRON., 2 RPTR(TY..

COMP HO. 2 ICODE.. 0 -
KEDN.. 1 FPTR(1)..
_ KRDK., 2. RPTR(1)..

COMP NO. 3 TODOE., O _
_ KFDM.. 1 EPYRC1)..
KRDN.. 2 RPTRC1)..
COHP 80. 4 1GODE.. 0
KEDH.. 1 FPTRC1}..
KRD"M! 2 RPTRC1)¢.

COMF HO. 5 ICGDE.. O
KESN.. 1 FPTR(1}..
XRDH.. 2 RPTR{TI..

COMP Mp. & 1CODE.. U
KDH.. 1 FPIR(1)..
KRDN.. 2 RPTR(T)..

COMP ND. 7 ICODE.. Q -
KEDN.. 1 FPTRC1)..
KRDK.. 2 RPTR(1)..

oM HO. B JCODE.. O
KFDN.. 1 FPIRL1)..
- KRDN.. 2 RPTR(1Y..

COMP BO. 9 ILO0DE.. O
KFON..' 1 FEPTR{1}..
KRON.. 2 RPTR(1)..

CONP #0.10 1C0DE.. ©
XFON.. T FPTR(1)..
KRDN.. 2 RPTR(1}..

COMP NO.11 ICDOE.. O
KFDN.. 1 FPE{D)..
KRDON.. 2 RPTR{1)..

COMP HD.12 ITOOE.. O
KFDH.. 3 FPTR(T..
KRDN.. 2 RPTR(1)..

S :

COMP HO.13 ILODE.. O
KFDN.. 3 FPIR(1)..
KRD¥.. 2 RPIR{1)..

COMP NO.14 ICODE.. O
KFOM.. 3 FPTR(T}..
KRDN.. 2 RPTRL1)..

11406306404
- 29200006+0%
15209608404
- 29200008401

15221005403
. 120S5006+02

15221005403

. 1205{(,’11051-02

. 1522108E+03
. T2050008+02

4555000E+02
2409000802

~A555000E+02

~2405000E+02

~4B55000E+02 -

~2409000E+0Z
bl

45550008402
\2409000E+02

L4555000E+02
~2A0F000E+02

~A43S5000E-02 .

«2409000E+02

0147068+03
, 12050008402

1014 700E+02
. 12050008+02

10147005403
- 12030008+02

FPTR(2)..
RPTRIZ2}.

FPTR(Z)..
RPTR{Z)..

FPTR(2). .
RPTR(/?)..

FPTR{2]. .
RPTR(Z).

FPTRC(2)..
RPTR(2)..

FPTR(2)..
RPTR{Z)..

EPTR(2)..

RPTR(2)..

FPIR(Z)..

RPTR(Z).. .

FPTR(2)..
RPIR(2)..

FPTR(2)..
RPTR(2)..

FPTR(2}..
RPTR(2)..

FPTR{Z)..
RPTRLR)..

FPIR(2)..
RPTRUZY..

FPTR(2)..
RFTR(2)..

166

~SO00000DE+00
S000000E+00

.QO00000E+00
.500000E+00

QOG0O0CE+0G
~2000000E+01

-00G000DEOG
- 2000000E+D}

L0000GO0E+00
~2000000E+04

«0000UD0E+OD
LAMC00E+GT

~0G00CO0E+00

+G000000E+01

.D0OG0OBE+DD
«4000300E+01

-00000GOE+00
-4000000E+01

.D0BOOUDE+G0
400000001

.0DD000DE+D0
«LO00000E+]

< 11000006401
. 2000000E+01

.1100C00E+01
~2600000E+01

- 1160000E+(]
= 2000000E+01



CoMb HD.15 ICODE., @
KFDN.. T FPTR{1}..
KRD¥.. 2 RPTR{1)..
COM™ NO. 146 ICODE., ©
KEDM.. 1 EPTR{1}..
KRDM.., 2 RFTR(1}..

COMP MO.T7 [EODE., 8-
KFDN.. 1 FPTR(1}..
KRDK.. 2 RPIR({T)..

CHP HO.18 ICODE..
KFOR.. T FPER(1}..
KRDN.. 2 RPTR{1)..

COMP HO.19 ICOEE.. O
KFDN.. 1 FPTREY)..

KRDN.. 2 'RPTR(1}..
OUTRUT
AVATLABILITY BLOCK
AVERACGE {PTINE, .. §3.67
AVERAGE DNTIME...  135.40 -

AVERAGE AVAILABILITY.. .28

" J20ASBOOE+I3

1205000E+02

«2025800E+(3
12050006402

-2025800€+03
- 1205000€+02

- 18230005+0%
~A0R0000E 0T

» 1E25000E+03

.4020_000&'-!-01

BLOCK

sxm.'t'..
SIcMR.....0

S{GMA.renee

THE 9€ PERCENT COWFIDENCE LEVEL... .28
THE 9% PERCENT COMFIDEMCE LEVEL... .28

RELIABILITY BLOCK

WEAH LIFE..overnruanornnse 5387
SIGMA..eveervercnsravavses  2B.B7 _
bl
RELIABILITY DISTRIBUTION
TIME  FREQUENCY  ROSL RMLE
10.00 09 975 .978
20.00 328 906 .13
30,00 571 789 798
40.00 77 632 e
50,00 811 .470 481
£0.,00 &9 340 T
70.00 858 234 261
£0.00 393 .153 62
90.00 X 0% 103
100,00 173 .62 .068
110,00 15 040 LB45
120.00 & .02 .
130,00 8 .8 019
140.00 4 .008 011
150.00 21 .005 .007
OVERFLOW 33 .00
HUMBER OF CLASS INTERVALS..... 15
CLASS INTERVAL WIDTH..........  10.00
MAXIMUN SYSTEM FAILURE TIME...  217.58
.w

* MINIMGM SYSTEM FATLURE TIME...

FAILURE BLOCK
COMPCHENT NO.

BN

RUMBER OF FAILURES

FPTR(2)..
RPIR{Z)..

FPTR(2}..
RFTR{Z}..

FETR(2)..
RPTR(2)..

FPIR{22. .
RFTR{2}..

FPTR(Z). .
RPTR(Z)..

0
1

28.87
.97

Om
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00000 IE+00
.20000U0E+01

.00C0OD0E+BD.

~2000000E+G1

~GU0QGO0E+DG
«2DOGO00E+0T

. 00B0000E+00
STI0000E+GD

J000600E+OD
TO0000E+00

6
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hah
1532
1533
3453

3377
3384

3509
2197
2169
2742
1168
1115
1220

1312
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RAMOUT - COMPONENTS SWITCH%.D OFF DURING SYSTEM
REPAIR WITH THE SYSTEM REPAIR TIME EQUAL TO THE

" MAXIMUM COMPONENT REPAIR TIME

Rul NO. 2
IHPUT BLOCK

TYPE OF RUE $0,1,0R 2)evvaucnsvnureannnnonsnronsnss

REQUIRED MUMBER QF FIMULATED SYSTEN FAILURES.......

HUMBER OF CONPONENTS IN THE SYSTEMa.uscecavaimnaras
REPAIR SPECIFICATION (1,2 OR 3)u.vnuiavvcnaransinnes
HUMBER OF ©LASS INTERVALS FDR RELIAAILITY CALC.....
CLASYS INTERVAL WIDTH.neouvenvmmressnanmvunnarmannus

COMP HO. 1 ICODE.. O
KFON.. 3 FPIR(1}..
KRDN.. 2 RPTRCH)..

COMP NO. 2 ICODE., ©
’ KibN.. T FPTR{T)..
KRDN.. 2 RFTR(1}..

COMP HO. 3 ICOOE.. O
KFDN.. 1 FPIRCT)..
KBDN.. 2 RPTRC1)..

COMF NO. 4 ICODE,. O .
XFDN.. ¥ FPTR{1}..
KRDH.. 2 RPTR(D)..

CONP NO. 5 1CODE,, 0
KFDK., 1 FPTRC(1)..
KRDN.. 2 RPTR{1)..

CoMp HO. & IDODE., O
’ KFON.. 1 FPTR(1)..
KRDN..- 2 RPTR(1)..

COMP HO. 7 1CODE.. O
KFDM.. 1 FPIR(T)..
KROM.. 2 RPTR(1)..

COMP HO. 8 ICODE.. O
" KFDN.. 1 EPTR()..
| URON.. 2 RFTR(1)..

CONP NO. 9 ICODE.. 0
KEDM.. 1 FPIR{1)..
KRDN.. 2 RPTR(Y)..

COHP NO.10 ICOBE.. O
kfDN.. 1 FPTR(T)..
KRDN.. 2 RPIRC1}..

COMP NO.11 ICODE.. U '
KFDH.. 1 FPTR{1}..
KEDN.. 2 RPYR{1)..

i

COMP NO.12 ICODE.. O
KEDN.. 3 FPTR(1)..

KEON.. 2 RPTRC1}..

COMP ¥0.13 ICODE,. OF _
KEDN.. 3 FPTR{1)..
KRON.. 2 RPTR(1)..

COMP NO.14 ICODE..
KFDN.. 3 FPTR{1)..
KRON.. 2 RPTRCT)..

- T14DE30E+04
-2920000+D1

+ 1520G60E+04
2920000E+01

15225 00E+03
. 1205000E+02

.7 106E+03
. $205000E+02

. 1522100E+(3
» 1205000€+02

45550008202
. 2400000E+02

AS55000E402
2409000E+02

43550008402

« 24D9000E+02

LH555000E+02
24 0Y000E+02

.4555000’:"'02.

»2409000E+02

45550006402
«240FD0DE+D2

- 10147006403
. 1205000502

~1014700E+03

- 12050008402

-T014T00E+03
- 1205000802

FPTR(E). .
RPIRC2). .

FPIR(2). -
RPTR(2)..

FPTR(2)..
RPTR(2}..

FRTR{2)..
RPTR(2)-.

*PIR(2)..
RPTR(Z)..

FPTR{2)..
RPTR(Z)..

FPTR{2). .
RPTR{2)..

FPTRC2) .,
RPIR(2)..

FPTR(Z) ..
RPTR(EY. .

FPIR(2}..
RPTR(2)..

FPTR(2)..
RPTR{Z)..

FPTR{23..
APTRL2). -

FPTR(2)..
RPTR(Z)..

EPTR(2}..
RPTR(2)..
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1

5000

19

2
15
16.00

»9000000E+00
.50000006+08

.DODODOOEG
.5000000E+8D

-0000000E+DD
20008002401

.000QBOCE+00
-2000000€+01

+O0D0DOOE+00
~2000000E+01

.00 PO0OE+GO
40000008401

«00CO00RE+00

+4000000E+01

. BO0BO00E+00
AS0DOD0GEHDS

L000C00E+D0
«4HCR0GCE+01

L0200000E+00
~4000000E+01

-D00DGONE+00
-4000000£+51

1100060401
~2000000E+01

«1100000E+01
-20007pF 0

| L

.1100000E+01
~20000005501




"LONP N0, 15 FCODE... 0

KFDN.. 1 FPTR(T)..
KREW., 2 RPTRCD)..

COMP NO.16 1CDDE.. O
KFON.. 1 FRTR(1)..
KRDN.. 2 RPTR(1)..

COMP WG.17 ITCDE.. O
= KfDNe, 1 FPYR(1}..
KRON.. 2 RPTR(1)..

tome %018 CODE.. O “r
KFON.. 1 FPTR(T)..
KRDK.. 2 RPTRC1)..

£0' ¥D.59 ICOOE.. ©
XFON., 1 FPTR(1)..

KRDN.. 2 RPTR(T)..
oUTRUT
I b
AVAILABILITY BUNCK
AVERAGE UPTIME..,  53.67
AVERAGE DNTIME...  27.68

AVERAGE AVAILABILITY.. .66

20258008503

« 1205000E+02

20258008403 -

- 1205000E+02

202580003
~12050006+02

. 1825000E+03
-4020000E+01

-1823000K+03
(40200006401

BLOT ™

SIGHAS
SISNA. o uye

BIGHA. cauus

THE 90 PERCEYT CONFIDENCE LEVEL... .66
THE 95 PERCENT CONFIDENCE.LEVEL... .66

'RELIABILITY BLOCK

MEAM LIFEavsmsreseuramnans
Slmﬂ.u"--..u........"

RELIABILITY DISTRIBUTION

TIME  FREGUENCY RSSL

10.00 109 975
20.00 2B .06
30,00 571 . L789
40.90 M .63
500 811 470
60,09, 649 .30
70.00 - 555 .23
£0.00 33 .153
m.m ’ 296 -

10000 A7z .08
11908 1% o4
120,00 ws' 025
130.00 - 8 L0
140,00 41 .008
150,06 21 .o95

GUERELOM 32

NUMBER OF DELASS INTERVALS.....
CLASS INTERVAL WIDTH..uivevaen
HMAXIMOM SYSTEN FAILURE TIME...
MINIMUM SYSTEM FAILURE TIHE...

FAILURE BLOCK

COMPONEKT NO.
i

53.67
28.87

Bl

217.58

NURHER OF FAILURES

17

FPTR(2Y..
mg‘z) - -

ol

FRTR(2)..
RPTR(2)..

FPTR(Z). .

RPIR(Z)..

FPIR(2) .

RPTR(Z)..

¥

FPTR(2}.,
RPTR{2) ..

28.87
M)

‘m

-0600000E+00
-2000000E+01

«0000GGE+G0
-2000000E+01

. i
.0000000%+00
~2000000E+01

~(000000E+00
LAP00000E+00

-00000092+00
-6700C00E+00

<

R
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RAMOUT - COMPONENTS LEFT ON DURING SYSTEM REPAIR.
WITH THE SYSTEM REPAIR TIME EQUAL TO THE SUM OF
COMPONENT REPAIR TIMES 2

RUK ¥O. 3
INFUT BLOCK

TYPE OF wu (ﬁp1gog z’li'lIQ.».I‘Ill‘-u‘.ll'-ﬂ"ﬂ.‘. a"
REQUIRED NUMPET OF STMULATED SYSTEM FAILURES....... 5000 v
NUWBER OF COMPUNENTS I¥ THE SYSTEM.csuviensvasonves 19

REPAIR SPECIFICATION (4,2 OR Bluvsucresenassnnrnens 1

WUMBER GF CLAGH INTERVALS FOR RELIABIATY CALC..... 15

CLASS IHYERVAL YI0TH...... creren tussssusanienn esens 10.00

COMF ND. 1 ICODE.. O
KebH.. 3 FPTIR{1Y..
KRON.. 2 RETR{1)..

2 1CODE,., P
KFD%.. 1 FPTR{1}..
KiBN.. 2 RPTR(1)..

CONP K.

3 tooE., 0
KFDN.. 1 FPTR{1)..
KRDN.. 2 RPTR(1)..

& TCCDE.. O

COMe NO.

LONP 0.

KFDN:. 1 FPTR(1).. .

KROK,. 2 RPTR(1J..

‘5 1CODE,. 0
KFDN.. § FPTR(1}..
KRON.. 2 RPTR(T)..

CoNP ND.

6 ICODE,. O
¥FON.. 1 FPTR(1)..
KRDN.. & RPTR¢1)..

7 1L0DE,. 0
KF’JH! o 1 FPTR‘T ) LX)
KRDN.. 2 RPTR(1JU.

8 ICROE.. O
KFON.. 1 FPTR(1)
K., 2 RPYRCY)..

% ICODE.. O
KEDM.. 1' FOTR(1)..
KRCN.. 2 RPTR(T)..

BO“P Wo.
COMP ¥D.
CoMP® HO.
COHP"NO.

COMP NO.10 ICODE.. O
KFDN.. 1 FPTRC)..
KRDM.. 2 RPTR(%}..

CoMP NO. 1T ICODE.. O
KFbH.. 1 FPTRCT)..
KRDM. . 2 RPTR{1)..

COMP 4D, 13 1COSE, D
KFok.. 3 FPYRE1)..
KRUN.. 2. RPTR(1)..

COMP HD.13 ICOOE., O
KFON.. 3 FPTR{1)..
KRDR.. 2 RPTR(1}..

COMP NO.14 ICODE., U
KFON., 3 FPYR(13..

KRDN.. 2 RPTRC1)..

1140630E+04
.zpz?ouﬁm

.15209605*04
2P20005E+01

15221008403
- 12050005402

L1522 100E+03
- H205000E+02

-1522100E+03
- 1205000E+02

o

<A555000E+02
- 24090008402

AS55000E402
~240G000E+02

JA5S5C0E+02
24 09000E+02

A555000£+02

D40F000E402

~HLE5000E+02
«507000E402

iS55 G00E+D2

-24US00DE+02

- 101L700E+03
~1205000E+02

AD14T00E+0%

12050008402

- TOTA700E+03
»1205000E+02

FPTR(Z).
RPTR(2}..

FPTR(Z)..
RPTR{Z)..

FPIRC2}..
RPTR(2)..

FPTR{2). .
RPTR{Z)..

FPTR(D).

RPTR{2S. .

FPTR(R). .
RPTRE2} ..

EPTRE2). .
RPTR(2)..

FRTRC(E) ..

RPTR(2).\

FPTRR)..
RPTR{2)..

FPTRC2}.
RPTRCR).

FPIR(2}..
RPTREZ)..

“FPTR(2J.,

RPTR{2)..

FPYR(2)..
RPTR{2}..

FPTR{2}..
RPTRCZ). .

172

9000000E+00 -
.5000000E+00

-U600OODE+O0
-5000D00E+00

-00G0000E+00
~2000000£401

B000A1G0E+00
.zaaouqusqa1

.0000DOE+00
+2000000E+07

.200DSONEFO0

406000001

-0000S00E0
-4000000E+01

~O0G00N0E+OD
-4000000E+01

0000000E+D0
-40000600E+01

SGO200G0E+00
LA000000E+01

00000008402
000060£+01

»11006008+01
-2000000E+01

- YTD0000E
«2000000E+0 1

- 11D0000E+0*
. 2000000E+01

3



i'\
1
'|

ﬂ\HP HO. 18 1CODE.. O
© KSDM.. 1 FPTE(1J..
KRON.. 2 RPTR(T)..

COP ND.19 1CODE.. 6
KFDN.. 1 EPTRCY).,
KRDN.. 2 RPTR(1)..

'
s -

ToKE WO, 15 [CODE.. O :
KFoM.. 1 FPTR{1)..
KRDH.. 2 RPTR(1}-.

‘. COMP HO,16 1CODE,. 0
KFON.. 1 FPTR(1)..
KRDK.. 2 RPTR(1)..

m 80,17 ILODE.. 0.
KFOM.. 1 FPTR(13..
KRDM.. 2 RPTR{1)..
(f

AVAT(ABILITY BLOGK

AVERASE UPTIME. ..

AVERAUE DNTIME...
Asvam.*is. AVAILABILITY..

- 13392

L025800E+03  <PIR(2V
. 12050G0E+D2 RPTR(Z)..

.2025800E003  FPTR(Z)..
120500052 RPTR(2)...

.2025B00E403", FPIR(2).«
42050006402 ' RPIR(2) .

. 8a5000E+0%  FRTR(Z)..
40200006+01 RPTRC2)..

8250002403 FPTR(2)..
50200008501 RETH(2).,

THE W'PFEEENT CONFIDENCE LEYEL... .10

THE 95 T-'P

ﬁEL!&Bl}. ITY BLOCK

MEAN LI#E.................
slmil. I...I-l'i.‘.l.'.ll

RELlABlLITY DBISTRIBUTION

-_-TIHE"I._

. I
10.48
20.00
30,00,

49.00.

56.00:,
0,00

m.ﬂu :
80.00 .
0,80 -
100.06 ;
110,08

120,00
130,00
140,00
150.00

OVERFLOW

FREGRIERCY R95L

[

i
~  MUMBER OF CLASE INTERVALS.....
- CLASE INTERVAL'WIDTH...#¥.....
MAXIKIM SYSTEM'FAILURE TIME...
MINIMUN SYSTEM FAILURE TIME...

FAILURE BLOCK

COMPONENT ROD.

: iNT CONFIDEKCE LEVEL... oG

OUTPUT BLOCK
b + .
15,86 SIGMAv.....  22.52
SIGMA......  38.43
A0 SIGMAc..... D1
13.85
22,52
RMLE
352 363
L251 261 .
70 XY,
115 123
. D73 079
047 ,052
030 O34
017 .026
010 012
.006 ,008 -
003 005
D02 .003
001 002
.00% 002
001 .0c2
.000 0
15
10,00
204.74
.60

© NUMBER OF FAILURES

173

[l

~O000000E+G

~2DODOBODE+ET . .

000BA0E+IG
2000000+

~L003000E+00
-2020000E401

~DO0ONOOE+00
-G700000E+00

.0000000E+00
-STOGO00E+00
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RUN NO.

v

TYPE OF RN (0,T,00 2)ecveneaas.
REQUIRED HUMBER OF SIMULATED SYSTEM FAILURES.......:

4

- INPUT BLOCK

mASEAE AR TR TS

HMBER OF COMPOMENTS IN THE SYSTEM...sevurervrnarus
REPAZR SPECIFH:ATIOH t1.2 OR 3).-6--901--:&!--.0---
MUMBER OF CLASS INTERVALS FOR RELIABILITY CALC.....

CLASS INTERVAL WIDTH....eruesnes

CONP KO. 1 ICODE.. O
KFDN,. 3 EPTR(1)..
KRDM.. 2 RPTRC1)-.

CONP N0, 2 TCODE.. O
KEDM.. 1 FPTR(1)..
KRDE.. 2 RPTRC1)..

COMP +:5. 3 1CORE.. O

KEDW- 3 FPTR(1).. -

KRDK.. 2 RPTR{1}..

COMP NO. 4 TCCDE., D
KFON.. 1 EPTRI1)..
KRDN.. 2 RPIR(1}..

COMP ¥0. 5 1CODE.. O
KFDH.. 1 FPTR{1)..
KRDN.. 2 RPTR(1)..

COMP WO, & ICODE.. O ¢
KFDH.. 1 FPTR(1)..
KRON.. 2 “RPTRCT)..

COMP NO. T TCODE.. @ .
KFOH.. 1 FPTR{Y)..
iﬂiDH.. 2 RPTR{1)..

CoMP HO. 8 ICI.'DE.. 0 .
KFDN.,. 1 FPTR(1)..
KRIM.. 2 RPTR{1)..

COMP HO. 9 ICODE., 0
KFDN.. 1 FPTR(1)..
KREN.. 2 RPTR(1)..

COMP HO.10 ICCDE,. ©
KFON.. 1. FPTR(D)..
KRDN.. & RPTR{1)..

COMP NC.11 ICODE.. O
KEDN.. 1 FPIR(T)..
KRDN.., 2 RPTR(1)..

COMP NO.12 ICODE.. O
KFDN.. 3 FRTRCT..
KRON.. 2 RPTR(1)..

COMP HG.13 ICODE.. O

KFDN.. 3 FPTRC1}..
KRON.. 2 RPTR(1)..

COMP NC. 14 ICODE.. O
KFDil.. 3 FPTR(T)..
KRON.. 2 RPTR{1)..

AmsskarataENvERETVES

11404308404  FPTRIZ)..
25200008401 RPTR(2)..

.520960&04 FPTR{Z). .
2N0ODEHDT  RETR(Z)..

»1522100E+03 FPTR{2)..
LAZ205000E+02 RPTR(Z2)..

L15Z2100E+03  FRTR(2)..
-1205000E+02 APTR(2)..

JASZZ1008403  FPTR(2)..
L J205000E+02 RPTR{Z)..

LLE550008+02  FPTR{2)..
24090006402 RPTR(2)..

- 4555000E402 FPTRL2)..
.2409000E402 RPTRIZ)..

45550005402  FITRC2)..
24090005402  RPTRC2)..

LO555000E+02  FPTR(2}..
LJ4DOUDOE+D2  RPTR(2)..

AUS5000E+02  FPTR(Z)..

<240P0D0E+02  RPTR(2)..

~45E5000E+02  FPTR{Z)..
+2409000E402 RPTR(2)..

-IATO0ESD3  FPTR(2)..
L1205000E+02 RPIR(2)..

»H0IAT00E+03  FPTR{Z)..
L1205000E+02 RPTR{2}..

JADIGTC0EOS  FPIR(2). .
L1205000E402 RPTR(2)..

175

' ' . 0)
RAMOUT - COMPONINTS LEFT ON DURING SYSTEM REPAIR

WITH THE SYSTEM REPAIR TIME EQUAL TO THE MAXIMUM
'COMPONENT REPAIR TIME

B
5000
19

2

15
10,00

~POB0000E+00
«S008000E+OG

-0000000E+00 .

-5000000E+00

000000000
+2000000E+01

. (HI0G0DOE+00
2000000501

-B00QGOJE+ON
-2000000E+D]

~QORDOCOE+BD

AOD00DOE+0

.0800000E+0)
J4000000E+01

~ODO00GDE+DG
400J000E+D1

.00000DOE+00
-40D0000E+Q'

- D000B0BELD0
~&000000F+DY

«DOODOGOE+DO
A000000E+DT :

»1100000E+01
«200U0N0E+D1

1100060E+01
.aooeomam

.11annnse+o1 \;
-2000000E+01 |



o

o

"LOMP ¥0,15 ICODE.. O
: KFON.. 1 FPTRC1)..
KDN.. 2 RPTR(Y)..

COMP §O.16 ICODE,. O
KFDN.. 1 FPTR{1I..
KRDH., 2 RPTR(1)..

CONP NO.17 ICOCE.. &
KFDK.. 1 FPTRC1)..
KRDM.. 2 RPTRC1)..

COMP NO.18 ICODE.. 0
KFDN.. 1 FPTR{1}..
KRDN.. 2 RPTRC(T)..

COMP NO.1% ICOBE.. O
KFDH.. 1 FPTR{1)-.

KRDN.. 2 BPTR(1)..
ouTRUT
AVATLABILITY BLOCK
AVERAGE UPTINE...  40.12
AVERAGE DNTIME...  27.05

AVERAGE AVAILABILITY.. .60

-20258D0E+03
12050008402

~2025800E 03
- 1205000E+02

20258006403
-1205000E+02

. 1825000E+03
RPTR{E3,.

402000041

EB7E000EDR
4020000E+01

BLOCK

SIGMALL ...

SIBMA..0uae

SIGMA....ue

THE ¥C PERCENT COMFIDENCE LEVEL.,. .59
THE 95 PERCENT CONFIDEMCE LEVEL... .59

: RELIARILETY gioCK

HE‘" Ll.FE'.IIl'III']I’IIII.I

EIGMA L canennrrnranonsunann

RELIABILITY DISTRIBU1IOK

THHE FREQUENCY  R9HL

- 10.00 759 840
© 20.00 614 715
30.00 Th Sb6
4.0 693 427
50.08 633 .30
50.00 &75 208
79.00 339 <141
40,00 245 .093
90.00 163 . 042
100.00 112 D4t
110,00 78 026
120.00 &3 Q14
130.00 35 008
140.00 23 004
150.08 e 002
OVERFLOW 19

RUMBER OF CLASS INTERVALS.....
CLASS INTERVAL WIDTH.vsnasvean
HAXIMUM SYSTEM FAILURE TIHE...
MININUM SYSTEM FAILURE TIME...

FAILURE BLOCK
CCMPONERT MO.

40,12
30.07

RMLE

725
577
439
32
217
t4e

15
10.0%
259,12
00

NMBER OF FAILURES

i

FPTR(Z)..
RPTR(2)..

FPTR(2)..
RPTR(2)..

FPTR(2)..
RPIR(2). .

FPTRE2). .

FPTR(2)..
RPTR(2)..

30.07
4,74

Im

176

.0RO00GOEGO

«R00R00DE+01

SOOCR00EDD

" 20000008+01

LU0B0000E+H0
.2000000E+01

-U000DOOE+Q0
LETO0000E+D0

.0000000E+00
.6TO00GOE+00

o
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'RAMOUT - PURE RELIABILITY SIMULATION-
i | RUM ¥O. 5 L C e
| INPUT BLOCK )

TYPE #F RN {0,1,UR .z;-.-----|---.-q-un-¢n.¢¢--~-bo
REQUIRED NUMBER OF SINULATED SYSYEM FAILUIES....... 50
WMBER OF COMPOMENTS IN THE SYSTEM..uvavevannnsavas
REPAIR SPECIFICATION (1,2 OR 3)iuivavancannnnsanses
NUMEER OF CLASS INTERVALS FOR RELIABILATY CALC.....
CLASS INTERVAL WIDTH..cssvmesncvnnnanensununancoasy

COMP ND. 1 ILODE.. O
KEDN.. 3 FPTR(T)..
KRbH.. 2 RPTR{1}..

COMP KO. 2 ICODE.. O .
KfDN.. 1 EPTRCY)..
KRON.. 2 RPTRCT)..

COMP NO. 3 ICODE.. O

XFON.. 1 FPIRCT)..

ERDN.. 2 RPTR{D)..

LOMP HB. 4 1CODE.. O
KFOR.. 1 FETR()..
KRDK.. 2 RPTR(1)..

COMP NO. 5 IcoDE,. @
o KFDR.. 1 FPTIE(T)..
KRDM.. 2 RPTR{1)..

COMP HO. 6 1CODE.. O
, KFON.. 1 EPIRC1)..
KRDN.. 2 RPTR(1}s.

COdP NG, 7 ICODE.. ©
KFON,. 1 FPTR{D)..
KRON.. 2 RPTR(Y).,

' COMP NO. B 1DO0E.. O
» KSOM.. 1 FPYRCT)..
KRDN.. 2 RPTR(1}..

LoMP NO, © ICODE.. &
b KFDM.. 1 EPTR(13..
KRON.. 2 RPTRLIS..

COMF 0.0 1CODE.. G
*KFDM.. 1 FPTRC)..
KRD¥.. 2 RPTR(1%..

COMP NO.TT ICODE.. 8
KFoM.. 1 FPTR(Y)..
¥RDN.. 2 RPTR{1}..

COMP HR, 12 ICODE.. 0
“ KFDH.. 3 FPTRCT)..
KROX.. 2 RPTR{T)..

COMP NO.13 JCODE.. D

KFONL. 3 FPTROT).

T OIRDN.. 2 $OTR(T)..

COMP NO.T4 ICODE.. O
KFON.. 3 FPTRCY)..
KRDN.. 2 RPTRC1)..

COMP NO.35 10ODE.. D
I(FDN..‘I FPTR('I)

+1140830E+04
~2G20000E+D1

. 15209605404
~ 29200008401

15221008+03
 1205000E+02

1522100843
«1205000E+02

+1522100E+03
<12058008+02

4355000E+02
+R40PG00E+02

~4555000E+02
«2405000E+H02

~A555000E+02
~2ADR0EGER)2

b

4555000402
24090006402

4555000802
- 2

4555000E+02
240900002

1014 700E+03
« 1205000E+02

~10T4700E+I3
~12050005-<02

~VD14TO0E+03
.1205000¢ €02

FPTR{2}..

RPTR(2).. f

EPIR(2)..
RPTRCZ) ..

) . [‘f
FP“R‘W -
RPTRE(Z)..

FPTR(2).+

RPTR(2)..

FPTR(Z)..
RPTR(2)..

FPY'.
RETR -

FPIR(2)..
RATR{Z)..

FPTRCZ). .
RPTR(2)..

FPIRCED . -
RPTR{2)..

FPTR{2) .+
RETR(Z)..

FPTRCZ)..
RPTRE2)..

FPTR{2;..
RPTR(Z)..

FPTR(2)..
RPTR{2)..

FPTR{2}..
RPTR(Z)..

[V
w 3} )
19 '

4
15
10.00°

SF00000E+90
~»BODDAGOE+DG

DOODOOUE+DD
~5000000E+00

LO00GGOOE+D]
<2 000000E+01

LODO0ODOE+DD

~2000000E+01

.C0000D0E+00
-2000000E+01

a8

\
«£00000CE+00 |

-»4000000E+01

OO00000E+B0
4000000801

-DOOODODE+DO
4000000E+01

-0000002E+00
~&000D00E+OT

.OGUBODOE00
~4000000E+01

-00G0000E+B0
~AU000HE+D1

- 11000008401
«2000000E+D1

- .JOD0UQE+0Y
»2000000E+01

. 1100000E+01
+200UDOCE+D1

BODDGUOE+0D



u s

o .
FAILURE oLDCK

KRDH., 2 RPTRCI)..

COMPOHENT NO.

GRS W

10 3512

KUMBER OF Jlglyuggq_

<

1205000602
CONP NO.16 ICODE.. 0 _
. KFON.. 1 FPTR(1).. .2025B00E+)3
KRDN.. 2 RPTRC1).. .1205000E+02
£oMp ND.17 ILMDE.. D
KFOM.. 1 FPTR(1}.. .2025800E+03
KRDN.. 2 RPTRC1).. .1205000%02
COMP HO.1B ICODE.. §
KFON.. 1 FPTR(1)... 18250008403
KRON.. 2 RPTR(13.. .4B20000E+0t
COMP HO.19 1CODE.. © 7
. KFDNM.. 1 FPIR(T).. .1825D00+03
KRON.. 2 RPTR{13.. .4B20000E+D?
OUTPUT BLOCK
RELIABILITY BLOLK
MEAN LIFE...vnesnnesieence  54.38
SIOMArveuenenravesonranens  29.7H
RELIABILITY DISTRIBUTION
TINE FREQUENCY  R9SL RMLE
10.00 139 .968 972
20,00 322 .901 ..o08
30.00 530 793 - .8
40.00 738 843 656
. 50.00 7% 483 495
. 50.00 0. 346 357
70,00 526 262 “252
80.00 . 398 164 AT
90,60 - 285  .108 A1
100.60 200 .09 076
110.00 128 .045 .05
. 120,00 91 b2 932
130.60 56 .017 .02
140.00 2% .02 L0158
150,00 25 .008 .01t
OVERFLOM .. 49 000
MMBER OF CLASS INTEWVALS..... 15
CLASS INTERVAL WIDTH.veseaers 10,00
NAXINM SYSTEN FAILURE TIME.... 220.40
KININM SYSTER FAILURE rme...,f/ 58

y
B

179

4

RPTR(2)..

FPTREZ)..
RPTR{Z) ..

FETR(2)..
RPTR(2)..

FPTR{2)..
RETR{2)..

FPTR(E}..
RFTR{2}..

.2000000E+01

LDODODBE+D
-20000305+41

- 0000000E+A0
20000005+81

GU00000E+D0
~GFON000E+00

.0000000E+00

STEOO0OE+DD

o

o
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| APPENDIX H

" L

SPAR" SIMULATION RESULTS - PRODUCTION LINE |

STIN - PRODUCTION LINE

 RECORD-1.1 TITLE .

“PRODUCTION LINE EXAMPLE
DEFAULT - CONPONEHTS ACTIVE DURING SYSTEM REPAIR
BEFAULT - SYSTEM REPAIR TIME IS EQUAL TO NAX COMPONENT REPAIR TIME -
SYSTEM CRECKWP LEVEL ~ COMPOMENTS REPAIRED ¥SLLOWING SYSTEM FATLURE
CORTIHUOUS CHECKUP MODE - SYSTEM CHECKED AT EACH STOCMASTIC EVENT
gemao-i.z MODE OF il _

RECORD-1.%  HPS ' : ' .
500 - : : .

RECORD-1.4 FLAG OF NOM-EXPONEMTIAL FIELD DISTRISUTIONS
1 . '

RECORD-2.1  SERVICS TIME :
10000 “ - :

RECORP-Z.2 NUWMBER OF DIFFERENT PROFILE STYAYES
1 i

RECORD-2.3 TIME POINTS GF MISSION PROFEILE FLIPS
RECORD-2.4 PROFILE STATES IN PROFILE DEFINITION
?Em"Z.S NUMBER OF SYSTEMS AT T=0

RECORD-2.56 NUMBER OF TIME POINTS FOR SYSTEMS ACOUISITION

2w,

RECORD-Z.7 TIME POINTS OF SYSTEMS AGQUISETION P
RECORD-Z.8 NUWBLR OF SYSTEHMS ADDED AT EACN TIME POINT '
RECORD-3.1 SYSTEM RELIABILITY MODEL -

gzcann-s.z HUMBER OF LRU/S IN SYSTEM

9 .

gsumo-s.s WUMBER OF DIFFFRENT LRU TYPES

RECGRD-3.4 LRU TYPE TDENTIFICATION

~ OM U s DI -
oOmmoOom»

RECORD-3.5 BYSTEM COMPOSITION OF LRU'S
1 2 3 33 & 4 44 4 & 5 5 5 & 66 7 7

RECORD-4.1 LRU TYPE MEAN REPLACEMENT TIME (AT LEVEL A}

RECORD-4.2 LR A TD B SHIPMENT TIME DISTR. (£,E, M)
ccccocorcooce ’ ' ;

RECORD-4.3 LRU A 70 B SHIPMENT TIME ' 0
1,606 .




I

RECORD-4.4 LRUS PASSIVE FAILURE RAYES FLAG
RECORD-4,5 FAILURE RATES u
RECORD-4.6 LRU REPAIR (AT LEVEL B) TIME MSTRIBU!'IUI

| B 1.E-G4

2 ¢ 1.E-05 .

3 ¢ 1.E-06

4 ¢t 1.E-06 ,
5 ¢ 1.E-06 L
& € . 1.5-06 v
7 €& 7 1.E0

RECORR*4.7 TYPE NUMBERS OF LRUS REPAIRED AT LEVEL A
123 45 6 7

RECORD-4.8 HAXEMN NUMGER \Y LR REPAIR CYCLES
KTCORD-4.9 PROBARILITY T0 FIND A FAILED SPARE AT LevEL, A
RECORD-5.1 HUMBER OF TIME POINTS FOR LRUS ACOUTSITION
— \[IME POINTS GF LRU'S ACGUISITION

RECORD-5.3 LR.U STORAGE -

1000 _ :

000

1000 _ Vo
1000 :
1000

1000

1000 )

RECORD-5.4 FLAG OF LRU PRICE CONSIDERATIONS
RECORD-S.5 PRIGES PER LRU TYPE AT ACQUISITION TIME
RECORD-5.6 CURRENCY

RECORD~8.1 CHECK-UP LEVEL AND MODE
5 :

c L,
o
RECORD-S,2  CHECY-UP CYCLES SPECIFICATION \\
RECORD~6.3 TEST COVERAGE VALUES FOR EACH LRU TYPE o JJ
RECORD~5.4 TEST EFFICIENCY VALUES FOR EACH LRU TYPE y {U
. A
f

I;.ECORD-T.‘I HUMBER OF TIME FOINTS FOR AVAILASILITY CALCULATION

\.{- .
RECORD-7.2 TIME POINTS FOR AVAILABILITY CALCULATION /

10000
RECORD-7.3  RISK FUNCTION ‘

RECORD-7.4 FROBABILITY OF K SYSTEMS UP -~ VALUES OF K ARE :
RECORD-8.1 REPLACEMENT TIME DISTRIBUTIONS

P5 1

1 N 2.%2 0,50
2 N 2.92 0.50
F N 12.05 2.00

182

B
b



5

N
& N 2409400 2
5 N 12.05 2.00 “
& N 12.05 2.00
7 N 402 087
RECORD-8.2 FAILURE TIME DISTRIBUTIONS Orl LRUS IR ACTIVE STATE
P 1 t .
1 W 1.77ZE-03 0.9 )
2 W 857.5E-06 1 W ,
3 ¥ B.57E-03 1 R
& ¥ 21.956-0% 1 = W
5 W 6209608 1.4
b M 493803 1 :
T W S.4me-02 1.

REUORD-8.3 FA{LURE TIME DISTRIBUTILNS OF LRUS IN PASSIVE STATE

&

/

“._‘.".‘J 0
B o
RN
- i oy
e A
A \" o
Lt N
%
3
\
. l\ .
\
N A :
N 1o
B 11\ o .
\u
L
)
o . ) ':II\[
it
i
4 . )
!
. i
!F\- .'_,r'..
i
| iy .
N RN
’) .\.:‘_..: i
4 & ‘

183
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i
A

LBOUT PRODUCT ION LINE

FUNCSTON NEYSCM()

_NSYS(M = 19 ' LA

" RETURN JE Lo
END : :
FUNCTION ISYSUP(J,IC) : -
DINENSION R(19),K(T)
15YSup=0
15YSUp= K(J*'I)*K(J-!-Z)"KtJ+3)”K(J+6)*Kt-l*12)“l€(d+153
*(J+18)

-l

-

-l

-

aly

-

-t

-

anlh

-

-l

-

-l

-

-

-l

il

-l

el

g

TFLISYSUP, GT.0. )RETURK
ISYSUP= K{J-l-‘i)*K;.I-I'Z}*K(J+3}‘K(J+7)*K(J*‘IZ)*‘K{J+15) L
(18D
IF{ISYSUP.G62.0, JRETURN

(ISYSUP= KL K20 KESHM K S8 RK( I+ 13) %K I+15)
8 . .

IF(ISYEUR.GT, 0. PR TLRN

ISYSUP= KEHDHKLH2P KA PRSI (I415)
(15 18) .
TECISYSUP,GT, 0. YRETURN S

ISYSHP= KCEH{DAK(I2IHKOHEIKLIHIBI KL =KL I+15)
*KLJH1B)
TF(ISYSUP. BT, 0. SHETURN o
y8YSUp= x:.m)*xr..h2)*xt.l+5)*xu+1‘x}*K(Jvm*xt.ms: : i
*K(4+18) /
IF{ISYSUP.GT.0.)RETURN - . i
15YSup= K(JH)*K(.:*E)*K(.[+3)*KtJ-P&)*K(JHZ}*KCJHS}
AKL19)

LFCISYSIP.6Y .0, JRETURN

13YSUP= K(._I+1)*K(.I+ZJ*K(J+3)*i{(.!-l-?)*K(J+12}*K€J+15)
*K{14+19) .
IFCISYSUP.GT.3.DRETURN - b
1SYSUp= K(Jﬂ)*K(J*a)*K(J%)*K{J*BJ*K(J+13)*Kh+15) -
19 -
IFCISYSUP 6T, 0. JRETURR 1y

ISYSUP= K{J+T 3PKCIA257 K0 344 YK JEOPAKC I3 ML 3215) . SR

D) S
TF{ISYSHP.CY.0, JRETURN '

ISYSUPE KQJ+1IVKCIH2YHK(I+BIMKEIHTOINKC S+ 14) O3,

*K{JH19)

IF{ISYSUP.GT. 0. )REIURH

1SYSHp: lc(.s+1}*K(J+2)*K(J+S;‘K(J+1t)‘xt.lﬂk)"izu-'-ﬁ)

"K{a+19)

IF{ISYSUP.GT.{. JRETURN

ISYSUP= K41 YKL+ 203 PR ECI4E I I+ 2Y K 1+ 163 i
*KLa+18) . '
IF(ISYSUP. 6T, 0. RETURM £
FSYSUP= l:(.m3*Kf.l+2)*lc(.!+3}*Kf.id-?)*xt.l+12}*xu+16)
*K(IH18)

IFCISYSUP.GT ., 0. 3RETURN

ESYSUP= x(.m>*xc.l+2)*x(J*&)*x(.l-l-s}*xw-isa*xu-n-1&

L I+18)

IFCISYSUP.GT.0. YRETURN

ISYsUp= lc(.l+1)*x(.la-z}*K(.|+4)*xc.lw;*i:(.lnza*xt.ladé) o
K¢ I+18) -
[ECISYSUP.BT. 0., JRETURN )
1SYSUP= Kt.m)*K(J+2)*K(.J+5)*K(J+10)*KcJ+1$)*Kt4+16>
*K{S+18) :
IFCISYSUP.GT, 0. JRETURM

1sYsups’ K(J-HJ"K(J+2)*IE(J+5)*IC(J¥11)*1((.14-143*3((.]4-16)
*K{J+1E)

1F{ISYSUF.GT .0, JRETNRN .

1SYSUP= K(J+1)*K(J+2:*K(J+3)*m.I+6;*|:(J+12)*K(J+1{a)
*K{JHD)

1F(ESYSUP. 6T .0 YRETURN

ISYSUP= K{J+1 )M B2 K{d+3 1 (J+ YK+ 123 0K (4160
*RIJ+19)

IF{ISYSUP.GT.0. JRETLRN
ISYSUp= K{J+1 )*Kt.l-t-ZJ*K(J%)*IC(J w)*K(J+13)‘-1l{J+16) A
*RK{S£19) L

184
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-

Fid

R—

FFCISYSUP.OT, 0, JRETURN. . : o
15YSUP= K(.|+1J*l:{.1+=':*m.i+r.)*xc.lw;*x(.ﬂ!sx*xuﬂs} c _
WLJ+19) : .
IF(ISYSUP.GT .0, YRETURN

ISYSUP= K{d+ I¥KCIR2I*EKLI+5 Y¥ K100 7KL 0414 11K (14163
*K(JHT?

IF(ISYSUP.GT. 0. IRETURN

ISYEUPe KOITYRKGIA234K( M)"K( ELER M iy (f J+'|4 PKLI+16)

-l

e

e C .

-

KL+ *

IFCISYSUR,GY . 0. JRETURN

ISTSUP= K1 M*R{2)KL J+3)*K(J+6}‘K(J-!-12)*!(.11-1?)
L (PLa

IF{ISYSUP.GT. 0. JRETURM

ISYSUP= K{J+15ER{2 ML I3 )K0MHTIMICIH12 1K 177

*EJ+18) .

1F(ISYSUP.GT. 0. JRETURN v _ R
ISYSUP= KCJ+1IMKOIHEI*F G APROIHBIMKIHTIIREI17) .
K16}

TFCISYSUP.CT.DLRETURN o

15Y50p= n(m)*x(.»za*m.sm*xcJ+9>*m+13:*xca+m

#1418}

TFC1SYSUP.GT.0. )RETURH

ISYSUP= K{d+1 )"IC(.IW.’ YK (J+5 )KL J+1 0)*!((.!+1 LY*L1T)

*KJ+18)

TFCISYSUR,.GT D, )RETURH

1SYSUP= K(d+1 )*K(J-bZ)*i((.I*-S)*K(JH‘I)*K(JH&)*K(JH?)

*K{J+18)

FFCISYSUP,.GT 0. XRETURN

ISYSUP= K(JH3*K{-.H-ZJ*K(J'*?:)*K(-l*é)*lt(.lﬂz}*l((‘ﬂ-‘l?)

(19} .

TFCISYSUP.GT .0, JRETURN _ .
ISYSUPs K(J+TIMKTI+2YMRIHTIFKCI+TIRCIHIINE(I+1T) v
®KEI+19Y

IFCISYSUP, 6T, 0. YRETURN o

1SYSUP= m+1)*xc.ua*xma)*mam*mﬂ\\)wxmm ' v
*LJ419) )
1FCISYSUP. GT. 0, JRENUR" | |
ISYSOPa K{J+1)K( .1+2)*!¢I .l-l-fp)*K(J-l-'i)*l((dﬂ:i)*l{{.lﬂ?) ek
K¢ 4+19) ) i

o

- IF¢18YSUR.GT. 0. JRETURH :

15YSUP= K(J‘ﬂ)*K(J-‘-Z)*K(J*S)"K(J'F‘IU)“K(J+14J*K(J+17) RV B
WELIHRS o o oa e '
1FLISYSUP .GT, 8. JRETURN N . "
15YSUP m+1.o*x<4+z:wxc.x+s>*xt.1+-|1>*i-;-:_}514):m+i7’
RIHIP L

RETEIRN

END
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bTOUT Fi C!DUC'I‘ION LINE -

o pnm,a*ru.w LINE EXAMPLE
DEFAG Y cw:ﬂ..nts ACTIVE DURING SYSTEM REPAIR
A DEFRELY =81 s1ely SEPAIR TIME IS EOEML TO MAX COMPONENT REPAIR TIME
ISYS'iiZR IZHE{'.H_P tierEY, ~ COMPONENTS KEPAIRED FOLLOWING SYSTEM FAILURE.
CCaYIRUOLS, CHECKLR MODE « SYSTEM CHECKED AT EACH STOCHASTIC EVENT

-
i
.,

* {KPUT BLOCK *

Yo

. GEHF.RAL CoRTROL RECORDS

----- A P e A

* WODE OF RUN (1-STORAGE REQUIREMENT3; 2-DEFIMED STORASE)wscisscrawas 2
“UHEER OF H!sTnRIES"----t--c-i-i--p--.--o---t.--d--bluluu fma 506
HUMBER OF HISTORIES USED ¥O TALLY DISTRIBUTIONS ....ceveconews.. SO0
HOK-EXPDMENTIAL FIELD DISTRIBHTICNHS ARE THCIABED .avvvnvravansvrsnaan

= FIELD DESCRIPTION RECORDS

e M [ R

SERVICE TIME wuvenenssncnnescasssornsensonnnsrenssnonceres 100008404

NUMBER OF DIFFERENY MISSION PRDFIL?ST&TES P Y P
i .

HUMBER OF CHANGE PROFILE TIME-PDINTS 2 +uuveuuoucersonandennsons o

TRERE ARE NO CHANGE PROFILE TIME-POINTS
" NUKBER OF STATES N PROFILE DEFINITION 2 wvevenrsrarsersrrcnnans 4

i
PROFILE STATES ARE NOT GIVEM IN INPUT,

PROFILE STATE NO. 1 IS ASSUMED
FROM THE BEGINKING TO THE END OF LIFE

Ca

NUMBER OF SYSTEMS TN THE FIELD AT T = Ouuevenrenerrmsemsioennn 4
NUMBER OF TIME POINTS FOR SYSTEHS ACQUISITION revenveuvaboremsaces O

SYSTEHK n’sscnlprﬁxou ascuuus'

P L L L LT T T, A e Sy vk e A

SYSYEM RELTABILITY MODEL {1 - SERIAL ; 2 - NETHORK}uueanmnravanes 2
: HUMHER OF LRUYS IN SYSTEM...ouuscnocosvrsunsnesamunnsnsntanncse W
WUMBER OF DIFFERENT LRU TYPES LT PLLE LY PP TRV CR PP 7

LRU TYPES IDENTIFICATION TABLE
LRU TYPE LRY TYPE

HUMBER IDENTIFICATION
NAME

o O VT B SN NG =
¥ =55 IV €3 ¢35 OF =

_ SYSTEM COMPDSLTION OF LRU'S .
1 2 3 3 3 4 4 & & & & 3% 5 5
6 & 6 7 7

s

”

aeE

C ot



LRU DESCRIFTION RECORDS

i e L i i e A ek da  d

LRU TYPE REPLACEMENT TIME DISTRIBUTION
PROFILE STATE #0. 1

LRU TYPE DISTRIG!TION FINSY SECOND
NUMBER i TYPE  PARAMETER PARAMETER
1 NORHAL . 2.9208DD 5. B00E-0]
2 NORMAL, 2.9208+00 5, 600E-01
3 NORMAL 1.2056+07 2.000E+00
4 NORMAL 2.409E+01 4,A00E+00
5 NORMAL 1.2056+01 2.U00E+00
& NORMAL 1,205E+01 2.000E+00
7

| ONORMAL 4.0206+00 6, 7008-01
LRU A 7O B SHIPMENT TIME DISTRISUTION "

\RU TYPE " DISTRIBUTION FIRST SECOND
NUMBER TYPE - PARAMEYRK PARAMETER
4 CONSTANY | 1,0008-06
2 CORSTANT 1.000E-06
3 CONSTART 1.000E-064
4 CONBTANT - 1.0008-06
5 CONSTANT 1 .BDOE'M "
6 CONSTANT 1.000E-06
7

CONSTANT " 1.000E-05

LK YYPE FAILURE TIME DISTRIBUTIONS IN ACTIVE STATE
PROFILE STATE NO. 1

LRU TYPE . DISTRIBUTION FIRST SECOND
KUMBER TYPE PARAMETER PARAMETER
i WEIBULL %, 772E-03 9.0008-01

2 WEIBULL §.5758-04 1.000E+00

3 WEIBULL " &.570E-03 1. BOOE+DO

& WETRULE " 2.195€-02 1.000ED0

5 WEIBULL 6.209E-03 1. 100E+00

F) WEIBULL 4 935E-03 1.000E+00

7 WEIBULL 5.479E-03 1.000£+00

LRU TYPE FAILURE TIME DISTRIBUTIONS IN PASSIVE STATE ARE HOT GIVEN
LRU REPAIR (AT LEVEL B) TIME DISTRISUTION

LRU tYPE REPAIR TIME . FIRST SECOHD
NUMBER DISTRIGUTION PARAMETER PARRMETER
PR
1 CONSTANT 1.0008-05
2 CONSTART 1.0008-06.
3 CONSTANT T.00E-06
§ CONSTANT 1.0005-06
3- CONSTANT © 1,0008-05
& CORSTANT 1.000E-06
7

CONSTANT 1.0005-06

“ TYPE NUMBERS OF LRUMS REPAIRED AT LEVEL A (HD REPLACEMENT)
1 2 3 & 5 & ¥
MAXIMUM NUMBER OF LRU EEPAIR CYCLES

LRU TYPE BAXIMUM

187

F -



. NUMBER NUMBER = -
d OF CYCLES

UNLIRITED

UNLINITED

ENLIMITED : "
UNLINITED JT
UNLIMITED i
UNLINITED

UNLIMITED -

- 08 U B WD e

“ PROBABILITY 10 FIND FATLED SPARES AT LEVEL A TS NOT GIVEH,
1T IS ASSUMED EQUAL TO ZERO FOR ALL LRU TYPES.

SI"iRE FARTS STRATEGY RECRRDS

ﬂ ..... T T L LT T L

H.HBER OF TIHE FﬂiIIT'S Fﬂl LkU"s ﬁWlSlﬂm T T PP

LR STORAGE STRATEGY
{ FIRST ENTRY STANDS FOR NUMBER OF LRUS STORED AT TIME = 0 )

_LRU TYPE HUMBER
NUMBER OF LRUS

1] 1000
2 1000 : '
3 1000 } _ "
4 1050 : -
5 10y
6 1000
7 1000

FLAE OF LRU®S PRICES CONSIDERATION vreveserenvacrrensnsnssrnnsacn

i

CURRENCY 18 NOT SPECIFIED

. .

NATHNTENANCE PeLICY RECORDS
CHECK~-UP PGLIGT
SYSTEM LEVEL OF CHECK- HP

CONVEINUKUS CHECK-UP

TALLY EECORDS

e P e o e

RUMBER OF POINTS FOR AVAILABILITY CALCULATION veevovrusrescssrrons 1
TIME POINTS FOR mmmmv CALCULAYION
.onom!.
) 1
* AVAILABLLITY BLOCK *
AVATLABILITY \{1TH DEFINED SPARE PARTS STORAGE v
POINTS AT THE POINT  P.R.S.D. IN'VHE INTERVAL  P.R.5.D.
10000. 60 6.1200000E-01 .56  6.15120238-01 3.49%
f/"
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"o - i

* SPARE PARTS CHARACT

ERISTICS BLOCK *

YLRU PROBAE?: D Vr Ir BPAST

! AVAILABILITY " AVERAGE
TYPE PART ERIAGE 3 OF THE

WRMBER LIFE H:8TORY- SPARE PARTS WAITING TIME

et L e e mm . —— mmimm -

A 0.0020000E+00 1.0000000E+G0 0.0nG0O0JE+00

.2 0, H000000E+00 - 1.0000000E+00 0.0000006E+00

T3 0.5000000E+00 1. (DOGD0DE+0 G.DDO000OE+D0

% 0. DDOOOTUE+DD 1.C0000BDEHDD 0. 00020008+00

5 0.0000000E B0 1. 00B0060EHOC £.000G000E+D0

- 0.0300000E+80 1.0000000E+00 0.000000GE+00

7 0.0000300E+00 1.0000000E+00 {.8000D00F+00

s N
*SENSITIVITY BLOCKY®

Lt g
B

L RY TYPE SENSITIVITY FGR DEFINED SPARE PARTS STORAGE

TOTAL NUMRER OF SYSTEMS FALLURES

UNAVAILABILITY

H 1205__
SYSTEMS FAILURER FATLURE

LRU FATLED

TYPE - PER HISTORY SENSITIVITY UPDN EACH TYPE SENSITIVITY
1 0.16 1.631788-02 & 5.47718E-02
2 0.1% 1,53400E-02 &2 3.48548E-02
3 . 2.49 1.453088-01'; 220 1.82573E-01

. & .75 4.94490E-0Y W56 3,86722E<01
5 3.2 2.62B88E-W 283 2,34855E-01
6 1.85 1. 061448-02 z7 2.24D56E-02
7 1.41 4. 11324E-02 101 . B.38174E-02

NUWBER OF SYSTENS DOWN-TIMES USED TO BUILD DISTRIBUTICN : 500

SYSTEMS DOWN TTHE

%
0.05 2, 147R496+00
010 2. TEB532E+00
0.15 3.279778E+00
0.20 3.574600E+00
0.2% 4~238621E+D0 -
6.30 7.941760E+00
0.3 9.580261E400
0.40 1.033506£+01
0.45 1.093349E+01
0.50 1. 159746E+01
0.55 1.222325E401
0.50 1.285739E+01
= P65 " 1.396498E+01
0.70 1.582735E+01
0.75 1.915582E+01
0.80 2.1681198+01
0.85 . 7AF542E403
Q.90 9.855004E+03
0.5 9. B8F145E+03

189



o

6.9 §.984993E+03

raray . “

* DIAGNOSTICS BLOCK ¥

AVERAGE ua.' OF COLLISIONS PER HISTORY

AVERAGE 0. OF SYSTENS FALLURES PER HISTORY
NUMBER OF FORWARD SANPLINGS

NUMBER OF FORWARD SAMPLING REJEBTIOEE
EKE_CBHDH TIME IN SECONDS

Qo
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31.512
2.410 §
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