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Abstract

Wireless networks comprising multiple relays are very common and it is

important that all users are able to exchange messages via relays in the

shortest possible time. A promising technique to achieve this is physical

layer network coding (PNC), where the time taken to exchange messages

between users is achieved by exploiting the interference at the relay due

to the multiple incoming signals from the users. At the relay, the interfer-

ence is demapped to a binary sequence representing the exclusive-OR of

both users’ messages. The time to exchange messages is reduced because

the relay broadcasts the network coded message to both users, who can

then acquire the desired message by applying the exclusive-OR of their

original message with the network coded message. However, although

PNC can increase throughput it is at the expense of performance degra-

dation due to errors resulting from the demapping of the interference to

bits.

A number of papers in the literature have investigated PNC with an iter-

ative channel coding scheme in order to improve performance. However,

in this thesis the performance of PNC is investigated for end-to-end

(E2E) the three most common iterative coding schemes: turbo codes,

low-density parity-check (LDPC) codes and trellis bit-interleaved coded

modulation with iterative decoding (BICM-ID). It is well known that in

most scenarios turbo and LDPC codes perform similarly and can achieve

near-Shannon limit performance, whereas BICM-ID does not perform

quite as well but has a lower complexity. However, the results in this

thesis show that on a two-way relay channel (TWRC) employing PNC,

LDPC codes do not perform well and BICM-ID actually outperforms

them while also performing comparably with turbo codes. Also pre-

sented in this thesis is an extrinsic information transfer (ExIT) chart

analysis of the iterative decoders for each coding scheme, which is used



to explain this surprising result. Another problem arising from the use

of PNC is the transfer of reliable information from the received signal at

the relay to the destination nodes. The demapping of the interference to

binary bits means that reliability information about the received signal

is lost and this results in a significant degradation in performance when

applying soft-decision decoding at the destination nodes. This thesis

proposes the use of traditional angle modulation (frequency modulation

(FM) and phase modulation (PM)) when broadcasting from the relay,

where the real and imaginary parts of the complex received symbols

at the relay modulate the frequency or phase of a carrier signal, while

maintaining a constant envelope. This is important since the complex

received values at the relay are more likely to be centred around zero and

it undesirable to transmit long sequences of low values due to potential

synchronisation problems at the destination nodes. Furthermore, the

complex received values, obtained after angle demodulation, are used to

derive more reliable log-likelihood ratios (LLRs) of the received symbols

at the destination nodes and consequently improve the performance of

the iterative decoders for each coding scheme compared with convention-

ally coded PNC.

This thesis makes several important contributions: investigating the per-

formance of different iterative channel coding schemes combined with

PNC, presenting an analysis of the behaviour of different iterative decod-

ing algorithms when PNC is employed using ExIT charts, and proposing

the use of angle modulation at the relay to transfer reliable information

to the destination nodes to improve the performance of the iterative de-

coding algorithms. The results from this thesis will also be useful for

future research projects in the areas of PNC that are currently being

addressed, such as synchronisation techniques and receiver design.
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1.1 Background

1.1 Background

Over the last century, great progress has been made in wireless communications

technology. Portable communication devices now enable communications from and

to virtually anywhere in the world. To improve performance, coverage, and effi-

ciency, digital signalling techniques are utilized by modern wireless communication

systems, and due to the characteristics of digital signalling, it is possible to use er-

ror control coding. Nowadays, a new class of codes, termed iterative decoders, has

brought signalling power efficiencies close to the theoretically possible limits. The

features of iterative decoders include exchanging information between two compo-

nents, but different iterative decoding algorithms also provide a solution to a more

general class of problems.

This chapter begins by presenting a brief overview of the history of wireless

communication systems implemented by a novel strategy, which practically speaking

is an operation known as physical layer network coding (PNC). PNC is increasingly

considered a high-throughput technique for communication in a wireless network

over a two-way relay channel (TWRC). Moreover, PNC is a technique that allows

two users to exchange their messages in less time via an intermediate relay. This

takes place at a relay node and exploits the interference caused by noisy incoming

signals by performing special demapping/mapping and then by broadcasting again

to the users.

1.2 Challenges and Motivation

Wireless network design can be classified as an NP-hard (Non-deterministic Polynomial-

time hard in computational complexity theory) type problem due to the high and

unexpected complication growth both in time and space. In order to design an ef-

ficient system that fulfils the fundamental requirements of communication through

a wireless network, it is necessary to understand the challenges and problems that

limit the performance of this particular system. Moreover, assessing these problems

and analyzing them via a unique mathematical formulation allows to simultaneous

by tackle the problem to ensure maximum delivery of system performance. The work

in this thesis attempts to address some of the issues in the context of the physical

layer of a TWRC communication model. Therefore, the communication network can
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be considered as being two nodes connected by links. The information is sent as one

packet at a time from the source to the destination via intermediate node acting as

relay. As a relatively new paradigm in networking techniques, PNC takes advantage

of the additive nature of electromagnetic waves, and embraces interferences by per-

forming coding operations to combine the otherwise convoluted messages. In such a

way, both the communication time and the bandwidth are utilized more efficiently,

which in turn boosts the network throughput.

Channel coding may be applied on PNC technique by using link-by-link (L×L)

scheme or end-to-end (E2E) scheme. The difference between L×L and E2E cod-

ing methods lies in how the relay processes the received signal. The relay makes

use of the correlations between successive symbols, in the L×L manner, to recover

the desired symbols. In the E2E manner, errors may accumulate when the data is

transferred from the source to the destination, because the relay does not correct the

errors, and the channel coded scheme is transparent to the network system. With

this background in mind, a crucial aspect of implementing PNC is the formulation

of a simple relay receiver, and the selection of iterative decoding method formats

that work well with the end-to-end system. The purpose of this study is to identify

the general problem that is addressed by a relaying network and to seek a new de-

sign/application of a relaying scheme in the area of wireless communication scenario.

The development of practical iterative detection algorithms will have much broader

application throughout the field of communications. The central idea of this study

is to design a combinatorial system between a constant envelope scheme and an end-

to-end coded PNC system. The potential benefits of considering a new end-to-end

coded PNC system is guaranteed code properties, information reliability, and a new

principle of implementation, which includes a reduction the loss of transmitted data

around zero point in the constellation and an increase in the efficiency of the coding

system.

1.3 Literature Review

1.3.1 Overview

In a traditional transmission scheme and in the two-way relay channel (TWRC),

the exchange of information between a pair of source terminals, U1 and U2, without

3
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a direct link requires four time slots through an intermediate relay, R [1]. With

each of the first two time slots, one of the terminals transmits information to the

relay, while with each of the last two time slots, the relay transmits information

to each of the terminals, as shown in Figure 1.1(a). By using the technique of

network coding [2], the number of time slots can be reduced. This is illustrated

by a link-layer network coding (LNC) system, in which the third and fourth time

slots are combined into one time slot by having the relay add modulo-2 to the

informations that it receives from the two terminals, as shown in Figure 1.1(b).

Hence, the interference signal of the two users and the effect of the channel becomes

part of the arithmetic operation in network coding. Therefore, the relay sends the

sum of the two informations during the third time slot and each terminal is able

to recover the information from the other terminal by adding/subtracting modulo-

2 for its own message from the received information. However, in physical layer

network coding (PNC) the transmission scheduling scheme for the first two time

slots are combined by having the two terminals transmit their informations at the

same time [3]. Therefore, the main idea of PNC is to find an apparatus similar

to that of network coding but at the lower layer that deals with electromagnetic

(EM) wave reception and modulation. This can be achieved through a suitable

demapping and mapping process at the relay node, where the EM signals can be

mapped to digital bit streams of a Galois field of two elements
(
GF (2)

)
. Thus, the

relay receives a combination of both modulated packets during the first time slot,

which it then broadcasts after appropriate processing to the two terminals during

the second time slot, as shown in Figure 1.1(c). Consequently, depending on how

the information is encoded, the exchange of information can occur in four, three, or

two orthogonal time slots, as depicted in Figure 1.1.

1.3.2 Classification

A prospective technique in the wireless two-way relay communications is PNC, which

exploits interference to improve the throughput. By the two transmission phases,

the uplink phase and the downlink phase, both end users transmit to the relay

simultaneously and the relay directly transforms the received waves to the network

coding form without individually detecting them. Then, in the downlink phase,

the relay broadcasts the network coded signal to both end users. Specifically, PNC
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Figure 1.1: Transmission Schemes
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has proven to have the ability to approach the capacity of the TWRC in high SNR

regions [4] as well as the throughput upper bound of wireless networks [5]. Recently,

the researchers in [4] and [6], have shown that PNC can achieve within half a bit of

the capacity of a single-input single-output Gaussian TWRC and it is asymptotically

optimal at high signal to noise ratios (SNRs). PNC may be implemented using two

different schemes. The relay may simply amplify and forward the received signal

sum directly, without performing demodulation and decoding. This PNC scheme is

referred to as analogue network coding (ANC) [7]. Another scheme is for the relay

detects the received signal sum to clean up the noise by performing demodulation

and decoding in an effort to estimate the network codeword. This PNC scheme

is sometime called digital network coding (DNC). Multiple access techniques such

as spatial reuse, frequency division multiple access (FDMA) [8], and code division

multiple access (CDMA) [9] allow multiple simultaneous transmissions. However,

these techniques are avoided because of the interference in space, frequencies, and

code respectively, as they only divide channel capacity between multiple users. In

contrast, PNC expands the capacity of the network.

1.3.3 Relay Network

In order for two terminals to exchange information, they need to reside within each

other’s transmission range. This type of communication is considered to be line-of-

sight [10]. However, the line-of-sight condition is not always available, so a message

from a source to a destination can be delivered in a multi-slot fashion. The source

node chooses an in-between node to forward its message. This intermediate node

serves as a relay between the two sources. In such a slot-by-slot fashion, energy, for

example, can potentially be conserved. Such a communication chain can be simpli-

fied to a three-node model, the source, the destination and the relay. In Figure 1.1,

the system consists of two terminals denoted by U1 and U2, respectively. There is a

relay R in between to assist the message exchange. Recently, one promising strat-

egy is to deploy nodes in the region between a transmitter and its intended receiver.

These intermediate nodes can improve communication for this transmitter-receiver

pair by receiving a transmitted message, processing it and relaying the processed

output to the receiver. This transmission strategy can be especially beneficial when

the transmitter-receiver pair are either separated by a large distance or when a large
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obstruction blocks the path between them. Several relays technique may be available

to assist a particular transmitter-receiver pair. The relay channel was introduced

by [11] and investigated extensively by [12] to provide a number of relaying strate-

gies, in which of these strategies the communication link between the source and

the relay is physically better than the source and destination link. The available

transmission channel between each pair can be seen as a link connecting the two.

1.3.4 Error Detection and Correction

Error detection and correction technique is adopted for more reliable communication

systems. Jointly design coding and modulation to enhance the performance of digital

transmission schemes was proposed by Massey in 1974 to introduce the field of

coded modulation scheme [13]. Powerful coded modulation schemes was began to

optimize the performance include trellis-coded modulation (TCM) [14], multilevel

codes (MLC) [15] [16] and bit-interleaved coded modulation (BICM) [17] [18]. An

interesting scheme is BICM, which is used in most recent wireless standards due

to its performance, flexibility, and simplicity. BICM encoder consists of the serial

concatenation of a channel code, interleaver and mapper. At the receiver, the signal

is consecutively demapped, deinterleaved and decoded.

Turbo codes were first introduced by Berrou et al [19] and these performed

close to the Shannon limit with a comparatively simple encoder structure and a

novel iterative decoding algorithm. The turbo decoder consists of the component

decoders that exchange soft extrinsic information in an iterative fashion. The turbo

principle of serial or parallel concatenated components can be applied at the receiver

of a communication system [20]. Consequently, the breakthrough towards capacity

approaching channel codes was the idea of iterative decoding of concatenated codes

and the idea of iterative decoding has been shown to be valid in a more general

sense. Soon after the appearance of turbo codes, low-density parity-check (LDPC)

codes constructed from sparse parity-check matrices were introduced by Gallager in

the 1960s [21], but were essentially forgotten for three decades after that. LDPC

codes were rediscovered by Mackay et al [22], who found that LDPC codes form a

compelling alternative for approaching Shannon limits. Nowadays, turbo and LDPC

codes are considered to be capacity-approaching channel codes when employing

iterative decoders. After turbo codes were introduced in 1993, another iterative
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coding scheme presented in 1997 is bit interleaved coded modulation with iterative

decoding (BICM-ID) [23] [24], which has a lower complexity than turbo codes but

performs well on AWGN and Rayleigh fading channels. The performance of BICM

receiver can be greatly improved through iterative information exchange between

the demapper and the decoder according to the turbo principle.

1.3.5 Iterative Decoding

soon after the introduction of turbo codes, it was recognized that the iterative decod-

ing scheme was suitable for many communication environment. Therefore, modern

communication receivers typically consist of a linear sequence of signal processing

components, each optimized to perform a single task. However, in a traditional

system receiver, the contact between components involves the passing of bits to the

system output. The bits may be introduced by hard decision process. Therefore,

hard decisions are made, information is lost and becomes unavailable to the end

component. Additionally, the sequence of components at the beginning of the sys-

tem processing do not benefit from information derived by sequences further in the

end component. The contact between steps can be greatly improved by using the

same strategy used to decode turbo codes. In [25] the term of turbo processing was

invented to describe the general strategy of iterative feedback, this strategy can be

used for decoding or detection. With turbo processing, each component is imple-

mented with a soft input soft output (SISO) algorithm. The term of soft decision

values, typically in the form of log-likelihood ratios (LLR), can be passed to the end

component and refined by subsequent steps. The soft output value of the final step

is then fed back to the first step and a second iteration of processing is initiated.

Several iterations of turbo processing can be executed. Consequently, a new tech-

nique of turbo processing can be used to combine channel decoding with: symbol

detection [25], multiuser detection [26], source decoding [27], or equalization [28].

1.3.6 Joint PNC and Error Correction Coding

The scheme of error correction coding to be selected based on the characteristics of

the communication channel achieves good error control performance. Hence, this

scheme in a PNC system can either be done L×L or E2E. With the former technique,

the channel encoding and decoding is performed in the end nodes as well as the
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relay node [29], whereas the E2E technique performs the channel coding only at the

end nodes, and not at the relay node [30]. The channel-decoding network-coding

process involves both channel decoding and network coding operations to transform

the received signal at the relay. Specifically, it re-designs the belief propagation

decoding algorithm at the relay. There are several publications in the literature

that investigate the combination of LDPC codes and PNC for a multiple-access

channel [31] [32] and two-way wireless relay channels [33]. Similarly, research on

combining turbo codes and PNC has also taken place [34]. Very recently, BICM was

employed with multi-level PNC for a two-way wireless relay network [35].

1.3.7 PNC and ExIT Chart Analysis

There are two major approaches to analyzing the performance of the iterative pro-

cess. The first approach is to calculate bounds on the bit error rate of the system,

which is extensively applied to the analysis of turbo codes [36]. However, it is un-

able to characterize the convergence behaviour of the system, for example at the

onset of the turbo cliff in turbo code, so this requires a different analysis tool. The

second approach is to analyze the convergence behaviour of the iterative process

with the intent of determining signal to noise ratio regions where iteration gain can

be obtained, such as the density evolution and extrinsic information transfer chart

approaches [37]. A semi-analytical technique called an extrinsic information transfer

(ExIT) chart was introduced by [38]. The substantial advantages of this technique

are to evaluate the convergence properties and trace the evolution of different al-

gorithms at the receiver through multiple iterations. The convergence behaviour

of the proposed detectors over unknown the received signal is evaluated with the

help of the ExIT chart. The convergence property of interference signals of a PNC

system is not only related to its parameter but also related to its architecture and

the type of channel coding used. Therefore, ExIT chart employs mutual informa-

tion measurement to quantify the quality of the extrinsic information exchanged

between the constituent components in an iterative process. It is comprised of two

curves for two components in the system. Each curve plots the mutual information

of the extrinsic LLRs versus the mutual information of the a priori LLRs of one

component in the system, which it uses to measure the quality of the input and the

output of the component. For the PNC system, the mutual information exchange
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between the output of the PNC and channel decoders can give further information

about user interference signals and has the ability to select correct parameters. The

impact of the parameters includes different lengths of code memory, the data size

then the code length, and the number of iterations needed to achieve convergence

between the measured components.

1.3.8 PNC and the Modulation Technique

In a communication system, the fundamental reason for modulation is to enable

efficient use of the available frequency spectrum on a particular medium. The

modulation in the communication of a wireless network is a potential process by

which information is conveyed of an electromagnetic wave. All the different modu-

lation techniques can be classified under the composite modulation, which includes

bandpass-modulation and the baseband-modulation, or analogue modulation, which

includes amplitude-modulation and angle-modulation. Therefore, the modulation

method for digital or analogue is described by the characteristics of the information.

The parameters of digital modulation take on a discrete set of values, each of which

represents a symbols, consisting of one or more bits. However, the parameters of

analogue modulation consist of amplitude, frequency or phase and can be taken on

a continuous scale of values which must carefully follow all of the inflections of the

signal to be transmitted. There have been many attempts to employ the principle

of analogue signal in terms of frequency modulation with an orthogonal frequency-

division multiplexing (OFDM) system, [39] [40]. Soon after, the authors in [41]

used an FM-radio channel for transmission of OFDM digital data, while others used

analyzed an FM signal in an OFDM system [42] [43]. Sorenson et al. [44] first pre-

sented frequency shift keying with PNC, which was followed by Valenti et al. [45],

who looked at FSK receiver design at the relay. Ferret et al. [46] extended the work

in [45] with different assumptions for utilizing FSK with the detector of the two-way

relay channel. However, the OFDM waveform has high amplitude fluctuations, a

drawback known as the peak-to-average power ratio (PAPR) problem. Since Oct.

2003 the researcher team, S. C. Thompson, John G. Proakis, and James R. Zeidler,

in University of California San Diego were introduced the constant envelope com-

bined with OFDM to solve the PAPR problem [47]. This teamwork introduces a new

approach of constant envelope OFDM and focuses on binary OFDM phase modu-
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lation, which is a special case of OFDM angle modulation. Then they continues in

this technique until they were recently published a paper about low-complexity re-

ceivers for constant envelope [48]. They study the performance of the new receiver

when error correction coding is employed. They shows that the receiver provide

excellent performance but also significantly outperform the conventional arctangent

based receiver for coded Constant Envelope OFDM performance.

1.4 Research Contribution and Publications

This section outlines the main contributions of this thesis. Also, this section serves

to identify the published parts of this thesis with the associated citations listed in

the following section.

Chapter 2 provides background and no new results are presented. However, the

PNC of interest here is the coded E2E PNC network. This technique has rarely

been implemented by researchers due to the noise at the relay also being forwarded

to the destinations. In larger networks especially, errors can also be left uncorrected

and dealt with using the end-to-end network error correction framework proposed

in [49]. Therefore, we must calculate, in our research, for the level of error correction

needed to recover from the errors introduced at the relay.

Chapter 3 considers the system of PNC using end-to-end iterative decoding al-

gorithms. The original contribution of this chapter is to evaluate the system perfor-

mance with a different coding scheme. The implementation of the end-to-end PNC

system with three different techniques for iterative decoding are investigated and

compared with different block sizes and code rates in terms of BER performance,

and comparisons are made between the different coding schemes. Chapter 3 repre-

sents the first publication, in which results are compared for LDPC, BICM-ID, and

turbo codes combined with end-to-end PNC.

Chapter 4 follows on from Chapter 3 to consider ExIT chart analyses in order

to investigate the achievable iterative decoding convergence when coded end-to-end

PNC is employed. The original contribution of this chapter is the presentation of

the proposed ExIT charts for studying the end-to-end PNC scheme with BICM-

ID, LDPC and turbo codes. Chapter 4 was presented as a conference paper and

subsequently journal paper under preparation.

In Chapter 5 the original contribution is the innovation of employing the constant

11
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envelope technique to construct new coded end-to-end PNC. This new PNC system

is presented, and compares well with the angle modulation choice and the iterative

decoding performance. Chapter 5 is based on the journal paper under preparation.

1.4.1 Related publications

• Alaa A. S. Al-Rubaie, C. C. Tsimenidis, M. Johnston, B. Sharif, ”Compar-

ison of a physical-layer network coding system with iterative coding schemes,”

Wireless and Mobile Networking Conference (WMNC), 2013 6th Joint IFIP ,

pp.1-4, 23-25 April 2013

• Alaa A. S. Al-Rubaie, C. C. Tsimenidis, M. Johnston, B. Sharif, ”Perfor-

mance and ExIT chart analysis of BICM-ID for physical layer network coding,”

Electronics, Circuits, and Systems (ICECS), 2013 IEEE 20th International

Conference, pp.205-208, 8-11 December 2013

• Alaa A. S. Al-Rubaie, C. C. Tsimenidis, M. Johnston, B. Sharif, ”Con-

vergence Behaviour of Joint Iterative Decoders and Physical Layer Network

Coding,” (under preparation to submit to Journal of the Institution of Engi-

neering and Technology (IET))

• Alaa A. S. Al-Rubaie, C. C. Tsimenidis, M. Johnston, B. Sharif, ”Physi-

cal Layer Network Coding and Constant Envelope Technique in Combination

Method,” (under preparation to submit to International Conference on Com-

munications (ICC))

• Alaa A. S. Al-Rubaie, C. C. Tsimenidis, M. Johnston, B. Sharif, ”Con-

stant Envelope Physical Layer Network Coding Angle Modulation,” (under

preparation to submit to Vehicular Technology, IEEE Transactions.)

1.5 Organization of the Thesis

The rest of the thesis is organized as follows:

Chapter 2 describes the two way communication technique and the principle of

PNC technique. The chapter also presents the effects of the bandpass wireless com-

munication on the signal and system form. Furthermore, this chapter demonstrates

the measure of informations, entropy and mutual information. The modulation

12
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and channel model are introduced in the implementation of the system. Finally, a

comprehensive literature review for system model is presented.

Chapter 3 introduces the main error correction coding and iterative decoding

techniques in single user and PNC systems. Three conventional techniques for iter-

ative schemes in the PNC systems are compared: low-density parity-check (LDPC)

codes, bit interleaved coded modulation with iterative decoding (BICM-ID) code,

and turbo codes, when the relay role is as simple as possible. Moreover, the section

presents the parameters for selecting the different algorithms with a PNC system

that can reduce the error effectively at the relay and simultaneously maintain the

BER performance are studied.

Chapter 4 presents efficient techniques to analyse the PNC system performance

by using an ExIT chart. The analysis of iterative decoding through extrinsic infor-

mation transfer is given for PNC system and compared with a single-user system.

Furthermore, the chapter presents the effect of a single parameter in terms of mu-

tual information through the systems. Finally, a prediction of systems behaviour

is obtained by studying system trajectory and obtaining the convergence of the

systems.

Chapter 5 presents efficient techniques to improve the BER performance degra-

dation due to the demapping and mapping characteristics process of the relay uti-

lized in PNC-based systems, and performing a constant envelope modulation at the

relay. Extensive simulation results have demonstrated that minimizing the effect

provides significant BER reduction in comparison to traditional PNC techniques,

which are optimised to reduce the BER. Moreover, measuring the performance of

the proposed techniques constant envelope PNC (CE-PNC) is more effective than

traditional PNC, as the LLRs transmitted do not lose through the system steps.

Finally, conclusions are summarised in Chapter 6 and the thesis ends with sug-

gestions of future work.
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2.1 Introduction

2.1 Introduction

This chapter introduces the general framework and specific techniques that will be

used throughout the thesis. For an assessment on the system performance, this chap-

ter focuses on different techniques commonly used in the communication network.

The chapter begins with an introduction to the two way communication technique,

and is then followed by the bandpass signal and system representation. In addition,

the chapter provides an overview of information theory and describes the princi-

ple of mutual information. Emphasis is placed on the description of the system

model of the physical layer network coding (PNC) architecture. A mathematical

representation of the relay demapping and mapping process are also given.

2.2 Two Way Communication Systems

A relay network is a wide category of network topology commonly employed in wire-

less networks, where a pair of source terminals are interconnected by means of some

nodes. In such a network the source and the destination cannot communicate to

each other directly due to the distance is greater than the transmission range of

sources, hence the need for intermediate node/nodes. This type of network holds

several advantages such as; the information can travel long distances, even if the

source and the destination are far apart. It also reliable data transmission between

nodes. In some cases, such as with the employment of network coding techniques,

the roles of the source and the destination are embodied by the same nodes, and

the message flow goes in both directions. For this reason, the source and the des-

tination are known as terminals and the link is a two-way communication channel

in these scenarios. This channel was first studied by [50] and considered a basic

two-way communication model consisting of two terminals and investigated effec-

tive bi-directional communication. Based on the availability of the links, the system

has popular variants such as cooperative systems and two-way relay networks.

2.2.1 Cooperative Communication Systems

In this communication scenario, the source and the destination are distinguished as

they do not transmit at the same time. Consider user-1 is the source and user-2

is the destination. Links user-1 with relay and user-1 with user-2 are both avail-
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relay

user-2user-1

(a) Single relay

relay

user-1

relay

user-2

(b) Multi relay

Figure 2.1: Cooperative communication system.

able. Figure 2.1 depicts a simplified cooperative communication model. The basic

idea of cooperative communication is that the source and the relay assist each other

in sending messages to the destination collaboratively. This means; the message

originated from the source is repeated in some form by the relay, and reaches the

destination besides the original copy. Multiple copies introduce a type of diversity

known as cooperative diversity, which contributes to the greater reliability of the

system [51]. The message from the source to the destination, in multi-hop commu-

nications scenario, is relayed via another node. Therefore, this relaying scheme is

essential in order to overcome the path loss incurred over long distances. Moreover,

multi-hop techniques are utilized in cellular systems and wireless local area network

(LAN) systems to provide power savings, extended coverage and a higher quality of

service.

2.2.2 Two Way Relay Channels

For the two-way relay channel (TWRC), the link user-1 with user-2 is assumed to

be unavailable. Thus, the transmission takes place solely relying on the relay’s as-
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sistance. Depending on the scheduling between the two terminals, the relay receives

one message from either source at a time. After the relay receives a message or a

combination of two messages, perturbed by the noise, there are several strategies

that have been introduced such as decode-and-forward, compress-and-forward, and

amplify-and-forward, for processing before the next stage. Later on, some pioneer

work by [1] applied these strategies to the TWRC, where this topic has recently at-

tracted significant attention. In the TWRC, two terminals simultaneously transmit

their messages to each other and the messages interfere with each other.

2.2.3 Relaying Schemes

The relay node applies either, a very simple mathematical operation, or modifies the

received signal and then forwards the new version of the signal to its destination.

In this section, we discuss some of the particular relay mode for relaying network,

which were first introduced by Cover and Gamel [12] as:

2.2.3.1 Decode and Forward

The relay performs decoding operations on the received signals. Though it is pos-

sible to do exhaustive search among all the constellations to decode the individual

symbols from either terminal, a more efficient way is to obtain the combination of

the signals. Decode-and-forward attempts to process and eliminate the noise and

fading corruption of the 1st time slot. The relay then re-encodes the signal and the

new symbol is forwarded to the terminals in the 2nd time slot. This processing of

the signal at the relay is also known as making a hard decision, as the information

sent by the relay does not include any additional information about the reliability

of the source-relay link. However, when uncoded modulation is used this protocol

is also know as detect-and-forward as the processing of the relay is detection of the

signal.

2.2.3.2 Amplify and Forward

In this protocol, the relay does not attempt to decode the individual symbols or

a combination of the symbols that were transmitted from the terminals. Since the

energy dissipation as the electromagnetic waves travel from the source to their desti-

nations, the power of the received signal is smaller than the terminal’s transmission
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power. The relay can be a transceiver of either the same capabilities, or different.

In either case, the relay can scale the received signals to its own transmission power,

practically amplifying them. Note that, during this process, since the noise is not

isolated from the original signals, it is also amplified, and therefore the efficiency of

energy use is suboptimal.

2.2.3.3 Estimate and Forward

This protocol is also known as compress-and-forward. At the relay, a transformation

is applied to the received signal, which provides an estimate of the source signal. This

estimate is also known as soft information, and it is forwarded to the destination.

The relay estimates the information from the received signal by using the minimum

mean squared error (MMSE) estimate, which is the conditional expectation of the

source sent symbol given the received signal at the relay.

2.2.4 Physical Layer Network Coding

The communication system over a TWRC allowing an intermediate node to mix

incoming message from multiple links. Network coding is a technique that allows

the throughput of a network to be increased by applying encoding at the relay [2].

The concept of network coding has been applied to wireless relay networks to turn

the broadcast property into a capacity-boosting advantage for wireless networks to

increase network throughput significantly. Hence, in this case a receiver attempts to

reconstruct the exclusive-or (XOR) of the incoming messages from two user nodes.

This leads to the production of physical layer network coding (PNC) [3] which yields

an even greater throughput gain because the simultaneous transmission of summed

signals from relay nodes reduces the number of required time slots to exchange

messages. Furthermore, the receiver of the PNC technique in the context of the

TWRC can reconstruct the XOR of the two concurrently transmitted messages

directly from the channel output. In the PNC system, the users’ messages are

transmitted to the relay during the up-link phase. After the process of the PNC

special demapping and then mapping at the relay, the interference signal of the two

users is broadcast to the destination node in the down link phase. The exchange of

information between the two users occurs simultaneously via an intermediate relay

in TWRC, which can potentially double the throughput of a conventional one-way
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relay channel.

2.3 Bandpass Signals and Systems Representa-

tion

The communication systems always work with a baseband signal, such as cod-

ing/decoding, modulation/demodulation, synchronization, etc., even for wireless

communication and then the baseband signal is converted to the bandpass sig-

nal at the desired carrier frequency. Similarly, at the receiver the first step is to

down-convert the signal to the baseband before further processing. Let us begin

with the sinusoidal signals for both continuous-time (waveforms) and discrete-time

(sequences) which will become important building blocks for more general signals.

Also, the representation using sinusoidal signals will lead to a very powerful set of

ideas for representing signals and for analyzing an important class of systems. The

sinusoidal signal u(t) can be mathematically expressed by its envelope and angle as

u(t) = A(t) cos
(
2πfct+ θ(t)

)
(2.1)

where A(t) is the carrier-envelope, fc is the carrier-frequency, θ(t) is the phase of the

carrier, and t is time. The carrier angle can be represented by φ(t) = 2πfct + θ(t),

and the term ωc = 2πfc is known as the angular frequency. A sinusoidal carrier

wave, thus, has two fundamental properties: amplitude A(t) and angle φ(t), either

of these parameters can be varied with time t to transmit information.

2.3.1 Baseband Equivalent of Bandpass Signals

The information in a real-valued bandpass signal is contained in a corresponding

complex-valued baseband signal. Therefore, this baseband signal represents the

complex envelope of the bandpass signal. Consider U(f), the Fourier spectrum of

a real-valued signal u(t) over a band of frequencies BT , centred around a carrier

frequency fc, then the essential information required to represent the signal is con-

tained in the complex envelope of baseband signal. The relationship between the

spectrum of real-valued bandpass signal and its complex envelope is illustrated in
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Figure 2.2: The relationship between a bandpass spectrum and its baseband equiv-
alent.

Figure 2.2 and can be mathematically written as

U(f) =
1

2
U(f − fc) +

1

2
U∗(f − fc) (2.2)

where U consists of magnitude and phase, then the complex conjugate U∗ is com-

posed of the magnitude U and changing the phase U sign. In rectangular notation,

the complex conjugate is found by leaving the real part alone, and changing the sign

(sgn) of the imaginary part. The complex signal can be mathematically represented

by rectangular form, u(t) = uI(t) + juQ(t). Hence, the corresponding bandpass

signal can be written in Trigonometric form as

u(t) = uI(t) cos(ωct) + juQ(t) sin(ωct) (2.3)

The utilization of the complex envelope permits sampling without the loss of any

information and obtains a real bandpass signal at the lower rate of BT complex

samples per second.

2.3.2 Baseband Equivalent of Bandpass Systems

The implementation of the equivalent complex baseband system is depicted in Fig-

ure 2.3. The ability to transmit and receive bandpass signals over a physical com-

munication channel is achieved by employing bandpass channels. Therefore, the

bandpass system responds to a bandpass signal and then the received signal r(t)
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Figure 2.3: Implementation the equivalent complex baseband system.

can be written as

r(t) = R
(
h(t, τ)A(t− τ)ej2πfc(t−τ)

)
(2.4a)

=
(
hI(t) + jhQ(t)

)
∗
(
AI(t) + jAQ(t)

)
(2.4b)

where h(t, τ) is the complex gain of the channel, τ is the delay, and the operator ∗
denotes convolution. Hence, equation (2.4) can be written in terms of the in-phase

and quadrature components as

rI(t) = hI(t) ∗AI(t)− hQ(t) ∗AQ(t) (2.5)

rQ(t) = hI(t) ∗AQ(t) + hQ(t) ∗AI(t) (2.6)

The received signal is corrupted by additive Gaussian noise, which affects noise

bandwidth Bn (Hz) and power spectral density (PSD) of N0 (W/Hz). In this case,

the baseband equivalent noise signal w(t) = wI(t) + jwQ(t) will be circularly sym-

metrical complex Gaussian noise and variance as

σ2 = E
(
w(t)w∗(t)

)
(2.7a)

= N0Bn (2.7b)

where the operators E
(
.
)
and (.)∗ denote the expectation and conjugate, respectively.

However, in circularly symmetric complex Gaussian noise, the real and imaginary

parts are independent Gaussian random variables with zero mean and equal variance
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E
(
w2

I (t)
)
= E

(
w2

Q(t)
)
= σ2/2 with E

(
w(t)w∗(t)

)
= 0. When these conditions are

satisfied, w(t) will be complex Gaussian probability density function (pdf) and can

be written as

p(w) =
1

πσ2
exp(−|w|2

σ2
) (2.8)

2.4 A Measure of Information

The mathematical theory of communication, information theory, was founded by

Shannon [52]. Information theory gives fundamental limits on the optimum perfor-

mance achievable in various communication problems such as data transmission over

a noisy channel, compression of data, and the quantization of analog information

sources, etc. In the process of communication, information theory uses the entropy

as a statistical measure to determine the amount of information contained in a given

amount of data. Furthermore, information theory uses the quantities of entropy and

mutual information as a function of the probability distributions.

2.4.1 Entropy

The entropy represents the average uncertainty of a random process [53]. Consider

S to be a random variable from the alphabet S with realizations s and R to be a

random variable from the alphabet R with realizations r. The entropy of S, H(S),

for a finite size alphabet S can be defined as

H(S) =
∑

s∈S
Pr(s) log2

1

Pr(s)
(2.9a)

= −
∑

s∈S
Pr(s) log2 Pr(s) (2.9b)

where Pr(.) is a probability mass function. Note that; in equation (2.9), with the

logarithm to the base 2, the entropy can be thought of as the number of bits which

are on average necessary to represent a realization s of S, or as the amount of

information contained in s. The entropy H(S) is maximized if all values of S are

equally likely, so that

maxp(S)H(S) = log2(|S|) (2.10)
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The conditional entropy H(R|S) is the entropy of the random variable conditional

on the knowledge of another random variable and can be written as

H(R|S) =
∑

r∈R

∑

s∈S
Pr(r, s) log2

1

Pr(r|s) (2.11)

where S and R are independent. Hence, the amount of information, H(R|S), con-
tained in the realization r equals to H(S) due to s not having any information about

r. On the other hand, the conditional entropy H(R|S) is zero if R = S.

2.4.2 Mutual Information

Mutual information represents a measure of the dependence between two random

variables [53]. The mutual information is related to the information transfer as

I(S;R) = H(S)−H(S|R) (2.12)

The quantity H(S) − H(S|R) is the average information provided about S by ob-

serving R. Thus, the mutual information I(S;R) is the reduction in the uncertainty

of S due to the knowledge of R. The relationship between the mutual information

of I(S;R) and the entropy of H(S), H(R), H(S,R), H(S|R), H(R|S) is illustrated
in Figure 2.4 of the Venn diagram and is expressed as

I(S;R) = H(R)−H(R|S) (2.13)

= H(R) +H(S)−H(S,R) (2.14)

= H(S) (2.15)

= I(R;S) (2.16)

By the property of symmetry in equation (2.13), S knows as much about R as

R knows about S. Since H(S,R) = H(S) + H(R|S), then the relation in equa-

tion (2.14) is obtained [53]. One can notice from equations (2.15) and (2.16) that

the mutual information of a random variable with itself is the entropy of the ran-

dom variable, hence, for this reason the entropy is some times referred to as self

information. To illustrate the concept of mutual information (MI), consider that

the two variables are denoted by transmitted symbols S with the realization s and

the received symbols L in terms of log-likelihood ratio (LLR) with the realization

23



2.4 A Measure of Information
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Figure 2.4: Relationship between mutual information and entropy.

ξ. Again, if S and L are independent, the amount of information H(L|S) contained
in the realization ξ is equal to H(L), since s does not have any information about

ξ. In this case, the mutual information, I, is zero and I(S;L) is defined as the

amount of information ξ provides about s. Hence, I(S;L) is upper bounded by the

minimum of H(S) and H(L) and the conditional entropy H(L|S) is zero if it holds

that S = L. The mutual information between S and L can be defined for finite

input and infinite output size as

I(S;L) =
∑∑

Pr(ξ|s) log2
Pr(ξ|s)

Pr(ξ)Pr(s)
(2.17)

2.4.2.1 Mutual Information for Real-Values

The mutual information for input real value, S, of finite size and output soft infor-

mation, L, of infinite size can be computed as

I(S;L) =
1

2

∑

s∈±1

∫ +∞

−∞
Pr(ξ|s) log2

(
2Pr(ξ|s)

Pr(ξ|s = +1) + Pr(ξ|s = −1)

)
dξ (2.18)

However, a simple approach to evaluate the mutual information by exploit the sym-

metry and consistency properties of the pdf. The property of symmetry is valid for

any linear code decoded by using a posteriori probability (APP) based decoders,
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which can be written as [54]

Pr(ξ|s = +1) = Pr(−ξ|s = −1) (2.19)

The property of consistency is satisfied with the accurate computation of the LLR

output. Therefore, the consistency of the pdf is defined as [55]

Pr(ξ|s = +1) = Pr(−ξ|s = +1) exp(ξ) (2.20)

The equation results from the combination of equations (2.18), (2.19), and (2.20) to

obtain

I(S;L) = 1−
∫ +∞

−∞
Pr(ξ|s = +1) log2(1 + e−ξ)dξ (2.21)

The equation (2.21) is closely approximated by using a time average as

I(S;L) ≈ 1− 1

N

N∑

n=1

log2

(
1 + e−

(
s(n)L(n)

))
(2.22)

where N is the total number of observed L(n) of LLRs. Hence, the equation (2.22)

can define the mutual information based on the decoder or demapper components.

2.4.2.2 Mutual Information for Complex-Values

Again, the mutual information for two random variables S, L is defined in equa-

tion (2.17) and can be rewritten as

I(S;L) = Es,ξ

(
log2

(Pr(ξ|s)
Pr(ξ)

))
(2.23)

where E denotes expectation over {s, ξ}, Pr(ξ|s) is pdf of ξ|s, and Pr(ξ) is pdf of

ξ. Consider s to be the transmitted complex-valued symbol by M signaling method

and ξ the received decision variable, then the mutual information can be written as

I(S;L) =
1

M

M∑

i=1

Eξ|si

(
log2

(Pr(ξ|si)
Pr(ξ)

))
(2.24)

The LLR, Λ, at modulation symbol level for a modulation with M states is defined

as

Λsi(ξ) = ln

(
Pr(si|ξ)∑M

j=1,j 6=i Pr(sj|ξ)

)
(2.25)
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where the term Pr(si|ξ) means the probability that state si has been transmitted

given that the received decision variable is ξ and Λ is the log-likelihood function.

Assuming equal transmission probabilities for all modulation symbols, it can be

easily proved that
Pr(ξ|si)
Pr(ξ)

=
M

1 + e−Λsi
(ξ)

(2.26)

Hence, equation (2.24) becomes

I(S;L) =
1

M

M∑

i=1

Eξ|s

(
log2

( M

1 + e−Λsi
(ξ)

))
(2.27)

One can note that the LLRs are much larger than 1 and, therefore, the equa-

tion (2.27) tends to log2M . Again, assuming equal transmission probabilities for all

modulation symbols and AWGN channel, then equation (2.25) becomes

Λsi(ξ) = ln

(
e−dri/σ

2

∑M
j=1,j 6=i e

−drj /σ2

)
(2.28)

where dr is the distance from decision variable ξ to symbol s and σ2 is the noise

variance.

2.5 System Model

A linear network for three nodes, user-1 and user-2 with a relay node in the middle,

was considered for a PNC. The system model shown in Figure 2.5 gives an overview

of all three nodes. The main concept of the PNC system is that user-1 and user-2

wish to exchange messages, but they are out of each other’s transmission range and

must use the relay. The relay operation in the network was performed for the TWRC.

Therefore, the system consists of two phases or two time slots: uplink-phase, or 1st

time slot, and downlink-phase, or 2nd time slot. In the first time slot, source nodes,

user-1 and user-2, produce a sequence of information bits b1 and b2, respectively.

The two sources map the bits to a constellation diagram to generate S1 and S2

and then transmit simultaneously within the uplink phase. In the second time slot,

or downlink phase, the relay receives the noisy signal, R, as R = S1 + S2 + W ,

where W is AWGN and then the relay maps R to produce the modulo-2 sum in

another constellation diagram to produce Y as PNC : R → Y , which is broadcast
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b1 b2
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R = S1 + S2+W
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Y +W → b̂2 Y +W → b̂1

user-1 relay

user-1 relay

user-2

user-2

1st time slot

2nd time slot

1st time slot

Figure 2.5: The model of PNC technique.

back to the destination nodes. At the destination, each user can then acquire their

desired message from the summed signal Y received by performing an exclusive-OR

operation and adding their own original messages to obtain their desired message

Y +W → b̂2 for user-1 and Y +W → b̂1 for user-2.

2.5.1 Transmitter

In the wireless relaying network structure with binary data transmission, the trans-

mitter sends only one of two possible signals during each bit interval Tb. The trans-

mitted signal starts with the binary information bits {bq(k)}K−1k=0 ∈ GF (2) of random

binary data length K for each of the terminal nodes, where q ∈ {1, 2} is number of

users as depicted in Figure 2.6. In a radio frequency (RF), the envelope and/or angle

of the RF wave can be varied by using modulation techniques usually considered

in digital baseband communications. A combined envelope and phase modulation

with equally probable signal points on concentric rings was proposed in [56]. Based

on this combination, wireless standards use standard signal constellations, including

amplitude shift keying (ASK), phase shift keying (PSK) and a quadrature ampli-

tude modulation (QAM) was first introduced by [57]. In digital transmission, the

information bits are mapped to a suitable modulation scheme before performing

baseband modulation. This is achieved by an array technique, M-ary, for PSK and

QAM modulation schemes. Therefore, M can be defined as the constellation size

of the utilized modulation scheme. The M-ary scheme groups the (log2M) bits to

each constellation point. For instance, the scheme with M=4 is known as quadra-

ture phase shift keying (QPSK), which maps two consecutive bits to a symbol taken

from the QPSK alphabet. In this case, we have four symbols, each representing a
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Figure 2.6: PNC system structure.

Table 2.1: QPSK mapping.
dibit dibit phase

(anti-gray map) (gray map)

00 00 π/4
01 01 3π/4
10 11 -3π/4
11 10 -π/4

particular dibit value. The PSK modulation scheme offers only one degree of free-

dom as the amplitude of all the symbols is the same, where as the QAM offers two

degrees of freedom as the symbols exhibit different amplitude and phase distribution

to achieve very efficient bandwidth. Consider the map listed in Table 2.1, to assign

phase modulation to each of the four possible symbols. A constellation diagram

shows the symbol locations in complex signal space, where the horizontal axis is

the real or in-phase component and the vertical axis is the imaginary or quadra-

ture component. The phase angle of a symbol is its angular displacement from the

positive horizontal axis. The QPSK signal constellation resulting from the symbol

map of Table 2.1 is shown in Figure 2.7. Consequently, the transmitters may send

one of M possible signals during each signaling interval of duration Ts. Therefore,

the message bits bq modulate a carrier signal using QPSK, M = 4, to produce the

symbol sequence {sq(n)}N−1n=0 of symbol length N . The bandwidth required for the
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Figure 2.7: QPSK mapping.

QPSK signal is given by B = 1/Ts for bit rate
log2 M

Ts
. The sq symbols are transmitted

simultaneously by the two users over channels.

2.5.2 Channel Model and Characterization

In a wireless communications environment, the channel represents the medium be-

tween transmitter and receiver for the information transmission. As a result, signals

suffer from multiple reflections while travelling from the transmitter to the receiver,

so that the destination receives several replicas of the transmitted signal. The re-

flections are received with different amplitude and phase distortions, and the overall

received signal is the combined sum of the reflections. Based on the relative phases

of the reflections, the signals may add up constructively or destructively at the re-

ceiver. Consider the transmitter is moving with respect to the receiver, in this case,

these destructive and constructive interferences will vary with time. The channel

impulse response (CIR), h(t), of a single path fading channel can be expressed as a

time-varying linear filter with complex-baseband response given by [58]

h(t) = hm(t)e
jφ(t)ǫ(τ − τ0) (2.29)

where hm(t)e
jφ(t) is a complex channel gain with amplitude hm(t) and phase φ(t)

at time t and τ0 is the channel delay. The phase φ(t) is uniformly distributed

in [0, 2π], and the signal amplitude hm(t) is a random variable with a Rayleigh
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probability density function. The Rayleigh distribution is commonly used to describe

the statistical time varying nature of the received envelope of a flat fading signal.

In a flat fading channel, ǫ(τ − τ0) can be approximated as having no excess delay

τ0=0, due to the reciprocal bandwidth of the transmitted signal is much larger than

the multipath delay spread of the channel. It is well known that the envelope of the

sum of two quadrature Gaussian noise signals obeys a Rayleigh distribution. The

received baseband signal can be written as

r(t) = h(t)s(t) + w(t) (2.30)

where w(t) is a zero-mean complex white Gaussian noise process and h(t) is a

complex-valued process that describes the multiplicative distortion of the flat-fading

channel. The Rayleigh distribution has a probability density function given by

p(r) =





r
σ2 e
− r2

2σ2 , for 0 ≤ r ≤ ∞

0, for r < 0

(2.31)

In mobile radio channels, Rayleigh fading for the probability distribution model for

the power spectral density of the fading process is accepted and even standardized.

The parameters of implementing a Rayleigh flat-fading channel are related to the

speed of the mobile user vu, speed of light vl, and the carrier frequency fc to obtain

the Doppler frequency fD as

fD =
vu fc
vl

(2.32)

Assume the value of fc= 900MHz, the user moving at the speed of vu= 80Km/h, Ts=

1ms, and vl = 3× 108 m/s, then the Doppler frequency is fD= 66.67Hz. Figure 2.8

shows a Rayleigh flat fading channel.

2.5.3 The Relay

As mentioned in Chapter 1, there are two approaches for the PNC technique, ANC

and DNC. These approaches differ in how the relay processes the received signal. In

the ANC approach, the relay does not try to perform demapping and then mapping.

Instead, the relay may simply try to recover s1 ⊕ s2 in a symbol-by-symbol manner

and pass the symbols along to the end nodes. Therefore, all the detection processing

is performed at the destination. In the DNA approach, the relay makes use of the
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Figure 2.8: Rayleigh flat-fading channel.

correlations among successive symbols to recover the desired network-coded symbols,

where the relay detects the received signal sum to clean up the noise and remodulates

the signal and then broadcasts to the destinations. During a particular signalling

interval, the received signal at the relay at time instant n can be represented as

r
∣∣
AWGN

=

q∑

i=1

si +w (2.33)

r
∣∣
Rayleigh

=

q∑

i=1

hisi +wi (2.34)

where w is a complex additive white Gaussian noise process with zero-mean and

variance σ2 = N0/2. For the PNC communication system, the channel implies that

this should be for both time slots. However, the assessment requires the study of

the proposed system in an ideal case, and to compare the results with the effect of

the fading channel. At the relay, the most interesting process for the system is the

PNC demapping to produce b̃R and then mapping to recover s̃R. To simplify this

process, the noise is ignored in our simplified presentation for the time being. The

relay combines the received signals during one symbol period as

r = s1 + s2 (2.35)

Due to the system using QPSK modulation in all the nodes and according to equa-

tion (2.35), the signal r has corresponding bits mapping which can be summarized in
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Table 2.2: The form of symbols received at the relay.
r s1 ⊕ s2

00 00⊕00
01⊕01
10⊕10
11⊕11

01 00⊕01
01⊕00
11⊕10
10⊕11

10 00⊕10
10⊕00
11⊕01
01⊕11

11 10⊕01
01⊕10
00⊕11
11⊕00

Table 2.2, where ⊕ denotes the pairwise application of symbol-by-symbol XOR over

s1 and s2. Figure 2.9 depicts the constellation point for the signal r without noise.

At the relay, the signal is received in a complex-valued form with the same phase

and amplitude. This mean the symbol-level and carrier-phase are synchronized with

power control applied. Thus, the real, R, and the imaginary, I, parts for the signal

r is combined as

r , R(r) + I(r) (2.36a)

r = R(s1 + s2) + I(s1 + s2) (2.36b)

In PNC, however, relay does not need the individual bits of the four unknowns bits

in QPSK scheme. Instead, the relay only needs to derive the mapping form, b̃R,

on the received symbols, which consists of two bits to produce the PNC mapping.

There are three possible values 0, 2, and -2 at the relay in the PNC demapping

under the condition of R(r) = 0 when R(s1) 6= R(s2) and R(r) = -2 or 2 when

R(s1) = R(s2). Consequently, the PNC mapping for R(r) = 0 should be set to -1
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Figure 2.9: The constellation point at the relay without noise.

Table 2.3: PNC mapping for the fist bit in the symbols received at the relay.
s1 s2 b̃R s̃R

1 1 2 1
1 -1 0 -1
-1 1 0 -1
-1 -1 -2 1

when R(s1) 6= R(s2) and R(r) = 1 when R(s1) = R(s2), which can be expressed as

s̃R =




−1, for b̃R = 0

1, for b̃R = −2 or 2

(2.37)

Table 2.3 shows the principle of PNC mapping for the first bit, in-phase, in the

symbols s1 and s2. The mapping for the second bit, quadrature, in the symbols s1

and s2 is similar. According to Table 2.3, the signal space is -2, 0, 2 with corre-

sponding probabilities of 25%, 50%, 25%, respectively. The relay maps the signal

then forwards it back to the end nodes. Therefore, the probability of the received

signal with the modulo-2 sum of the first transmitted bit from user-1 and user-2 is

depicted in Figure 2.10. The demapping operates on a symbol-by-symbol basis, and

therefore we may focus on a single signaling interval, b. Since b1 and b2 are the

bits transmitted by terminals, then let b̃R = b1 ⊕ b2 be the corresponding network
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Figure 2.10: The constellation point of the relay mapping to produce s̃R.

coded bit. The relay demodulator computes the LLR as

Λ(b̃R) = log
Pr(b̃R = 1|r)
Pr(b̃R = 0|r)

(2.38a)

= log
Pr(b1 ⊕ b2 = 1|r)
Pr(b1 ⊕ b2 = 0|r) (2.38b)

The term b1 ⊕ b2 = 1 is equivalent to the union of the terms b1 = 0,b2 = 1 and

b1 = 1,b2 = 0. Similarly, the term b1 ⊕ b2 = 0 is equivalent to the union of the

terms b1 = 0,b2 = 0 and b1 = 1,b2 = 1, which can be expressed as

Λ(b1 ⊕ b2) = log
Pr({b1 = 0,b2 = 1} ∪ {b1 = 1,b2 = 0})
Pr({b1 = 0,b2 = 0} ∪ {b1 = 1,b2 = 1}) (2.39)

= log
Pr({b1 = 0,b2 = 1}|r) + Pr({b1 = 1,b2 = 0}|r)
Pr({b1 = 0,b2 = 0}|r) + Pr({b1 = 1,b2 = 1}|r) (2.40)

where equation (2.40) follows from equation (2.39) because the terms are mutually

exclusive. In the PNC demapping, it is not sensible to compute Λ(b1) and Λ(b2)

separately. Instead, we can use equation (2.40) with the assumption that the four

terms are equally likely along with Bayes’ rule to obtain

Λ(b1 ⊕ b2) = log[p(r|{b1 = 0,b2 = 1}) + p(r|{b1 = 1,b2 = 0})]−

log[p(r|{b1 = 0,b2 = 0}) + p(r|{b1 = 1,b2 = 1})] (2.41)

34



2.5 System Model

The LLR first summed bit can be calculated as

Λ1(b
(q1)
1 ⊕ b

(q2)
1 ) = ln

(
Pr(r|b(q1)

1 ⊕ b
(q2)
1 = 0)

Pr(r|b(q1)
1 ⊕ b

(q2)
1 = 1)

)
, (2.42)

Similarly, the conditional probabilities LLRs of the received symbol are given, such

that the second message bits are

Λ2(b
(q1)
2 ⊕ b

(q2)
2 ) = ln

(
Pr(r|b(q1)

2 ⊕ b
(q2)
2 = 0)

Pr(r|b(q1)
2 ⊕ b

(q2)
2 = 1)

)
. (2.43)

where Λ1

(
.
)
and Λ2

(
.
)
are the LLRs reliability bits. The complete equation deriva-

tion of determining the LLRs XOR-ed bits when both users employ QPSK is pre-

sented in the Appendix A. The computation of each p(r|{b1,b2}) by the PNC relay

given various levels of channel state information is the subject of the remainder of

this Section.

2.5.3.1 Consideration of Noise

Our throughput analysis has been based on time slot counting, assuming whatever

is sent will be received correctly. In the consideration of noise over AWGN channel,

the equation (2.36) becomes

r = R(s1 + s2 +w) + I(s1 + s2 +w) (2.44)

where the noise w is typically modelled as a complex Gaussian random variable.

The optimal decision rule was adopted by [3] when applying the maximum posterior

probability criterion [58] for the received signal r. Here R(r)= -2 when less than

D1 = −1 − N0

4
ln(1 +

√
1− e−8/N0) (2.45)

and R(r)= +2 when greater than

D2 = 1 +
N0

4
ln(1 +

√
1− e−8/N0) (2.46)

Otherwise, it is set to 0. This is similar to the case for the I(r) to obtain the -2,

0, 2 in QPSK signal. However, a simple strategy for transmitting noisy modulo-2

sum of the bits to the relay over the real part of the channel in the E2E approach is
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considered as follow. For ease of analysis, consider that the total power per channel

use is P = 2, which means that we can allocate one unit of power to the real part

and one unit to the imaginary part. Each user maps its bit to a channel input

symbol using binary phase-shift keying (BPSK) as

sq =




1, for bq = 1

−1, for bq = 0

(2.47)

Hence, if the modulo-2 sum of the bits, b̃R = b1 ⊕ b2 is 1, then the sum of the

transmitted signals s1+ s2 = 0. Similarly, if b̃R = b1⊕b2 is 0, then s1+ s2 is either

2 or -2, depending on the original bits. The maximum a posteriori (MAP) rule to

minimize the probability can be used to estimate b̃R as [59]

b̃R = arg max
i=0,1

p(r|b1 ⊕ b2 = i)Pr(b1 ⊕ b2 = i) (2.48)

where p(r|b1 ⊕ b2 = i) is the conditional probability distribution of the channel

output given the modulo-2 sum and i = 0 or 1. Since the noise is Gaussian, the

probability density function for p(r|b1 ⊕ b2 = i) can be expressed as [60]

p(r|b1 ⊕ b2 = i) =





1√
2πσ2

e−r
2/2σ2

, for b1 ⊕ b2 = b̃R = 1

1

2
√
2πσ2

(
e−(r−2)

2/2σ2
+ e−(r+2)2/2σ2)

, for b1 ⊕ b2 = b̃R = 0

(2.49)

The conditional probability density functions (pdf) of the received signal, r =

r1, r2, · · · , rn, can be defined as [58]

p(r|s) =
N∏

i=1

p(ri|si) (2.50a)

=
1

(πN0)N/2
exp

(
− 1

N0

N∑

i=1

(ri − si)
2

)
(2.50b)

Hence, using the conditional distribution of r with Λ(s) = p(r|s) then yields

Λ(s) = − 1

N0

N∑

i=1

(ri − si)
2 (2.51a)

= ||r− s||2 (2.51b)
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where the term ||.||2 is normalized. One can note that for p(r|b1 ⊕ b2)= 0, r

follows a Gaussian mixture distribution since s1 + s2 can be either +2 or -2 with

equal probability. The same scheme can be applied to the imaginary part. Some

calculation reveals that the MAP rule is just a threshold on the magnitude of the

received signal as

b̃R =




1, |r| ≤ 1 + (σ2 ln 2)/2

0, otherwise

(2.52)

Applying this method to every bit allows the relay to obtain a corrupted version of

the modulo-2 sum of the bit strings, b̃R.

2.5.3.2 Consideration of Rayleigh flat-Fading Channels

The discussion thus far assumes that the channels are symmetric. In general, user-1

and user-2 may undergo fading. Therefore, the signal over the RF bandwidth of

concern in the uplink-phase can be described as

r = h1 s1 + h2 s2 +w (2.53)

where hq is the complex channel coefficient and w is the background noise sequence

at the relay, which is assumed to be an independent and identically distributed

(i.i.d.) sequence of circularly symmetric complex Gaussian random variables with

zero mean and variance σ2. The relay therefore sees the noisy sum of the transmitted

signals and we can consider the real and imaginary parts of the channel separately.

The real part of the signal observed at the relay is

IR = R(r) (2.54a)

= R
(
h1 s1 + h2 s2 +w

)
(2.54b)

where h1 and h2 are the complex number of the channel gain for the uplink channel

from user q to relay. Similarly, for imaginary part of the signal observed at the relay

is

QR = I(r) (2.55a)

= I
(
h1 s1 + h2 s2 +w

)
(2.55b)
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Let η be the mean of the received signal r to produce η[b1,b2] for the given values

of b1 and b2. Therefore, there is a one-to-one correspondence between {b1,b2} and

the mean vector η[b1,b2] since the terminals transmit different η[0, 1] and η[1, 0]

when b1 6= b2 as

η[0, 1] = [h1 h2]
T (2.56a)

η[1, 0] = [h2 h1]
T (2.56b)

Similarly, when b1 = b2 there are two terminals that transmit different η[0, 0] and

η[1, 1] as

η[0, 0] = [(h1 + h2) 0]
T (2.57a)

η[1, 1] = [0 (h1 + h2)]
T (2.57b)

Hence, it is equivalent to write p(r|{b1,b2}) as p(r|η[b1,b2]) where

p(r|η[b1,b2]) =
( 1

πN0

)2
exp

(
− 1

N0
||r − η[b1,b2]||2

)
(2.58)

The demodulator computes, Λ, as in equation (2.38). The flat-fading channel from

users, q, to relay is characterized by the complex channel coefficients vector, hq, then

the Λ(s) can be calculated from equation (2.51b) as

Λ(s) = ||r− hs||2 (2.59)

However, the common approach for the demapping and then mapping of synchro-

nization algorithms embodies the application of the maximum likelihood (ML) cri-

terion. The strategy uses the conditional probability density functions of the re-

ceived signal in equation (2.50) and then uses the conditional distribution of r with

Λ(s) = p(r|s) as in equation (2.51). Thus, the Λ(s) depends only on the distance

between the received vector r and the constellation point s. In the maximum likeli-

hood receiver the signal constellation closest to r is determined as the constellation

point s satisfying

arg min− 1

N0

N∑

i=1

(ri − si)
2 = arg min− 1

N0
||r − s||2 (2.60)
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where s is determined from the decision region that contains r. This is equivalent

to the computation of the minimum Euclidean distance, DR, as

DR

(
b̂,b

)
= min

n=1,2,3,4
|b̂− bn| (2.61)

where b is the set the four possible transmitted QPSK symbols. The hard decision

method takes the estimate and quantizes r to one of the four possible points, as

illustrated in Figure 2.10, on the basis of the following decision rule

b̂1 > 0 ∩ b̂2 > 0 → +1 + j (2.62)

b̂1 < 0 ∩ b̂2 > 0 → −1 + j (2.63)

b̂1 > 0 ∩ b̂2 < 0 → +1− j (2.64)

b̂1 < 0 ∩ b̂2 < 0 → −1 − j (2.65)

Thus, the hard decision method computes the set of four possible distance and

selects the symbol corresponding to the smallest distance metrics.

2.5.4 The Receiver

The receiver components are soft-in-soft-out (SISO) decoders or demmapper to com-

pute the LLRs of the soft information. The data detection algorithm mainly consists

of a soft demapper which provides the bit metric to the detector. In the second time

slot, the receiver receives the modulo-2 sum symbols as

yq = hqs̃R +wq (2.66)

In order to perform detection effectively, the coherent detection computes each chan-

nel gain and can invert it. Therefore, user-1 and user-2 can multiply the symbol

y1 by h∗1/|h1|2 and the symbol y2 by h∗2/|h2|2, respectively. Then the soft output

demodulator is implemented as a SOMAP algorithm, which is described in its most

generic form in [61]. The SOMAP algorithm works on a symbol-by-symbol basis

to compute the likelihoods of each of the code bits associated with each received

symbol. The process to obtain the LLRs bits to represent the modulo-2 sum of the
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first and second estimated transmitted bits b̂1 ⊕ b2 for user-1 as

b̂1 ⊕ b2 = b1 ⊕ b̂1 ⊕ b2 (2.67a)

= b̂2 (2.67b)

Similarly, for user-2

b̂1 ⊕ b2 = b2 ⊕ b̂1 ⊕ b2 (2.68a)

= b̂1 (2.68b)

Coupling this strategy from relay to receiver with an E2E error correcting code

allows the users to successfully exchange messages using just two time slots.

2.5.5 Simulation Results

In the study of the PNC system, the additive white Gaussian noise (AWGN) chan-

nel is the usual starting point for understanding and evaluating the basic perfor-

mance relationships of the system. A distortion less channel has been assumed and

AWGN with zero mean value independent of the signal. The uncoded PNC system

is shown along with the simulated bit error rate (BER) performance over AWGN

and Rayleigh flat-fading channels, as depicted in Figure 2.11. The BER perfor-

mance of the classical QPSK point-to-point link and PNC on AWGN channel is

plotted in Figure 2.11(a). Similar situation with the uncoded PNC over Rayleigh

flat-fading channel for both phases, as shown in Figure 2.11(b). The classical QPSK

point-to-point link is comparable to that of the E2E BER between users 1 and 2 of

PNC, and is actually slightly better than that of PNC. The QPSK point-to-point

link consists of four such one-hop links, hence for all the one-hop links the BER is

similar. For comparison the BER of the XOR PNC system, which is also plotted

in Figure 2.11(a), emphasizes that for PNC, the target signal at the receiver is the

XOR signal. Thus, the BER is the BER of the decoded XOR of user’s bits, not the

BER of the individual bits from the two ends. Therefore, the E2E BER of PNC is

approximately the same as in QPSK point-to-point link. However, the PNC uses

two time slots and the QPSK point-to-point link uses four time slots. Thus, at equal

BER, the throughput of PNC is twice that of QPSK point-to-point link, as shown

in Figure 2.12.
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Figure 2.11: BER performance for PNC system
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Figure 2.12: The throughput measurement for PNC and single user systems.

2.6 Chapter Summary

This chapter presents an overview of fundamental concepts which will be used

throughout the remainder of the thesis. In order to introduce terminology, a review

of two-way communication systems, bandpass signals and systems representation,

information theory, and the system model were presented. A brief description of co-

operative communication system, two way relay channel, and relaying scheme were

discussed. The relationship between the two way relay channel and the physical-

layer network coding was emphasized. Two representations for bandpass signal and

system were discussed. It was shown how the mutual information could be cal-

culated for real and complex mapping and the relation with the entropy. Once a

foundation of the transmitter and channel model concepts were presented, a relay

of PNC system was introduced. It was shown how AWGN and Rayleigh fading

channels could be apply on the PNC system of two phases. A brief performance

analysis of a PNC system was presented.

42



Chapter 3

Error Control Coding and

Iterative Decoding Schemes

Combined with E2E PNC
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3.1 Introduction

3.1 Introduction

Channel coding or forward error correction (FEC) is a technique used to correct

errors for data transmission over noisy communication channels. Shannon’s noisy

channel coding theorem shows that if long random codes are used, reliable commu-

nication can take place provided the rate of transmission is less than the channel

capacity [52]. However, truly random codes are impractical, as the codes should

possess some structure in order to have computationally tractable encoding and

decoding algorithms. Therefore, the code design and decoding for a group of er-

ror correction codes is achieved for reliable communication by employing algebraic

methods in the form of convolution or block coding [62]. The key idea is that the

sender encodes their message by adding redundant bits by using an error-correcting

code (ECC). The mathematician Hamming pioneered this field in the 1940s and

invented the first error-correcting code in 1950 with the Hamming codes [63].

The contribution of this chapter is a comparison of E2E PNC systems combined

with different iterative coding schemes, namely low density parity check (LDPC),

bit interleaved coded modulation with iterative decoding (BICM-ID) and turbo

codes. The aim of this chapter is to evaluate the system performance with the

different coding schemes. The software implementation of the E2E PNC system with

three different techniques for iterative decoding are investigated and compared with

different block sizes and code rates in terms of BER performance and comparisons

are made between the different coding schemes.

3.2 Convolutional Codes

Convolutional codes were first introduced by Elias [64] as an alternative to block

codes. Rather than segmenting data into distinct blocks as in block codes, the

convolutional encoder adds redundancy to a continuous stream of input data by

using a linear shift registers. Each set of encoder output bits is a linear combination

of the current set of encoder input bits and the bits stored in the shift registers. The

total number of bits that each output depends on is known as the constraint length

Kc. The rate of the convolutional encoder Rc is the number of data bits taken in

by the encoder in one coding interval divided by the number of output code bits

during the same interval. Convolutional codes are similar to cyclic codes in the sense
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3.2 Convolutional Codes

that the encoder can be implemented using a linear shift register network. However,

convolutional codes differ from cyclic codes in two fundamental ways; convolutional

codes remove the requirement of a fixed block size and can be multi-input multi-

output. Convolutional codes are now widely used in wireless communications and

are highly structured, allowing simple implementation and good performance, but

they are still some way from reaching the capacity limit predicted by Shannon.

Viterbi [65] proposed a maximum likelihood decoding scheme that was relatively

easy to implement for codes with moderate memory order. This scheme, called

Viterbi decoding, led to the application of convolutional codes to deep-space and

satellite communication in the early 1970s. There are also soft-input soft-output

algorithms, like SOVA (Soft Output Viterbi Algorithm) or the Bahl-Cocke-Jelinek-

Raviv (BCJR) algorithm, which provide not only a decision but also measurement

of reliability.

3.2.1 Convolutional Encoder Structure

Like any error-correcting code, a convolutional code works by adding redundant

bits to the input message and then corrects these errors at the receiver using this

redundancy. The encoder input bits b are first split into streams to produce output-

streams and then the output is multiplexed to form the codeword c as depicted in

Figure 3.1. The output codeword c is assembled from output streams by convolving

the input stream with a generator sequence. Moreover, the structure of the encoder

can be systematic or non-systematic. Systematic codes are those where the message

is a part of the output sequence, and these are almost always recursive. Conversely,

non-recursive codes are almost always non-systematic. Figures 3.1(a) and 3.1(b)

shows the non-systematic convolutional (NSC) code and recursive systematic con-

volutional (RSC) codes, respectively.

3.2.2 Representation of Convolutional Code

The convolutional encoder can be viewed in many different ways. From one per-

spective, they can be considered as a number of input and output finite impulse

response (FIR) filters with operations performed over the Galois field of two ele-

ments
(
GF (2)

)
. Alternatively, they can be represented by state diagrams, graphs,

and trellises. The state of a convolutional encoder is determined by the contents
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Figure 3.1: Encoder structures for non-systematic and recursive systematic with
octal generators.

of its shift registers. For a rate convolutional encoder with memory mc, there are

2mc possible internal states. Once the encoder receives a new input bit, it can only

make a transition to one of two other states depending on whether the input bit

is a 0 or a 1. When the encoder makes a transition from one state to another, a

particular sequence of bits is the output. The nodes in a trellis diagram correspond

to a particular state and a discrete time step. The nodes depends on the state and

the time index. Branches connect nodes at time t to nodes at time t+1. The trellis

diagram method shows how each possible input to the encoder influences both the

output and the state transitions of the encoder. For convolutional codes, every code

word is associated with a unique path through the trellis. This path is called a state
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Figure 3.2: An example to illustrate the convolutional code with its state and trellis
diagrams.

sequence and denoted as s = (s0, s1, · · · ). For simplicity, an example of an NSC

convolutional encoder represented by its state and trellis diagram is shown in Fig-

ure 3.2. The encode and its corresponding state diagram are shown in Figure 3.2(a)

and 3.2(b). Multiple trellis diagram stages for this code are shown in Figure 3.2(c).

3.2.3 BCJR Decoding Algorithm

The symbol-by-symbol maximum a posteriori (MAP) algorithm was first presented

in 1974 by Bahl at al [66] to decode both block and convolutional codes. The goal of

the BCJR algorithm is to calculate the a posteriori probability (APP) of each state

transition, information bit, and/or code symbol produced by a Markov process, given

the noisy observation r. The BCJR algorithm first finds the probability Pr(st →
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3.2 Convolutional Codes

st+1|r) of each valid state transition given the noisy channel output r, where st is the

initial state and st+1 is the next state. The conditional probability can be defined

as

Pr(st → st+1|r) =
Pr(st → st+1, r)

Pr(r)
(3.1)

The properties of the Markov process can be used to partition the numerator as

Pr(st → st+1, r) = α(st)γ(st → st+1)β(st+1) (3.2)

where

α(st) = Pr
(
st, (r0, · · · , rt−1)

)
(3.3)

γ(st → st+1) = Pr(st+1, rt|st) (3.4)

β(st+1) = Pr
(
(rt+1, · · · , rN−1)|st+1

)
(3.5)

The term γ(st → st+1) is the branch metric associated with the transition st → st+1

which can be expressed as

γ(st → st+1) = Pr(st+1|st)Pr(rt|st → st+1) (3.6a)

= Pr(bt)Pr(rt|ct) (3.6b)

where ct is the encoder output associated with the state transition st → st+1. In

equation (3.6), the term Pr(bt) is the a priori probabilities. The term Pr(rt|ct) is
a function of the modulation and channel model. Note that if the states st and st+1

are not connected in the trellis diagram, then the probability in equation (3.6) is

zero. The probability α(st) can be found according to the forward recursion as

α(st) =
∑

α(st−1)γ(st−1 → st) (3.7)

where st−1 is the previous state connected to state st. Likewise, β(st) can be found

according to the backward recursion as

β(st) =
∑

β(st+1)γ(st → st+1) (3.8)
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3.2 Convolutional Codes

Ones the a posteriori probability of each state transition Pr(st → st+1|r) is found,
the message bit probabilities can be found according to

Pr(b = 1|r) =
∑

S1

Pr(st → st+1|r) (3.9a)

=
∑

S1

α(st) γ(st → st+1) β(st+1) (3.9b)

and

Pr(b = 0|r) =
∑

S0

Pr(st → st+1|r) (3.10a)

=
∑

S0

α(st) γ(st → st+1) β(st+1) (3.10b)

where S1 = {st → st+1 : b = 1} and S0 = {st → st+1 : b = 0} are the set of all

state transitions associated with a message bit of 1 and 0, respectively. The BCJR

algorithm calculates the APPs of the information bits, Pr(b = 1|r) and Pr(b = 0|r),
which are represented as a posteriori LLRs, Λ, of the form

Λ =
Pr(b = 1|r)
Pr(b = 0|r) (3.11)

3.2.4 BCJR Algorithm in Logarithm Domain

The main benefit of executing the BCJR algorithm in the logarithm domain is that

multiplication becomes addition. To illustrate how addition is performed in the

logarithm domain, consider the Jacobian logarithm as

ln(ea + eb) = max(a, b) + ln
(
1 + exp(−|b− a|)

)
(3.12a)

= max(a, b) + F(|b− a|) (3.12b)

This shows that addition, when performed in the log-domain, becomes a maximiza-

tion operation followed by a correction function F(.). Moreover, it is noted that

when b and a are different, the correction function is close to zero. Thus, a reason-

able approximation to equation (3.12) is

ln(ea + eb) ≈ max(a, b) (3.13)
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There are two classes of MAP algorithms that work in the log domain, log-MAP

and max-log-MAP [67], both algorithms perform multiplication in the log-domain

as additions. The difference between the two algorithms rests in how they compute

addition in the log-domain. For the log-MAP algorithm, consider γ̄(st → st+1)

denotes the natural logarithm of γ(st → st+1) as

γ̄(st → st+1) = ln
(
γ(st → st+1)

)
(3.14a)

= ln
(
Pr(bt)

)
+ ln

(
Pr(rt|ct)

)
(3.14b)

Now, consider ᾱ(st) to be the logarithm of α(st) as

ᾱ(st) = ln
(
α(st)

)
(3.15a)

= ln

(∑
exp
(
ᾱ(st−1) + γ̄(st−1 → st)

))
(3.15b)

Likewise, consider β̄(st) to denote the logarithm of β(st) as

β̄(st) = ln
(
β(st)

)
(3.16a)

= ln

(∑
exp
(
β̄(st+1) + γ̄(st → st+1)

))
(3.16b)

Consequently, the LLR can be found as

Λt = ln

(∑

S1

exp
(
ᾱ(st) + γ̄(st → st+1) + β̄(st+1)

))
−

ln

(∑

S0

exp
(
ᾱ(st) + γ̄(st → st+1) + β̄(st+1)

))
(3.17)

3.3 Bit-Interleaved Coded Modulation with Iter-

ative Decoding

Bit-interleaved Coded Modulation (BICM) was proposed by Zehavi [17] with the aim

of increasing the diversity order of Ungerboeck’s trellis-coded modulation (TCM)

scheme [14]. TCM is a coding scheme which has improved performance by constel-

lation expansion and the combination of coding and modulation without sacrificing

data rate or requiring extra bandwidth. Therefore, the method of employing multi-

level/phase signal modulating and coding with the process of mapping is considered
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3.3 Bit-Interleaved Coded Modulation with Iterative Decoding

the first step to finding an effective scheme for mapping the coded bits into a signal

constellation. Practically, improvement in the performance for a robust communi-

cation system should be either over the AWGN or a fading channel. However, with

a fading channel the errors occur in bursts relating to the period of the channel

in deep fade. For this reason, most of the error correction codes are designed to

correct random errors but not those of long bursts. Instead, to improve the sys-

tem performance with a fading channel the implementation of combined coding and

interleaving has been adopted. Hence, the coding and interleaving translate error

bursts to received codewords with random error patterns, which can be corrected by

the decoder. As a consequence, the coding and interleaving can be considered as a

form of diversity, and the performance can be characterized by the diversity order,

which is ideally a function of the minimum Hamming distance of the code. The

diversity order of a code was defined by [68] in terms of the number of trellis stages

encountered or, equivalently, defined by [18] in terms of the minimum Hamming dis-

tance of the code. However, the diversity order of a TCM code uses a symbol-based

interleaver to reduce the number of different symbols between the erroneous path.

BICM using Iterative Decoding (BICM-ID) was proposed by Li [23] and Ritcey [69]

for further improving the free Euclidean distance (FED) of Zehavis BICM scheme.

This FED improvement can be achieved with the aid of combining the set partition-

ing technique for constellation labelling, as in TCM, and by performing soft-decision

feedback from the output of the decoder to the input of demodulator, which leads

to exchange soft decision information between them. Therefore, upon each iteration

the channel decoder improves the reliability of the soft information passed to the

demodulator. BICM-ID involves an iterative demapping and decoding scheme using

soft decision feedback, which is depicted in Figure 3.3.

Encoder Mapper

Decoder Demapper

channel

LDec
e Π

Π−1

Π
b c s

r

b̂ LDec
a LDem

e

LDem
a

Figure 3.3: Structure of BICM-ID System.
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3.4 Turbo Code

3.3.1 BICM Encoder Structure

The structure of the encoder is the serial concatenation of the convolutional encoder,

bit interleaver, and memoryless modulator, as shown in Figure 3.3. The mapper

can be considered as a code due to it introducing dependencies between the M-bits

associated to one symbol. The binary random message b of length k information

bits is convolutionally encoded to produce a codeword c of length k/Rc. Then, the

code bit sequence is permuted by bit-level interleaver of length k/Rc.

3.3.2 Iterative Demapper and Decoder Structure

The concept of the system depends on the demapper taking soft values from the

channel output and producing extrinsic information, which is passed through a bit

interleaver to become the a priori input. The decoder’s extrinsic information of

the coded bits is fed back to the demapper as a priori knowledge, to reduce the

BER in further iterative decoding steps. The iterative receiver works as described

in Figure 3.3, where the demapper processes the received complex symbols r from

the channel output. Therefore, the extrinsic LLRs, LDem
e proceed to the decoder

as a priori information LDec
a . Then, the extrinsic information LLRs, LDec

e , are fed

back from the decoder to the demapper as a priori information LDem
a to improve the

reliability of the demapper’s decisions. To illustrate the behaviour of BICM iterative

decoding, consider the single user system employing BICM-ID code of NSC encoder

output 2304 codeword with a feedforward generator [23]8 and feedback generator

[35]8, Rc=0.5, Kc=5, and interleaver length Π=2304. The simulation was performed

using the maximum a posteriori algorithm in logarithm domain (log-MAP) decoding

of 6 iterations. Figure 3.4 shows the bit error performance of this code for various

numbers of decoder iterations.

3.4 Turbo Code

Two RSC encoders are concatenated in parallel with an interleaver to obtain a turbo

code [19]. The most significant feature of turbo codes is the iterative decoding pro-

cess. The two decoders of a turbo code correspond to the two encoders. An iterative

decoding process is performed between the two concatenated decoders by feeding

the decoded results back to each other’s input to converge in the best performance.
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Figure 3.4: Simulated performance of BICM-ID code for various numbers of decoder
iterations.

The advantages of the turbo code are its efficiency and the near Shannon capacity

performance.

3.4.1 Turbo Encoder Structure

The turbo encoder structure is a parallel concatenation of two RSC encoders sep-

arated by an interleaver, as shown in Figure 3.5. The operation of the two RSC

codes introduces two codewords. A binary message bit b is encoded by the first

encoder (Encoder-1), then a codeword is generated c(1). Furthermore, the original

message block b is interleaved to produce the scrambled information sequence, which

is used as the message bits input for the second encoder (Encoder-2) to generate

a second codeword c(2). Consequently, the codeword contains the original message

bits and parity bits. Also, the work of the interleaver is to create randomness in

the codeword and remove interdependences between the inputs of the two encoders.

Subsequently, the information bits b, c(1), and c(2) are punctured to increase the code

rate, multiplexed, and converted from a parallel to serial sequence (P/S). A simple

way of puncturing is to send only one parity bit for each systematic bit, i.e. when x

is even, the puncturer and parallel-to-serial (P/S) converter outputs a vector [b c(1)],

and when x is odd, the output is a vector [b c(2)]. When all the available bits are
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Figure 3.5: The structure of a turbo encoder.

sent out to the channel, the overall rate of the turbo encoder becomes Rc = 1/3.

Therefore, the puncturing increases the overall code rate to Rc = 1/2.

3.4.2 Turbo Decoder Structure

The two component decoders are linked by interleavers and deinterleavers as shown

in Figure 3.6. Each decoder takes three inputs: the systematically encoded channel

output LLRs, the parity LLRs transmitted from the associated component encoder

and the a priori information from the other component decoder. They also pro-

vide soft outputs of the decoded bits. This means that as well as providing the

decoded output bit sequence, the component decoders must also give the associ-

ated probabilities for each bit that has been correctly decoded. The soft outputs

are typically represented in terms of LLRs. To illustrate the behaviour of turbo

iterative decoding, consider the single user system employing turbo code of a pair

RSC encoders with generators [1, 23
35
]8 to produce 2304 codeword, Rc=0.5, Kc=5,

and interleaver length Π=2304. The simulation was performed using the log-MAP

decoding of 4 iterations. Figure 3.7 shows the bit error performance of this code for

various numbers of decoder iterations.
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Figure 3.6: Turbo decoder schematic.
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Figure 3.7: Simulated performance of turbo code for various numbers of decoder
iterations.

3.5 Low-Density Parity-Check Code

LDPC codes are described by the variable node degree dv and the check node degree

dc, giving the number of ones per column and row in the parity check matrix H,

respectively. The LDPC code is a long linear binary block code whose H is sparse.

An LDPC code can be represented in terms of a bipartite graph called a Tanner

graph. The variable nodes correspond to coded bits of the codeword and the check

nodes correspond to the set of parity-check equations satisfied by the coded bits

of the codeword. The degree of a variable node is the number of check equations

that it participates in. Similarly, the degree of a check node is the number of

variable nodes which take part in that particular check. If all variable and check
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3.5 Low-Density Parity-Check Code

node degrees are fixed, then it is a regular LDPC code. If the degrees are different,

then it is irregular [70]. The irregularity is typically specified using two polynomials

variable, node-degree, λ(.), and check-degree, ρ(.), defined as

λ(s) ,

dv∑

i=1

λis
i−1 (3.18)

ρ(s) ,

dc∑

i=1

ρis
i−1 (3.19)

where λi and ρi represent the fractions of edges that are connected to variable-nodes

and check-nodes of degree i, respectively.

3.5.1 Tanner Graph

A Tanner graph is a graphical representation of a linear block code corresponding to

the parity check matrix H of the code. A Tanner graph is a bipartite graph containing

two sets of nodes. The first set consists of variable (bit) nodes which represent the

bits of a codeword. The second set consists of check nodes, representing the parity

constraints. A variable node is connected to a check node if it participates in the

corresponding parity check equation. Each check node specifies a set of symbols

whose sum must be zero. A Tanner graph can contain multiple cycles, which are

paths made up of vertices and edges that begin and end at the same vertex. The

number of edges in cycle is its length and the minimum length cycle is known as the

girth. Consider the example of a regular parity-check matrix

H =




1 1 0 1 0 0

0 1 1 0 1 0

1 0 0 0 1 1

0 0 1 1 0 1




(3.20)

3.5.2 Quasi-cyclic codes

A quasi-cyclic code has the property that if any codeword is shifted c places then

this results in another codeword. If c = 1 then the code is a cyclic code. In general,

a quasi-cyclic codes has a parity-check matrix comprising binary circulant matrices,
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3.5 Low-Density Parity-Check Code

b1, b2, · · · , with dimensions v × v, defined as

H = [b1, b2, · · · ] (3.21)

A systematic generator matrix for a quasi-cyclic code can be formed if one of these

circulant matrices is invertible and has the form

G =




(b−1x b1)
T

Iv(x−1) (b−1x b2)
T

...

(b−1x bx−1)
T




(3.22)

3.5.3 Repeat-accumulate codes

A repeat-accumulate (RA) code is an LDPC code with characteristics of both LDPC

codes and serial turbo codes, which was proposed by [71]. The encoder for an RA

code repeats the user bits, permutes, them and are then sent through an accumula-

tor. Therefore, an RA code is regular if its parity-check matrix has a fixed Hamming

weight in each row of H1 and a fixed Hamming weight in each column of H1. An

RA code H has two parts as

H = [H1 H2] (3.23)

where H2 is matrix with the form as

H2 =




1 0 0 0 0 0

1 1 0 · · · 0 0 0

0 1 1 0 0 0
...

. . .
...

0 0 0 1 0 0

0 0 0 · · · 1 1 0

0 0 0 0 1 1




(3.24)

The RA codes can repeat some bits more than others yielding irregular an repeat-

accumulator (IRA) code, which have an irregular column weight distribution in H1,

with H2 the same as for a regular code. The IRA encoder comprises a low-density

generator matrix G, a permuter Π, and an accumulator, as depicted in Figure 3.8.

The Tanner graph representation of the parity-check matrix in equation (3.20) is
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Figure 3.8: Block diagram of RA encoder.

Check nodes

Variable nodes

Figure 3.9: Tanner graph for H in equation (3.20).

depicted in Figure 3.9, with a 6-cycle is shown in bold. Now, consider the parity-

check matrix in equation (3.25) for a repeat-accumulate code. The Tanner graph

representation is illustrated in Figure 3.10.

H =




1 0 0 1 0 0 0 0 0 0 0 0

1 0 0 1 1 0 0 0 0 0 0 0

0 1 0 0 1 1 0 0 0 0 0 0

0 0 1 0 0 1 1 0 0 0 0 0

0 0 1 0 0 0 1 1 0 0 0 0

0 1 0 0 0 0 0 1 1 0 0 0

1 0 0 0 0 0 0 0 1 1 0 0

0 1 0 0 0 0 0 0 0 1 1 0

0 0 1 0 0 0 0 0 0 0 1 1




(3.25)

3.5.4 The Sum-Product Algorithm

The most common class of decoding algorithm to decode LDPC codes is the message-

passing algorithm (MPA), where messages are passed along the edges in the Tanner
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Check nodes

Variable nodes (message−bits)

Variable nodes (parity−bits)

Figure 3.10: Tanner graph for RA code in equation (3.25).

graph, which comprises a variable node decoder (VND) and a check node decoder

(CND). Each variable/check node in the Tanner graph is processed independently of

the other variable/check nodes, since it only has access to information from the edges

connect to this node. The MPA iteratively computes the distributions of variables

as the messages are passed back and forth between variable and check nodes in an

iterative manner until the algorithm converges to a final result. The messages are

represented as probabilities indicating the level of reliability of the value of the coded

bits. However, for convenience it is more common to replace these probabilities

with log-likelihood ratios (LLRs), which simplifies the MPA by only using sum and

product operations, hence it is known as the Sum-Product algorithm. The input

values to the sum-product algorithm are the initial LLRs of the received bits, known

as a priori LLRs since they are already known before decoding begins. The output

values are called the a posteriori LLRs since they are conditional on the a priori

LLRs. At the decoder, the received signal r from the channel output is used to

decode the symbol s that was sent. Since, a memoryless channel is described by its

input and output symbols. Therefore, the conditional probability distribution, p(.),

for each channel input and output pair can be described as

p(r|s) =
N−1∏

i=0

p(ri|si) (3.26)
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In the sum product algorithm, the extrinsic message probability, P ext
j,i , from check

node to variable node is

P ext
j,i =

1

2
+

1

2

∏

í∈Bj ,́i6=i

1− 2P int
j,́i

(3.27)

where P int
j,́i

is the current estimate, available to check j, of the probability that bit í

is a one. The LLR of P ext
j,i is

LE
j,i = log

(
1− P ext

j,i

P ext
j,i

)
(3.28)

Substituting equation (3.27) in equation (3.28) gives

LE
j,i = log

( 1
2
+ 1

2

∏
í∈Bj ,́i6=i 1− 2P int

j,́i

1
2
− 1

2

∏
í∈Bj ,́i 6=i 1− 2P int

j,́i

)
(3.29)

Using the relationship, 1− 2p = tanh

(
1
2
log
(
1−p
p

))
, gives

LE
j,i = log

(1 +
∏

í∈Bj ,́i6=i tanh(L
A
j,́i
/2)

1−
∏

í∈Bj ,́i 6=i tanh(L
A
j,́i
/2)

)
(3.30)

where LA
j,́i
= log

(
1−P int

j,́i

P int
j,́i

)
. Alternatively, equation (3.30) can be written as

LE
j,i = 2 tanh−1

( ∏

í∈Bj ,́i6=i

tanh(LA
j,́i
/2)

)
(3.31)

The LLR of the i-th bit is the sum of these extrinsic LLRs as

LA
i = ri +

∑

j∈Ai

LE
j,i (3.32)

The message from the i-th bit node to the j-th check node is the sum in equa-

tion (3.32), but without the component LE
j,i which was just received from the j-th

check node as

LA
j,i =

∑

j́∈Ai ,́j6=j

LE
j́,i
+ ri (3.33)

To illustrate the behaviour of LDPC iterative decoding, consider the single user

system employing LDPC code of encoder output 2304 codeword and Rc=0.5. The
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Figure 3.11: Simulated performance of LDPC code for various numbers of decoder
iterations.

simulation was performed using the MPA algorithm of 30 iterations. Figure 3.11

shows the bit error performance of this code for various numbers of decoder itera-

tions.

3.6 Channel Coding with Physical Layer Network

Coding

Many communication systems make use of channel coding for the information relia-

bility by protect the message being transmitted. An issue of interest is therefore how

the PNC system with TWRC can employ channel coding. As mentioned in Chap-

ter 1, there are two approaches for PNC system to employ channel coding: L×L [30]

and E2E [29]. Again, for both possibilities, the two terminal nodes are encoded their

signal before sending them out. However, the difference between L×L and E2E cod-

ing methods lies in how the relay processes the received signal. In the L×L case,

the relay performs detection of the network-coded bits, essentially cleaning up the

noise at the relay. It then remodulates the signal and broadcasts to the terminals.

The benefit of L×L is that the noise received at the relay is not retransmitted and

the terminal receivers are simplified, but the disadvantage is that a more complex
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receiver is required at the relay. In the E2E case, the relay forwards the received

signal sum directly and all of the processing is performed at the terminals. While

the benefit of E2E is a simple relay implementation, the disadvantage is that the

noise at the relay is also forwarded to the terminals and the processing requirements

at the terminals can be burdensome. At the higher layer where channel coding and

decoding are performed, the end nodes simply treat the PNC system as a bit pipe

with a particular bit error rate and then the system is considered as a traditional

point-to-point channel. Our approach to make the relay simple as possible with

coded E2E PNC. Note that both terminal nodes, use the same channel code scheme

and code rate value.

3.6.1 BICM-ID with PNC

BICM is the serial concatenation of a code, interleaver and mapper. Zehavi proposed

this scheme in [17] and a thorough investigation was done by Caire, Taricco and

Biglieri in [18]. Li and Ritcey [23] [72] and ten Brink, Speidel and Yan [24] proposed

the receiver with iterative demapping and decoding depicted in Figure 3.3. For the

PNC system, the iterative receiver works as described in Figure 3.12. After non-

systematic convolutional encoding and random bit-interleaving, the binary signal

is mapped onto the I- and Q-channels applying anti-Gray mapping. The complex

noisy symbols r are received at the relay to get PNC the demapping process to

achieve the bits to introduce the combination of the users’ message.
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Figure 3.12: PNC Systems Employing BICM-ID Code.

3.6.2 Turbo Codes with PNC

The structure of the turbo decoder consists of two SISO component decoders corre-

sponding to the two encoder arrangements. The block diagram of turbo code with

a PNC system is given in Figure 3.13. In contrast to the single user system, which

has almost no-relay, PNC with demapping of two-way relay takes place at the re-

lay. The two steps of time slot to transfer information gives the SISO components

inaccurate LLRs value about the transmitted symbols due to the errors that occur

within the first time slot and mapped after demapped by the PNC technique, and

then broadcast to the destination. Therefore, the SISO modules of the PNC system

affect the performance and complexity of the SISO module of the no-relay system.

3.6.3 LDPC codes with PNC

A PNC system employing an LDPC code has been implemented at the source and

destination as depicted in Figure 3.14. The message of user-1 and user-2 are encoded

by a single link LDPC encoder, with same code rate Rc for both users. The relay

generates the network bit vector b̃R from noisy of a special PNC demapping process,

which are then broadcast after the mapping by QPSK to the sequence of symbols

s̃R. At the destination, there is a SISO belief propagation (BP) decoder.
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Figure 3.13: PNC System Employing Turbo code.
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Figure 3.14: PNC Systems Employing LDPC Code.

3.7 Simulation Results and Discussions

In this section, BICM-ID, turbo and LDPC code of different lengths and code rates

are evaluated with PNC on the AWGN and Rayleigh fading channels. The BICM-

ID code is composed of a Kc=5 NSC encoder with a feedback generator [35]8 and

feedforward generator [23]8. The interleaver size is fixed with the length of the

encoder output. The turbo code is composed of a pair of Kc=5 RSC encoders with

generators [1, 23
35
]8. The encoded bits are Gray mapped to a QPSK constellation,

except BICM-ID where anti-Gray mapping is used. The proposed coded systems

were simulated on an AWGN and Rayleigh flat-fading channels for code rates 1/2,

2/3, and 3/4 with different code lengths of 576, 2304, and 64800 bits. In all plots,

the coded PNC performance is compared with a single user (SU) system. The BER

results for code rate 1/2 and code length 576 bits with different iterative decoders

is given in Figure 3.15 on the AWGN channel. For the same code rate but different

code length of 2304, Figure 3.16 shows the performance of the PNC system with

different decoding schemes and Figure 3.17 shows the BER results for code length

of 64800 bits. Table 3.1 summarizes the performance of the systems for a code rate

1/2 on the AWGN channel. The results for the same channel and same code lengths

but for rate 2/3 are depicted in Figures 3.18, 3.19, and 3.20, with a summary in

Table 3.2. The last results on the AWGN channel are shown in Figures 3.21, 3.22,

and 3.23 for a code rate 3/4 and code length 576, 2304, and 64800 bits, respectively.

Table 3.3 summarizes these results.
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All three coding schemes are shown to perform well on a single user AWGN

channel, with the LDPC code and turbo code performing very similarly. However,

on the TWRC, it was observed that the turbo code and BICM-ID code both out-

performed the LDPC codes. The results show that turbo codes and BICM-ID codes

with trellis-based decoding algorithms are more suited to PNC networks than LDPC

codes on the AWGN channel. Further results for rate 2/3 shows that puncturing the

turbo code causes it to perform worse than BICM-ID and LDPC codes combined

with PNC.

The BER performance of the coded PNC systems was evaluated over the Rayleigh

flat-fading channel. The BER results for the code rate 1/2 are shown in Fig-

ures 3.24, 3.25, and 3.26 with code lengths 576, 2304, 64800 bits, respectively. The

results summary for rate 1/2 over the Rayleigh channel are given in Table 3.4. Also,

Figures 3.27, 3.28, and 3.29 show the BER performance of rate 2/3 coded PNC sys-

tems with different code lengths 576, 2304, and 64800 bits, respectively. Table 3.5

summarizes the performance of the systems. Finally, the results for the rate 3/4

over the Rayleigh channel are presented in Figures 3.30, 3.31, and 3.32 for code

lengths 576, 2304, and 64800 bits, respectively. The performance is summarized in

Table 3.6.

In the single user system, the BER results indicate that the performance of the

system with BICM-ID is slightly worse than the systems with LDPC and turbo

codes. The BER performance of the LDPC code after 30-iterations, and turbo

code after 4-iterations outperformed BICM-ID after 6-iterations, with PNC iterative

decoder systems.
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Figure 3.15: The performance of systems with code length 576 and code rate 1/2
on the AWGN channel.

0 1 2 3 4 5 6 7 8
10

−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

 E
b
/N

0
 (dB)

 B
E

R

 

 

QPSK−theory
PNC−theory
SU LDPC
SU BICM−ID
SU turbo
PNC CC
PNC LDPC
PNC BICM−ID
PNC turbo

Figure 3.16: The performance of systems with code length 2304 and code rate 1/2
on the AWGN channel.
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Figure 3.17: The performance of systems with code length 64800 and code rate 1/2
on the AWGN channel.
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Figure 3.18: The performance of systems with code length 576 and code rate 2/3
on the AWGN channel.
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Figure 3.19: The performance of systems with code length 2304 and code rate 2/3
on the AWGN channel.
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Figure 3.20: The performance of systems with code length 64800 and code rate 2/3
on the AWGN channel.
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Figure 3.21: The performance of systems with code length 576 and code rate 3/4
on the AWGN channel.
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Figure 3.22: The performance of systems with code length 2304 and code rate 3/4
on the AWGN channel.
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Figure 3.23: The performance of systems with code length 64800 and code rate 3/4
on the AWGN channel.
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Figure 3.24: The performance of systems with code length 576 and code rate 1/2
on the Rayleigh flat-fading channel.
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Figure 3.25: The performance of systems with code length 2304 and code rate 1/2
on the Rayleigh flat-fading channel.
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Figure 3.26: The performance of systems with code length 64800 and code rate 1/2
on the Rayleigh flat-fading channel.
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Figure 3.27: The performance of systems with code length 576 and code rate 2/3
on the Rayleigh flat-fading channel.
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Figure 3.28: The performance of systems with code length 2304 and code rate 2/3
on the Rayleigh flat-fading channel.
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Figure 3.29: The performance of systems with code length 64800 and code rate 2/3
on the Rayleigh flat-fading channel.
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Figure 3.30: The performance of systems with code length 576 and code rate 3/4
on the Rayleigh flat-fading channel.
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Figure 3.31: The performance of systems with code length 2304 and code rate 3/4
on the Rayleigh flat-fading channel.
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Figure 3.32: The performance of systems with code length 64800 and code rate 3/4
on the Rayleigh flat-fading channel.
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Table 3.1: Summary of system performance for code rate 1/2 on the AWGN channel.

Code BER Conv. code LDPC code BICM-ID code Turbo code
length (Eb

N0
), dB (Eb

N0
), dB (Eb

N0
), dB (Eb

N0
), dB

PNC SU PNC SU PNC SU PNC

576 10−2 4.9 1.4 5 1.4 4.1 1 4.3
2304 10−2 4.9 1.2 4.3 0.8 3.5 1.1 3.5
64800 10−2 4.9 1 4 0.8 3.5 1.1 3.2

576 10−3 6.2 2.1 5.5 2.1 4.5 2.1 4.5
2304 10−3 6.2 1.4 4.8 1.7 3.9 1.5 4.1
64800 10−3 6.2 1.2 4.3 1.7 3.9 1.3 3.4

576 10−5 8 2.8 6.8 4 5.6 2.2 5.5
2304 10−5 8 1.8 5.4 3.4 5.3 2.2 4.5
64800 10−5 8 1.5 4.5 3.8 5.5 1.6 3.8

Table 3.2: Summary of system performance for code rate 2/3 on the AWGN channel.

Code BER Conv. code LDPC code BICM-ID code Turbo code
length (Eb

N0
), dB (Eb

N0
), dB (Eb

N0
), dB (Eb

N0
), dB

PNC SU PNC SU PNC SU PNC

576 10−2 5.3 3.5 6.4 3.6 6 3 5
2304 10−2 5.3 3.3 5 3.4 5.4 3 5.2
64800 10−2 5.3 3 5.5 3.3 5.3 3 5

576 10−3 6.5 4.4 7.4 4.4 6.4 4.5 6.7
2304 10−3 6.5 4 5.4 4 5.8 4.3 6.7
64800 10−3 6.5 3.2 6.2 3.6 5.5 4.3 6.4

576 10−5 8.5 5.4 8 5.6 7 6.3 8.5
2304 10−5 8.5 4.5 6 4.4 6.8 5.3 8.4
64800 10−5 8.5 3.5 6.5 4.7 6.3 5.8 8.7

Table 3.3: Summary of system performance for code rate 3/4 on the AWGN channel.

Code BER Conv. code LDPC code BICM-ID code

length (Eb

N0
), dB (Eb

N0
), dB (Eb

N0
), dB

PNC SU PNC SU PNC

576 10−2 6.3 5.4 8 11.2 15.8
2304 10−2 6.3 6.3 8 13 -
64800 10−2 6.3 5.3 7.7 14 -

576 10−3 7.5 7.4 13 13 17.2
2304 10−3 7.5 7.5 12.8 15 -
64800 10−3 7.5 7 10 15 -

576 10−5 9.3 9.7 16.8 13.8 19.2
2304 10−5 9.3 9.3 14.5 16.5 -
64800 10−5 9.3 7.8 10.4 15.5 -
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Table 3.4: Summary of system performance for code rate 1/2 on the Rayleigh flat-
fading channel.

Code BER Conv. code LDPC code BICM-ID code Turbo code
length (Eb

N0
), dB (Eb

N0
), dB (Eb

N0
), dB (Eb

N0
), dB

PNC SU PNC SU PNC SU PNC

576 10−2 15.5 10 12 10.5 13.5 11 12
2304 10−2 15.5 9.5 11.5 10.5 13.5 9.4 11.5
64800 10−2 15.5 9.5 11.5 10.5 13.5 9 11

576 10−4 26 24 25 24 24.5 27 25
2304 10−4 26 16 16 24 24 26 24
64800 10−4 26 14 15.5 23.5 23 17.5 27

Table 3.5: Summary of system performance for code rate 2/3 on the Rayleigh flat-
fading channel.

Code BER Conv. code LDPC code BICM-ID code Turbo code
length (Eb

N0
), dB (Eb

N0
), dB (Eb

N0
), dB (Eb

N0
), dB

PNC SU PNC SU PNC SU PNC

576 10−2 16.5 11 14 12.5 15.5 10 14
2304 10−2 16.5 10.5 13 11.5 15 11.5 14
64800 10−2 16.5 10.5 13 11.5 15 11.3 14

576 10−4 30 21 22 26 28 26 28
2304 10−4 30 22.5 23 26 27.5 26 28
64800 10−4 30 17.5 18.5 26 27 26 27.5

Table 3.6: Summary of system performance for code rate 3/4 on the Rayleigh flat-
fading channel.

Code BER Conv. code LDPC code BICM-ID code

length (Eb

N0
), dB (Eb

N0
), dB (Eb

N0
), dB

PNC SU PNC SU PNC

576 10−2 19 14 17.5 18 18
2304 10−2 19 14.5 18 20 18
64800 10−2 19 13 16.5 20 18

576 10−4 29 25 27.5 26 28.5
2304 10−4 29 22 24 26 27.5
64800 10−4 29 21 22 26 27

3.8 Chapter Summary

This chapter began with an overview of the encoder and decoder for LDPC, BICM-

ID, and turbo codes. The coded PNC systems were formally introduced and a

discussion of how certain code parameters affect performance was presented. There
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are several parameters that influence the performance of channel codes. One of the

most important factors for turbo and BICM-ID codes are the size of the interleaver.

However, the design of the interleaver is a factor, but only at high signal to noise

ratios (SNRs) [73]. At low SNR, turbo and BICM-ID codes perform well with al-

most any interleaver provided that the two RSC turbo encoders receive inputs that

are sufficiently uncorrelated. At higher SNR, performance is dominated by the low

weight code words, which are significantly influenced by the interleaver design. In

particular, the E2E performance of an LDPC code, turbo code and BICM-ID code

of the same code length and code rate was evaluated on a TWRC with PNC em-

ployed at the relay. This is included the impact of iterative decoding algorithms,

code rate, type of channel (AWGN and Rayleigh flat-fading), and code length was

compared through simulation with non-iterative code. All three coding schemes are

shown to perform well on a single user AWGN channel, with the LDPC code and

turbo code performing very similarly. However, on the TWRC it was observed that

the turbo code and BICM-ID code both outperformed the LDPC codes. This is a

surprising results and highlight a weakness in the message-passing decoding algo-

rithm of the LDPC codes. LDPC code appears to be less robust when the initial

conditional LLRs are incorrect due to errors propagating from the relay and being

transmitted to the destination causing LDPC code degrader to initialize incorrectly.

Now this is a problem because LDPC degrader is very sensitive to the LLR ini-

tializing, if slightly wrong we have a sever degradation performance. When as the

turbo and BICM-ID codes are much robust because initialized differently. There-

fore, LLR does not matter if not quit correct because these two codes less effected

by the error propagation in the relay. As with other class of codes, the performance

of turbo codes degrades as code rate increases. If puncturing is used to increase

the code rate, then the manner of puncturing is also a performance and punctur-

ing factors may need to be considered. The joint optimization of interleaver and

puncturing matrix is perhaps the most important aspect of turbo code design [74].

Another important parameter is the choice of decoding algorithm. Most decoding

algorithms are iterative, and therefore the number of iterations has an impact on

the performance. Also the manner of the code that the two constituent encoders

are terminated affects performance. This part of our work is to our knowledge the

first publication comparing results for LDPC, BICM-ID, and turbo codes combined

with E2E PNC [75].
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Chapter 4

ExIT Chart Analysis of Iterative

Decoding Schemes with E2E PNC
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4.1 Introduction

Extrinsic information transfer (ExIT) charts, first proposed by S. T. Brink [76],

have become an essential part of iterative error correction code design and have also

been used as a complementary design tool for traditional bit error rate simulations.

One significant method, based on bitwise mutual information, was implemented as

a tool for studying the convergence behaviour of iterative decoding schemes. This

yielded new visualization rules for improving the choice of constituent codes by

an iterative process. Characterizing decoders via average mutual information was

originally introduced for the constituent decoders in an iterative decoding algorithm.

Moreover, the characteristics of a constituent decoder describe the processing of

mutual information of the a priori information input and the extrinsic information

output.

In this chapter, ExIT chart analyses are performed in order to investigate the

achievable iterative decoding convergence when coded E2E PNC is employed. The

importance of the ExIT chart technique is that it can predict the system’s perfor-

mance without simulating the transmitter and receiver, thus gaining an insight into

the convergence of the iterative process. Moreover, the use of the ExIT chart on

different iterative decoding schemes combined with E2E PNC has not been reported

before. The difficulty at the relay part of the E2E PNC system is the demapping of

interference to coded bits from the source resulting in a loss of reliable information

that is not available to the destination nodes. This means that when applying chan-

nel coding the signal at the destination contains inaccurate information in terms of

log-likelihood ratios (LLRs) due to the errors from the uplink-phase. The attain-

able performance of different coding schemes having different code rates, different

decoding algorithms and block sizes is studied, when communicating over AWGN

channels and using QPSK modulation. More specifically, the proposed ExIT charts

are then invoked for studying the E2E PNC scheme with bit-interleaved coded mod-

ulation using iterative decoding (BICM-ID), low-density parity-check (LDPC) and

turbo codes.
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4.2 Extrinsic Information Transfer Charts

ExIT charts [38] constitute a useful tool in the design of iterative schemes, since

the characteristics of the constituent components can be visualised based on their

exchange of mutual information. ExIT charts have been used for analysing both

concatenated binary coding schemes [76] and non-binary coding schemes [77]. The

ExIT chart technique relies on the Gaussian approximation, but provides some in-

tuition regarding the dynamics and convergence properties of an iteratively decoded

code. The formulation of a turbo-cliff after a certain number of iterations enables us

to predict a low bit error rate (BER) for the ratio between the energy per informa-

tion bit (Eb) and the variance of the two-dimensional noise (N0), Eb/N0, in excess of

the turbo-cliff. The ExIT characteristics of the constituent decoders describes the

processing of mutual information, which measures the dependence between two vari-

ables, associated with a priori information inputs to mutual information associated

with the extrinsic information outputs.

4.2.1 The Gaussian Approximation

The conditional distribution for two variables is a probability distribution that gives

the probability at any particular range or discrete set of values specified for those

remaining variables [78]. In order to analyze the system components separately, the

need arises to obtain the probability density function (pdf) for a priori LLR values.

In this case, a simple and accurate approximation of the pdf is the single parameter

Gaussian model. The principle of Gaussian approximation is to approximate the

message pdf by Gaussian densities, which are defined by the mean and variance.

Moreover, Gaussian approximation employs a consistency assumption, which allows

the evolution of the message in order to determine approximate decoding thresholds.

The channel message satisfies the consistency condition, as mentioned in Chapter 2,

and the assumption is that other messages satisfy it at least approximately. Consider

the channel inputs s ∈ {+1, 1} and channel outputs r = s+w, where w ∼ W (0, σ2)

is white Gaussian noise. A generic conditional LLR, L(r|s), from the channel is
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given by

L(r|s) = ln

(
Pr(r|s = +1)

Pr(r|s = −1)

)
(4.1a)

=
2r

σ2
(4.1b)

which is clearly conditionally Gaussian, so we need only determine its mean and

variance as

E(L(r|s)) = 2E(r)

σ2
=

2

σ2
(4.2)

var(L(r|s)) = 4var(r)

σ4
=

4

σ2
(4.3)

where the assumption that only s = +1 is sent, r ∼ W (+1, σ2), so that the relation

between mean value and variance can be described as

var(L(r|s)) = 2E(L(r|s)) (4.4a)

1√
2πσ

e−
1

2σ2 (ξ−δL)2 =
1√
2πσ

e−
1

2σ2 (−ξ−δL)2eξ (4.4b)

σ2 = 2δL (4.4c)

where δL is a mean value for LLR.

4.2.2 Mutual Information

Recall from Chapter 2 that the mutual information, I, between two random vari-

ables, S and L, gives the amount of uncertainty in S that is removed by knowing L.

In our case, S is the transmitted sequence and L is the decoded sequence in term of

LLR. Therefore, the mutual information is related to the entropy and conditional

entropy as follows

I(S;L) = H(S)−H(S|L) (4.5a)

= H(L)−H(L|S) (4.5b)

where H(.) denotes the entropy. In the case where S and L are independent, then

the mutual information is zero. The relationship between mutual information and

the variance of LLRs can be formally described by the J function introduced in [76]

82



4.2 Extrinsic Information Transfer Charts

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

1

2

3

4

5

6

7

8

9

10

 I(S;L)

 σ

Figure 4.1: The relation between the mutual information and variance of LLRs.

using the Gaussian approximation and a good analytical approximation is derived

in [79] as

J(σ) = I(σL = σ) (4.6a)

=
(
1− 2−υ1σ

2υ2
)υ3

(4.6b)

where υ1 = 0.3073, υ2 = 0.8935, and υ3 = 1.1064. This transformation can be

calculated through numerical integration of the change of mutual information with

the variance, as illustrated in Figure 4.1, where the value of I(S;L) is represented

by the a priori information. The iterative process described by the output of one

component is the input of the other. Therefore, the trajectory of the iteration system

is evaluated by the progress of the data components in terms of mutual information,

and both characteristic functions can be plotted in a single figure. Using the mutual

information gives the most accurate prediction due to the assumption of a Gaussian

distribution being dependent only on the input pdf and not on the output [80].
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4.3 ExIT Charts Construction and Properties

The basic ingredients in the construction of the ExIT chart are the extrinsic in-

formation curves formed for the constituent decoder. The ExIT chart technique

involves the calculation of the mutual information of the extrinsic information and

the message bits, in addition to the mutual information of the a priori knowledge

with respect to the message bits. Furthermore, links have been made between ExIT

charts and the corresponding BER curves. The convergence behaviour of the itera-

tive receiver is based on an unknown received signal and evaluated with the help of

an ExIT chart. The vertical and horizontal axes of the ExIT chart represents the

input and output information of the decoder components. Since the output metric

for one decoder is the input metric for its companion decoder, one can plot both

transfer curves on the same axes, but with the abscissa and ordinate reversed for one

decoder. Therefore, a large number of iterations is needed when the tunnel between

transfer curves narrows. However, the convergence property of the multi user inter-

ference (MUI) signal is not only related to its architecture but also to the parameters

and the type of channel coding used. Unlike the BER results, the performance in-

vestigation is dependent on the mutual information between the transmitter and

receiver to achieve convergence.

4.3.1 ExIT Charts for BICM-ID Code with PNC

BICM-ID constitutes a serially concatenated arrangement, where the inner and outer

codes are constituted by the demapper and SISO decoder, respectively. We model

the a priori LLRs La by an independent Gaussian random variable in conjunction

with the information s as

r = δL.s + w (4.7)

where δL = σ2/2 and σ2 is the variance of the noise with a mean of zero and

s ∈ {+1, 1}. The pdf of the a priori LLRs can be expressed as

p(r|s) = 1√
2πσ

e−|r−s|
2/2σ2

(4.8)

For the PNC system employing BICM-ID, a system based on BICM-ID consists

of two components, namely a demapper (Dem) and decoder (Dec) to perform the

iterative process. The two receiver components of the BICM-ID scheme iteratively

84



4.3 ExIT Charts Construction and Properties

demapping

QPSK

QPSK

QPSK

PNC
demapping

Soft

Σ

Σ

c1

c2

w

s1

s2
N(σ2/2,σ2)

LPNC

a

LDem

e

w

s̃RyMUI

b̃Rr

Figure 4.2: The demapper setup for PNC system employing BICM-ID.

exchange information between the inner, Dem, and outer codes, Dec, to improve

the performance. Since the decoder for each constituent code is a SISO module

and the conditional pdf of the input LLRs to the SISO module is not known, the

iterative process in a BICM-ID system is simulated separately for the receiver com-

ponents [81]. First we investigate the transfer characteristic of the inner demapper,

the mutual information between the transmitted sequence s and the a priori LLR

LDem
a is denoted as IDem

A = I(S;LDem
a ), where 0 6 IDem

A 6 1 as given in equa-

tion (2.27). In the demapper system setup, as depicted in Figure 4.2, the users’

symbols are summed after QPSK mapping and sent through the AWGN channel.

The demapper transfer characteristic IE,MUI is the transfer function TI(.) of the a

priori mutual information IA and Eb/N0 value of the AWGN channel, which can be

written as

IE,MUI = TI(IA,Dem, Eb/N0) (4.9)

where IA,Dem(σ) can be obtained for real values by equation (2.21) and for complex

values by equation (2.27). The output sequence from PNC demapping is multiplied

by the independent samples taken from a Gaussian distribution with mean value

σ2/2 and variance σ2 to form the LLRs input to the soft demapping as a priori

information, LPNC
a . Consequently, the LPNC

a and the channel information yMUI are

the inputs to the soft demapper. When both natural and Gray mappings are utilized

in the transfer function of the demapper, the demapper is affected by the channel

information due to it dependence on the SNR, Ξ. Therefore, the demapper transfer

characteristics almost approach non-convex shapes depending on the SNR values.
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Figure 4.3: BICM-ID demapper transfer characteristics function of QPSK mapping
at different Ξ in dB values for PNC system.

Figure 4.3 shows the ExIT chart function when the channel is AWGN and the SNRs

values are 0, 1, 2, 3 dB for natural and Gray mapping. Observe that the transfer

characteristic for natural mapping, as shown in Figure 4.3(a), has a steep slope,

yielding the strong potential for performance improvement in the PNC with BICM-

ID system. Moreover, a decrease/increase in the value of SNR will shift the ExIT

curve down/up. Whereas the demapper transfer characteristics are almost straight

lines with Gray mapping, as shown in Figure 4.3(b), and the mutual information

IE,MUI remains constant even when a priori information knowledge increases.

The decoder setup of the BICM-ID system with PNC starts with a block of

independent message bits bk from each user and is encoded by a non-recursive sys-

tematic code (NSC) encoder to obtain cu. The modulo-2 sum of the users coded

bits c is multiplied by the random independent samples. Therefore, the LLRs are

modelled as random independent Gaussian distributed variables with a mean value

of σ2/2 and a variance of σ2 to form the decoder input LENCs
a [79]. The decoder

employs the maximum a posteriori algorithm in the Log domain (Log-MAP) to

provide information about the message bits, which can be utilized to estimate the

source bits b̂1 ⊕ b2. Figure 4.4 shows the decoder setup to generate the ExIT func-

tion. The decoder input is a priori information coming from the decoders LENCs
a in

terms of LLRs, where the outputs are the extrinsic information of coded bits LDec
e ,

which are in turn fed back for the next iteration, and b̂1 ⊕ b2. Several parameters

have been considered to simulate the BICM-ID system, as illustrated in Table 4.1,
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Figure 4.4: The decoder setup for PNC system employing BICM-ID to generate the
transfer characteristics function.

Table 4.1: The summarize of decoder parameters.
Constraint Generator Code
length polynomials rate

3 [5 7] 0.5
5 [23 35] 0.5
7 [133 171] 0.5
9 [561 753] 0.5

which summarizes the parameters for simulation. Figure 4.5(a) shows the transfer

characteristics for convolutional codes of rate 0.5 with constraint length 3,5,7 and

9. Moreover, the decoder curve shows the relationship between the a priori infor-

mation and predict the BER for the system by using the ExIT function, as depicted

in Figure 4.5(b). It can be observed that the stronger code of constraint length 9

has a steeper ExIT function than the weaker code of constraint length 3, and there-

fore needs lower mutual information at the input to produce high quality LLRs at

the output and lower BER. In fact, the performance of the receiver is given by the

trajectory between two transfer functions, exchanging information of the extrinsic

LLR output from soft demapper LDem
e , and the extrinsic LLR output from decoder

LDec
e , in each iteration.

4.3.2 ExIT Charts for LDPC Code with PNC

The idea behind ExIT charts for LDPC codes begins with the fact that the variable-

node decoder (VND) and check-node decoder (CND) work cooperatively and iter-

atively to make bit decisions, with the metric of interest generally improving with

each half-iteration. The system setup used for generating the extrinsic information

transfer function for a PNC system employing an LDPC code is depicted in Fig-

ure 4.6. A transfer curve plotting the input metric versus the output metric can

be obtained both for the VND and for the CND, where the transfer curve for the
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Figure 4.5: BICM-ID decoder transfer characteristics function of code rate 1/2, code
length 2304 bits and different constraint length for PNC system.

VND depends on the channel Eb/N0. Such a chart aids in the prediction of the

decoding threshold of the ensemble of codes characterized by given VND degree, dv,

and CND degree, dc, distributions. The decoding threshold is the Eb/N0 at which

the VND transfer curve touches the CND curve, precluding convergence of the two

decoders. Therefore, the convergence evaluation is achieved by transferring the mu-

tual information between VND and CND. The notation of IA is the average mutual

information between the a priori LLRs values and the bits on the graph edges of the

decoder. Whereas, IE is the average mutual information between the extrinsic LLRs

value and the bits on the graph edges. The extrinsic information, LVND
e , and the

processing characteristic of the VND describe the processing of mutual information,

becoming a priori information for the CND, LVND
a . Similarly, the extrinsic informa-

tion from the CND, LCND
e , becomes a priori information for the VND, LCND

a [82].

The extrinsic information of the LDPC decoder components for the binary message

are represented as a binary symmetric channel with a certain crossover probabil-

ity [83]. Consequently, the mutual information is plotted at the output of each

block as a function of the mutual information at the input, i.e. drawing the corre-

sponding ExIT chart, it is possible to predict the convergence characteristics of the

considered system.

Since the LDPC code’s iterative components are between VND and CND, then

the decoding process can be described as a recursive computation of the mutual

information between them. The decoding operation of the VND, as illustrated

88



4.3 ExIT Charts Construction and Properties

demapping

ENC QPSK

QPSK

QPSK

CND

VND

PNC
demapping

ENC

DEC

Soft

Σ

Σ

Σ

N(σ2/2,σ2)

LPNC

a

b̃R

s2

s1c1

c2

b1

b2

wc r

LENCs

a

N(σ2/2,σ2)

b̂1⊕b2

LCND

e
LVND

e

zMUI
Le

yMUI s̃R

w

Figure 4.6: The system setup for PNC system employing LDPC code to generate
the transfer characteristics function.

in Figure 4.7, is equivalent to computing extrinsic LLRs for a repetition code of

length equal to dv + 1, where the decoder has one code bit of channel information

and a priori information about the other coded bits. Therefore, the ExIT chart

method is used to determine whether the decoding of an LDPC code converges by

characterizing the LDPC decoder’s operation. The distribution of messages from

VND to CND are symmetric Gaussian random variables, since the inputs of the

i.i.d AWGN samples are added to the VND [84]. We adopt the consistent-Gaussian

assumption for the VND a priori inputs and its output, as shown in Figure 4.7(a).

Under this assumption, the inputs of the VND are the received channel impaired

symbols zMUI
Le

and the extrinsic information from CND, LCND
e . One can note that

the combining of the a priori information, LPNC
a , and the multi user interference

(MUI), yMUI, signal received from the channel to produce the extrinsic information

in terms of LLRs entering the VND, zMUI
Le

[85]. The ExIT function for the VND is

computed as [82]

IE,VND(IA, dc,Ξ) = J
(√

(dv − 1)[J−1(IA)]2 + E(z2)
)

(4.10)

where E(z2) is the variance of the channel output information z. To express IE,VND

as a function of IA,VND , we first exploit the consistent-Gaussian assumption for the
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Figure 4.7: VND operation for PNC system employing LDPC code.

inputs as

IA,VND = J(σL) (4.11)

The distribution of messages from CND to VND is modelled by a symmetric Gaus-

sian distribution, and thus the VND detector will give approximated values depend-

ing on the parameters of IE,VND(IA, dc,Ξ) in equation (4.10). Figure 4.7(b) shows

several variable node curves depending on various VND degrees dv =3, 4, 5, 6, 8,

10 when SNR = 3 dB. The information updated at the VND by the information

coming from the CND LCND
e with the MUI information in terms of LLRs zMUI

Le
comes

from the soft demapper to obtain the extrinsic information of the VND to go to

CND as extrinsic information LV ND
e and estimate the transmitted bits b̂1 ⊕ b2.

Similarly, the decoding operation of the CND, as shown in Figure 4.8, is equiv-
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Figure 4.8: CND operation for PNC system employing LDPC code.

alent to computing the extrinsic LLRs for a single parity check code of dc, where

the decoder has a priori information about all coded bits. The inputs of the CND

decoder are the a priori information LENCs
a and the extrinsic information from the

VND decoder LVND
e , both in term of LLRs, as depicted in Figure 4.8(a). The ExIT

function for the CND can be expressed as [82]

IE,CND(IA, dc) = 1− J
(√

(dc − 1)[J−1(1− IA)]2
)

(4.12)

where J−1(.) is the inverse function of J(.). As can be observed from Figure 4.8(b),

several check node curves are dependent on the degree of dc and all curves start

from the origin.
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Figure 4.9: The system setup for PNC system employing turbo code to generate the
transfer characteristics function.

4.3.3 ExIT Charts for Turbo Code with PNC

The ExIT chart technique for turbo codes is very similar to that for LDPC codes.

For LDPC codes, there is one extrinsic information transfer curve for the CND

and one for the VND. The CNDs are not connected to the channel, so only the

VND transfer curve is affected by changes in Eb/N0. For turbo codes, there is one

extrinsic information transfer curve for each constituent encoder and both encoders

are directly connected to the channel, so the transfer curves for both depend on

Eb/N0. For a PNC system employing a turbo code, the setup of the decoders is

represented in Figure 4.9. The iterative process in the turbo decoder is between two

SISO components, namely decoder-1 (DEC-1) and decoder-2 (DEC-2). Therefore,

the ExIT function of DEC-1 and DEC-2 can be expressed as

IE,DEC−1 = TI(IA,DEC−2)

IE,DEC−2 = TI(IA,DEC−1)
(4.13)

where the term IA,DEC−2 is the mutual information between IA and a priori infor-

mation of DEC-2 output, and the term IA,DEC−1 is the mutual information between

IA and a priori information of DEC-1 output. The inputs of DEC-1 and DEC-2
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are similar, therefore, we use TI(.) to represent IE,DEC−1 by IA,DEC−2 and, similarly,

to represent IE,DEC−2 by IA,DEC−1. Consequently, the mutual information IE,DEC is

given by equation (2.18) and because IA,DEC is monotonic in σ, there is a one-to-one

correspondence between IA,DEC and σ given by equation (2.21), which can be written

as

IA,DEC = 1−
∫ +∞

−∞

1√
2πσ

e−
(ξ−σ2/2)2

2σ2 log2(1 + e−ξ)dξ (4.14)

Both the constituent decoder receives information from channel impaired symbols

zMUI
Le

, and extrinsic information that was received from a counterpart decoder, used

as a priori information. The ExIT function for the mutual information of the con-

stituent DEC-1 versus DEC-2 is modelled by the a priori information. For each

iterations, both decoders are swapped and interchange their roles. This involves

the extrinsic output of DEC-1 becoming the a priori input of DEC-2, where the a

priori input value is subtracted from the a posteriori probability of the soft extrin-

sic output, which avoids propagation of already known information. Therefore, the

performance of separate decoders allows for the investigation and optimization of

each constituent code. For DEC-1, as depicted in Figure 4.10, the output extrinsic

information, LDEC−1
e , is sent to the counterpart DEC-2 which uses it as a priori infor-

mation, LDEC−1
a , as shown in Figure 4.10(a). The ExIT function for the constituent

DEC-1 is shown in Figure 4.10(b). For DEC-2, as illustrated in Figure 4.11, the

output extrinsic information, LDEC−2
e , is sent to the counterpart DEC-1 which uses

it as a priori information, LDEC−2
a , and estimates the output bits, b̂1 ⊕ b2, as shown

in Figure 4.11(a). The ExIT chart function for the constituent DEC-2 is shown in

Figure 4.11(b). The ExIT chart function of two concatenated codes, as shown in

Figure 4.12, is due to the symmetry. This means the inner decoder is identical to

that of the outer decoder. Therefore, the curve of the ExIT chart is displayed with

swapped axes, in that the horizontal axis is the mutual information of the extrinsic

output and the vertical axis is the mutual information of the a priori input. The

iterative decoding process of the turbo code makes the output of one decoder the

input of the other decoder in the next iteration, and so the second curve swaps axes,

as depicted in Figure 4.12(a) and Figure 4.12(b).
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Figure 4.10: DEC-1 operation for PNC system employing turbo code.

4.4 Iterative Decoder Behaviour with E2E PNC

Unlike previous results in Chapter 3, the investigation of the E2E PNC system

with iterative decoders are now dependent on the mutual information between the

transmitter and receiver. The convergence behaviour of the proposed detectors of a

two-way relay network from the unknown received signal is evaluated with the help

of an ExIT chart. A PNC system employing different algorithms for iterative error

correction code with a coding rate of 1/2 and 2/3 was adopted. The key idea of the

PNC system is to implement the recomposition of the interference signal of the two

users and broadcast it to the destinations. The 2304 coded bits size are mapped on

a QPSK constellation, resulting in number of symbols 1152. All simulation results

are carried out on the simulated AWGN channel. The parameters considered as
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Figure 4.11: DEC-2 operation for PNC system employing turbo code.

identical system configurations are kept for a fair comparison and in terms of mutual

information. However, the convergence property of interference signals of a PNC

system is not only related to its architecture but also to the parameters and the

type of channel coding used. The realization of a robust receiver that constantly

decodes is difficult due to the errors occurring at the relay, since there is no decoding

at the relay. Therefore any errors occurring at the relay from the uplink-phase are

broadcast to both destination nodes. Hence, the initial LLRs at the input of each

decoder will be incorrect, since it is assumed that the received signal was transmitted

with no errors. The systems performance in term of bit error rate (BER) for code

rate 1/2 and 2/3 are implemented in Figure 4.13(a) and Figure 4.13(b), respectively.

The performance of the systems with code rate 1/2 tends that turbo code better
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Figure 4.12: ExIT chart with transfer characteristics function for a set of Ξ values
in dB and Rc=1/2 for PNC system employing turbo code.
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performance than BICM-ID and LDPC code. However, the performance with code

rate 2/3 tends to be improved for the BICM-ID and LDPC code than turbo code.

0 1 2 3 4 5 6

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

 E
b
/N

0
 (dB)

 B
E

R

 

 

Theory−PNC
LDPC−PNC
BICMID−PNC
Turbo−PNC

(a) BERs for code rate 1/2

0 1 2 3 4 5 6 7 8 9

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

 E
b
/N

0
 (dB)

 B
E

R

 

 

Theory−PNC
LDPC−PNC
BICMID−PNC
Turbo−PNC

(b) BERs for code rate 2/3

Figure 4.13: BER curves for coded E2E PNC system of different code rate and code
length 2304 bits.
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4.4.1 Analysis for BICM-ID Code with PNC

The stronger code of constraint length, Kc, equal 5 with generator polynomials [23

35]8 was implemented to generate the coded bits, and the decoder uses the BCJR

algorithm. A number of blocks are simulated for different values of σ2 in order to

estimate the output mutual information for the decoder. The system trajectory

can be predicted as the stair case between the two curves to obtain the trajectory

of the proposed system. For the trajectory to propagate, the increase in SNR, Ξ,

value must raise the transfer characteristic of the demapper high enough to open the

tunnel. The system with rate 1/2 in Figure 4.14(a) shows that the tunnel closes at

IA;E,Dec= 0.185 and IE,MUI;A= 0.395 for Ξ = 3 dB and at Ξ = 4 dB, the tunnel closes

at IA;E,Dec= 0.93 and IE,MUI;A= 0.68, implying that the receiver will not converge at

3 and 4 dB. Whereas, the tunnel opens at Ξ = 5 dB and the trajectory experiences

a bottleneck at IE,MUI;A = 0.79 and IA;E,Dec = 0.99 implying that further increase in

iterations at this particular value of SNR will not improve the performance of the

system. In Figure 4.14(b), it can be seen that the system with rate 2/3 the tunnel

opening closes at IA;E,Dec= 0.8 and IE,MUI;A= 0.6 for Ξ = 5 dB implying that the

receiver will not converge. While the converge are occurs at Ξ = 7 dB for PNC

system with 2/3 rate. For comparison purposes, the single user system is adopted

as illustrated in Figure 4.15, with the tunnel open at 3 dB. Table 4.2 summarizes

the numeric results for systems with BICM-ID code employing ExIT function, for

different code rates and SNR values, to predict the system’s behaviour.

Table 4.2: A brief description for the BICM-ID with E2E PNC system convergence.

System Code IE,MUI ;A IA;E,DEC Ξ Convergence
rate point point (dB)

single user 1/2 0.7 0.97 0 No
single user 1/2 open tunnel 3 Yes

PNC 1/2 0.39 0.18 3 No
0.68 0.92 4 No

PNC 1/2 open tunnel 5 Yes
PNC 2/3 0.6 0.8 5 No

0.75 0.96 6 No
PNC 2/3 open tunnel 7 Yes
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Figure 4.14: ExIT chart for a set of Ξ value in dB and different rate for E2E PNC
system employing BICM-ID code.
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Figure 4.15: ExIT chart for single user (SU) system employing BICM-ID code of
code rate 1/2.

4.4.2 Analysis for LDPC Code with PNC

At the commencement of the iterative decoding process, single user and PNC sys-

tems were presented as the ExIT function for the systems employing LDPC codes,

where the decoders utilized an MPA algorithm. Figure 4.17 presents the ExIT func-

tion for the PNC system with rate 1/2 and 2/3. The vertical and horizontal axes

of the ExIT chart represent the input and output information of the decoder com-

ponents. The result shows the trajectory obtained from the CND - VND iterative

process, therefore, for convenience each component is simulated separately. The

interaction of the two concatenated decodes, VND and CND, can be predicted on

the ExIT chart. The complete ExIT chart of the LDPC code with the PNC based

system is generated by simulation results, where the value set of the Eb/N0 is seen

by the VND as a constant value and evaluates the output extrinsic information for

various values of the input extrinsic information. The CND starts from the origin,

where the feedback a priori information IA = 0. Since the condition of the decoding

trajectory start from point (0,0) with low probability and by reaching the point

(1,1) has a high probability, that the ExIT chart has open tunnel. Therefore, the

maximum likelihood decoding has been found at point (1,1) and the BER will be

in the error floor region. Then, the output extrinsic information is fed to the VND
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component ICND
E = ICND

A , yielding the LLRs described by IVND
E = IVND

A , which are

then fed back to the CND and so on. A priori information comes from the joint soft

demapped received symbols and VND, yielding the LLRs described by zMUI
Le

. Then

the extrinsic information output is fed back to the CND. Since the information in-

put to the VND comes from the channel impaired sequence, the VND operation is

affected by the change of SNR, Ξ, value. In the ExIT chart curves for PNC with

code rate 1/2 at Ξ = 3 dB, the VND start from higher point IE,CND;A = 0.34 and

cross the CND curve at point IA;E,VND = 0.02 and IA;E,VND = 0.38, this means no

convergence occurs at this SNR value as shown in Figure 4.17(a). Therefore, a large

number of iterations is needed when the tunnel between transfer curves narrows. At

Ξ = 5 dB, the decoder converges. In contrast, for the similar system with rate 2/3

at Ξ value 6 dB the VND starts from IE,CND;A = 0.41 and crosses with the CND

curve at IA;E,VND = 0.1 and IA;E,VND = 0.36, as shown in Figure 4.17(b). The system

at a Ξ value of 7 dB, shows the decoder converges. The system employing LDPC

codes for single user without a relay was considered as shown in Figure 4.16, the

open tunnel at 2 dB corresponding to the BER system performance in Figure 3.16.

Table 4.3 shows a summary of the numerical results for the single user and PNC

systems with LDPC codes, for different code rates and SNR, Ξ, values. Moreover,
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Figure 4.16: ExIT chart for single user (SU) system employing LDPC code of code
rate 1/2.
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Figure 4.17: ExIT chart for a set of Ξ value in dB and different rate for E2E PNC
system employing LDPC code.

102



4.4 Iterative Decoder Behaviour with E2E PNC

the table shows the points for both curves when there is no system convergence and

when convergence occurs.

Table 4.3: A brief description for the LDPC code with E2E PNC system convergence.

System Code IE,CND;A IA;E,VND Ξ Convergence
rate point point (dB)

single user 1/2 0.37 0.002 0 No
0.49 0.004 1 No

single user 1/2 open tunnel 2 Yes
PNC 1/2 0.36 0.005 3 No
PNC 1/2 open tunnel 5 Yes
PNC 2/3 0.3 0.001 5 No

0.52 0.1 6 No
PNC 2/3 open tunnel 7 Yes

4.4.3 Analysis for Turbo Code with PNC

The performance is presented for a turbo decoder structure, DEC-1 and DEC-2, by

putting the input of the decoder and the output of the other decoder in the same axis.

The iterative turbo decoder for PNC system is considered in Figure 4.18 and the

iterative turbo decoder for single user without a relay is shown for the rate 1/2 code

in Figure 4.19. The ExIT function gives the average convergence behaviour of the

investigated encoding and decoding trajectory starting from no a priori information

coming from the other decoder. Therefore, the mutual information of the first

decoder output can be obtained by the lower curve in ExIT chart and is provided

as the input of the second decoder. It can be observed that in Figure 4.18(a) no

convergence occurs due to the lack of information at the receiver for Ξ = 3 dB.

With the increase of SNR, the system is capable of recovering the information at

the receiver after a few iterations at Ξ = 4 dB. This is a significant result as the large

number of iterations required for decoding is reduced and the system performance is

enhanced. Similarly, the convergence occurs after three iterations at Ξ = 6 dB with

code rate 2/3, as depicted in Figure 4.18(b), in spite of the fact that no convergence

occurs at 5 dB. Also, the convergence occurs for the single user system after three

iterations at Ξ = 2 dB. It can be seen that the SNR increase will impact on the

system to increase/decrease the iterations. Table 4.4 summarizes the system with

turbo codes, for different code rates and different SNR, Ξ, values, to predict the

103



4.4 Iterative Decoder Behaviour with E2E PNC

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 I
A; E, DEC−2

 I E
, D

E
C

−1
; A

 

 

Ξ(DEC−1)=3.00 dB
Ξ(DEC−2)=3.00 dB
Ξ(DEC−1)=4.00 dB
Ξ(DEC−2)=4.00 dB

Trajectory

(a) ExIT curves for code rate 1/2

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 I
A; E, DEC−2

 I E
, D

E
C

−1
; A

 

 

Ξ(DEC−1)=5.00 dB
Ξ(DEC−2)=5.00 dB
Ξ(DEC−1)=6.00 dB
Ξ(DEC−2)=6.00 dB

Trajectory

(b) ExIT curves for code rate 2/3

Figure 4.18: ExIT chart for a set of Ξ value in dB and different rate for E2E PNC
system employing turbo code.
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Figure 4.19: ExIT chart for single user (SU) system employing turbo code of code
rate 1/2.

system’s behaviour.

Table 4.4: A brief description for the turbo code with E2E PNC system convergence.

System Code IE,DEC−1 ;A IA;E,DEC−2 Ξ Convergence
rate point point (dB)

single user 1/2 0.32 0.18 0 No
single user 1/2 open tunnel 2 Yes

PNC 1/2 0.68 0.6 3 No
PNC 1/2 open tunnel 4 Yes
PNC 2/3 0.18 0.15 5 No
PNC 2/3 open tunnel 6 Yes
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4.5 Summary

In this chapter, the ExIT chart technique is considered for different iterative decoders

employed by a PNC system. The simulation results are evaluated for the system with

PNC-demapping at the relay based on two users using QPSK modulation. The ExIT

chart was implemented as a tool to analyze the convergence properties of iterative

receivers, which included LDPC, BICM-ID, and turbo codes over a AWGN channel.

We reviewed the ExIT chart, the simulation setup and the construction, to analyse

the major features of these architectures. The predicted results for the PNC system

employing iterative BICM-ID codes were compared with LDPC and turbo codes,

and were presented at the 2013 international conference on electronics, circuits and

systems in Abu Dhabi, UAE [86]. ExIT chart analysis was adopted of the tree

iterative decoding schemes when we observed the converges properties of all the tree

decoder. The convergence behaviour of each architecture was analysed and used for

comparing the effect of PNC and matches close in the simulated trajectory. The

different receivers in the PNC system were investigated under various parameters

and then compared under several SNRs. The presented results also show that PNC

with a turbo code outperforms PNC with BICM-ID and LDPC codes. Therefore, the

ExIT function result shows that receiver with a turbo decoder converges with fewer

iterations. This result highlights a weakness in the MPA decoding of LDPC codes,

which appears to be less robust when the initial conditional LLRs are incorrect due

to errors propagating from the relay. Initial results would suggest that turbo codes

and BICM-ID codes with trellis-based decoding algorithms are more suited to E2E

PNC networks than LDPC codes. Again, this shows that the LDPC required more

iteration to converge than the other two decoders. Therefore, the analysis that

validate the first contribution of the simulation results and they connected in that

way.
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Chapter 5

Constant Envelope PNC Angle

Modulation
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5.1 Introduction

Recently, PNC is a popular technique for wireless scenario over TWRC. It takes

place at a relay node when two users can exchange messages faster by performing

demapping on the sequences received followed by mapping processes and then broad-

casting to the users. However, PNC has two primary drawbacks. The first is a hard

decision process at the relay to perform the demapping and mapping methods on the

received signal. The second is that we observe the constellation diagram at the relay

is comprised of points that are not equally likely and received symbols with mag-

nitudes concentrated around zero occur with more frequency than received symbols

with greater magnitudes. For these reasons, our novel technique keeps the envelope

of the received symbols at the relay constant. Thus, the reliable information will

transfer the LLRs from relay to destination without being further affected by the

downlink phase. In this chapter, we propose the use of angle modulation, namely

frequency and phase modulation, during the downlink phase of PNC system, where

the amplitudes of the received symbols modulate the frequency or phase of a carrier

signal. Moreover, the proposed system performance is evaluated for PNC with a

TWRC, employing three types of iterative error-correcting codes implemented at

the source and destination nodes (E2E): LDPC, BICM-ID, and turbo codes. Con-

sequently, this chapter presents efficient techniques to improve the performance of

the signals transmitted over TWRC employing E2E coded PNC over AWGN and

Rayleigh flat-fading channel for evaluation and assessment of the improvements in

the system’s performance.

5.2 Angle Modulation

Frequency-modulation (FM) and phase-modulation (PM) are two important cases

of angle modulated signalling. A significant feature of FM and PM is that they

have constant amplitude nature, hence, they can withstand non-linear distortion

and amplitude fading. Therefore, they can provide much better protection to the

information against the channel noise. In this modulation scheme, the angle of a

modulated sinusoidal carrier φ(t) is assumed a function of the message signal, as

shown in equation (2.1). Therefore, we can interpret the angle modulated signal,

u(t), as a rotating phasor of length A and angle φ(t). When φ(t) increases mono-
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tonically with time, the average frequency over an interval from t to t +∆t can be

described as [87]

f∆t(t) =
φ(t+∆t)− φ(t)

2π∆t
(5.1)

Accordingly, the instantaneous frequency fi(t) of angle modulated signal can be

defined as

fi(t) = lim
∆t→0

f∆t(t) (5.2a)

=
1

2π

dφ(t)

dt
(5.2b)

where ωc = dφ(t)/dt is the angular velocity. Thus, the oscillation occurs whenever

φ(t) changes by 2π radians. Regardless of the rate at which the amplitude changes,

frequency or phase deviates in proportion to the instantaneous amplitude of the

modulating signal. In angle modulation, the modulated property of the carrier is

illustrated in Figure 5.1, which shows the frequency swing as the difference between

the highest and the lowest output. Therefore, the relationship between the message

envelope and the bandwidth of modulating signal is known frequency modulation

index, ζf , which can be expressed as

ζf =
∆f

fIF
(5.3)

where ∆f is the peak frequency deviation of the transmitter, which represents

the maximum change of fi(t) from fc, and fIF is the maximum bandwidth of the

modulating signal. Phase modulation index, ζp, is the peak phase deviation of the

transmitter, which specifies how much change in the angle occurs for every unit of

variation of message and can be written as

ζp = ∆p (5.4)

Estimating modulation index is important in recognition and demodulation of the

waveform in term of angle modulation.

In radio communications, all forms of modulation produce sidebands, spaced at

multiples of fIF above and below the carrier frequency fc. Therefore, the size and

significance of these sidebands is very dependent on ζ . A simple example is depicted

in Figure 5.2, which illustrates the sinusoidal message spectrum. From the spectrum

109



5.2 Angle Modulation
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∆p
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Figure 5.1: Angle modulation wave, (a) Larg-amplitude low-frequency, (b) Large-
amplitude high-frequency, (c) Small-amplitude low-frequency.

in Figure 5.2(a), it can be seen that there are only two significant sidebands for

ζ <1, and thus the spectrum looks very similar to that for an amplitude modulation

carrier. From the spectrum in Figure 5.2(b) and Figure 5.2(c), it can be seen that

with ζ =1 and ζ =3 the number of significant sidebands has increased to four and

eight, respectively. The practical bandwidth is given by the number of significant

sidebands multiplied by the width of each sideband. Therefore, we can calculate the

necessary bandwidth B using the approximation as

B = 2(ζ + 1)fIF (5.5a)

= 2
( ∆
fIF

+ 1
)
fIF (5.5b)

= 2(∆ + fIF) (5.5c)

It can be noted that the ratio ζf equates to the ratio ζp and thus there is no specific

limit to the degree of modulation index.

5.2.1 Frequency Modulation

FM is one angle modulation form realized by the carrier frequency, fc, which is

caused to vary in accordance with an amount proportional to some characteristics

of the baseband modulating message signal. Therefore, to produce the FM signal

at a rate proportional to the modulating signal frequency, the message information,

110



5.2 Angle Modulation

fc + fIF

f

fcfc − fIF

(a) ζ <1

fc +2 fIFfc

f

2∆ f

B

fc −2 fIF

(b) ζ =1

fc +4 fIF

2∆ f

fc

f

B

fc −4 fIF

(c) ζ =3

Figure 5.2: Sinusoidal message spectrum.

r(t), is proportional and changes linearly with the instantaneous frequency, fi, to

give

fi,FM(t) = fc +∆fr(t) (5.6)

Because of the modulating signal increase and decrease linearly with time, the fi

increases linearly over a half-cycle and decreases linearly over the remaining half-

cycle of the modulating signal. Hence, the changes in the frequency of the carrier

in response to the message signal leads to obtain the FM signal, ΓFM(t), which can

be described in the time domain as

ΓFM(t) = A cos
(
2πfct + 2π∆f

∫ t

0

r(τ)dτ
)

(5.7)

5.2.2 Phase Modulation

PM is another form of angle modulation that maps information onto changes in the

phase of the carrier depending on the instantaneous level of the signal. According

to this method, the carrier frequency switches back and forth every half-cycle of

the signal and consequently the angle, φ(t), varies linearly with the message signal,
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which can be described as

φPM(t) = 2πfct +∆pr(t) (5.8)

where the ∆p is linearly proportional the signal r(t) depending on the instantaneous

phase and then the PM signal ΓPM(t) can be obtained directly related to the change

in the instantaneous phase. Hence, PM signal, ΓPM(t), can be described in the time

domain as

ΓPM(t) = A cos
(
2πfct+∆pr(t)

)
(5.9)

5.3 Analytic Technique

An analytic technique is an important concept in continuous-time signal processing,

and was introduced by [88]. This correspondence presents transform-based algo-

rithm techniques to compute an analytic-like signal in the finite duration discrete-

time case. Therefore, analysis of seismic data as an analytic signal, complex trace

analysis, is a transform technique which retains local significance for complex wave

analysis [89]. Furthermore, transformations of data from one form to another are

common in signal analysis, and various techniques are used to extract significant in-

formation from time series. Therefore, the transformation of a carrier from the time

domain to the frequency domain is the most common example of data rearrange-

ment which provides insight and is useful in data analysis. The Fourier transform

which accomplishes this allows us to look at average properties of a reasonably

large portion of a trace. Also, complex trace analysis provides new insight, like

Fourier transforms, and is useful in interpretation problems. Hence, a real-valued

continuous-time signal has the property that its Fourier transform is a complex

symmetric. It is well known that a signal v(t) is real if and only if

V (−f) = V ∗(f) (5.10)

where V (f) is the Fourier transform of v(t) and (.)∗ denotes the conjugate operation.

A real signal is one that exhibits Hermitian symmetry between the positive-frequency

and negative-frequency components, allowing the latter to be deduced from the
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former. Furthermore, a signal v(t) is analytic if and only if

V (−f) = 0 for f < 0 (5.11)

where an analytic signal contains no negative frequencies. Hence, the negative-

frequency components of a real signal can be eliminated from the signal repre-

sentation without losing information. A mathematical method to determine wave

attributes, including reflection strength and instantaneous frequency, is considered

using the Hilbert transform.

5.3.1 Fourier Transform

In continuous-time linear system theory, the Fourier transform, FT, is primarily

an analytical tool for representing signals and systems. In signal processing, it is

more common to deal with digital signals that by definition are discrete. Consider

v(t) a real-valued signal defined over the temporal interval −∞ < t < ∞ with

continuous-time FT as [90]

V (f) =

∫ ∞

−∞
v(t) exp

(
− j(2πft)

)
dt (5.12)

where V (f) defined over the frequency interval −∞ < f < ∞. The inverse FT is

given by

v(t) =

∫ ∞

−∞
V (f) exp

(
j(2πft)

)
df (5.13)

where V (f) is a periodic sequence in frequency domain. In analogy with the trans-

form pairs of the FT, v(t) and V (f) are a one-to-one discrete Fourier transform

series pair.

5.3.2 Hilbert Transform

The Hilbert transform, HT, is a special form of the FT. HT expresses the relation-

ship between the real and imaginary components of a discrete-time analytic signal,

the structure of which is illustrated in Figure 5.3. Therefore, HT is considered a

useful tool in the analysis. The HT definition is stated as [91]

H
(
v(t)

)
=

1

π
̥

∫ ∞

−∞

v(τ)dτ

t− τ
(5.14)

113



5.4 Joint Constant Envelope Technique and PNC

Hilbert
transformer

I
(
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Figure 5.3: The structure of HT.

where H(.) mathematically denotes the Hilbert transform process and evaluates at

the point t, the term ̥ is the Cauchy principal value, and v(t) is the HT input. The

inverse of the HT process, H−1(.), is defined as

H
−1(v(t)

)
= −

(
1

π
̥

∫ ∞

−∞

v(τ)

t− τ
dτ

)
(5.15)

5.4 Joint Constant Envelope Technique and PNC

One issue affecting the performance of a TWRC employing PNC is the demapping

of the received summed symbols at the relay to binary bits representing the XOR

of the two users’ message bits. By making a hard decision on the received symbols,

we lose the reliable information of these bits when broadcasting the signal back to

both users. Since the PNC system requires two phases to transfer the information

through uplink-phase and downlink-phase. Alternatively, we could simply forward

the received symbols to both users so that the soft values at the relay are available to

the decoders at the destination nodes. Transmitting these small-value symbols can

cause synchronization problems at the destination nodes. Therefore, it is preferable

to broadcast a signal from the relay that has a constant envelope (CE) characteris-

tic. This has led to the implementation of the modulation technique to keep some

parameters constant and also contains the reliability information of the summed

received symbols. In this case, the envelope of the carrier signal will be constant,

thus ensuring no synchronization issues. At the destination nodes, a frequency or

phase demodulator will recover the reliability information of the summed received

symbols, which can then be used by the soft-input-soft-output (SISO) decoders.

5.4.1 CE-PNC System Model

The constant envelope PNC, CE-PNC, system model gives an overview of the con-

cept at all three nodes, as shown in Fig. 5.4. In the first time slot, or uplink phase,
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Φ+W → b̂1

b1 b2

S1 S2

R = S1 + S2+W

user-1 relay

user-1 relay

user-2

user-2

1st time slot1st time slot

2nd time slot2nd time slot

CE :R → Φ

Φ Φ

Φ+W → b̂2

Figure 5.4: The system model for CE-PNC technique.

source nodes for user-1 and user-2 produce a sequence of information bits b1 and

b2, respectively. The two terminals encode and map the coded bits to a constel-

lation diagram to generate S1 and S2. The signals are transmitted simultaneously

by the two users within the first time slot. The relay receives the noisy signal, R,

as R = S1 + S2 + W , where W is AWGN. In the second time slot, or downlink

phase, the received values R are then used to modulate the frequency or phase of

a carrier signal Φ, which is broadcast back to the destination nodes. This signal is

then demodulated by a frequency of phase demodulator at the destination nodes to

obtain the received values from the relay, which are then decoded to give the XOR

sum of the two original messages b̂1 and b̂2.

5.4.2 Transmitter and Signal Structures

The wireless relaying network structure for the transmitted signal, as illustrated

in Figure 5.5, describes the processing at all three nodes. Accordingly, the system

contains a generic transmitter, where the binary information bits {bq(k)}K−1k=0 ∈
GF (2) of length K are encoded to produce K/Rc coded bits cq ∈ GF (2), where q

is the number of users and Rc ∈ (0, 1] is the coding rate. The coded bits sequence

is permuted by a random interleaver of length K/Rc in the case of BICM-ID to

give bit-interleaved codewords. The two nodes encode and modulate their message

sequences using the same function µ(.), which is common to both users. The M-

ary signalling method is applied by grouping bits together and choosing the phase

modulation accordingly. Consequently, the coded bits cq modulate a carrier signal

using quadrature phase-shift keying (QPSK) to produce sq symbols sequence. Then,

the symbols sq are simultaneously transmitted to the relay. All the links are assumed
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Figure 5.5: The structure for the coded PNC transmitter.

to have AWGN or a Rayleigh flat-fading channel and the fading coefficient between

users and relay is denoted as h1 and h2. Also, all the nodes have an AWGN variance

of σ2.

5.4.3 CE-PNC Relay Structure

The relay receives the noisy electromagnetic sum of interfered and faded signals, r,

as shown in equation (2.33) for AWGN channel and equation (2.34) for Rayleigh

flat-fading channel. The standard analogue implementation of the orthogonal in-

dependent signals impresses baseband information onto an intermediate carrier by

changing the carrier’s phase in sympathy with the baseband signal. To achieve

this, we must take these complex received values, r, and use them to modulate the

frequency or phase of a carrier signal to be broadcast to both destination nodes.

5.4.3.1 Passband Quadrature Modulation Schemes

The simplest type of passband quadrature modulator consists of two orthogonal

carriers at an intermediate frequency fIF, followed by low-pass filters (LPF). In the

literature, the complex signal can be mathematically represented by rectangular

form and, therefore, the signal r can be expressed in terms of its real, rI = R
(
r
)
,

and imaginary, rQ = I
(
r
)
, parts, which each modulate two orthogonal carriers at an

intermediate frequency (IF). One can note that a pair of two real-value signals rI

and rQ carry the real, R
(
r
)
, and imaginary, I

(
r
)
, parts of the signal r, respectively.

Hence, the IF carriers carefully translate the signal r, and follow all of the inflections

to ride on the two orthogonal and independent magnitudes that describe signal r’s

behaviour. The standard analogue implementation of the orthogonal independent

signals impresses baseband information onto an intermediate carrier, by changing
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Table 5.1: Lowpass filter design specification.
Filter Passband Stopband Number of
Type Attenuation Coefficients

Equiripple 0 kHz-10 kHz >100 dB 41
Bandpass

the carrier’s phase in sympathy with the baseband signal. The main reason for

using an IF carrier is to improve the frequency response to the radio signal. The

corresponding bandpass signal can be written as

[R(Ir)](t) = rI × cos(2πfIFt) (5.16)

[I(Qr)](t) = −rQ × sin(2πfIFt) (5.17)

where the cos(.) and sin(.) components of IF wave have now acquired the value of

the real signals rI and rQ, respectively, and × is the multiple operation, as shown

in Figure 5.8. The Ir and Qr branches are equivalent to the real and imaginary

parts of the complex r signal. Then each branch of the independent components

Ir(t) and Qr(t) passes through LPF. The functional complement of LPF is to settle

the waves by rolling off the gain at higher frequencies, where excessive phase shift

may cause oscillations, by eliminating imaging caused from the up-sampling and

avoiding aliasing produced in the down-sampling. The specification parameters for

the design low-pass filter are summarized in Table 5.1. The filter was designed using

the equiripple linear phase of the finite impulse response (FIR) method. Equiripple

filters are ideally suited to the design of a filter with a given minimum stop-band

attenuation or a given maximum passband ripple, for applications in which a specific

tolerance must be met. Thus, the frequency characteristics of LPF setup configura-

tion are illustrated in Figure 5.6. Consequently, the input and output of indepen-

dent components (real and imaginary parts) are affected by LPF to eliminate the

unwanted sidebands, as shown in Figure 5.7. The resulting waves from the LPF

output, in-phase and quadrature, are collected to represent the passband signal as

r(t) = [R(Ir)](t) + [I(Qr)](t) (5.18)

= Aejφ(t) (5.19)
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Figure 5.6: LPF design implementation.

where A is the signal envelope and φ(t) is the information bearing phase signal. One

can note that the complex signal r carry by the real signal r(t).

5.4.3.2 Constant Envelope Scheme

Constant envelope of angle modulation encompasses FM and PM, which refers to

the process by which the phase angle of the carrier wave is varied according to the

message signal, but the amplitude of the carrier is fixed. The IF wave, r(t), will

modulate the frequency of the FM carrier or phase of the PM carrier. The changes

in the frequency of the carrier, in response to the r(t) result in the signal ΓFM(t) as

in equation (5.7). Also, the changes in the phase of the carrier, in response to the

r(t) result in the signal ΓPM(t) as in equation (5.9). The relay, therefore, broadcasts

the signal in term of ΓFM(t) or ΓPM(t).

5.4.4 The Structure of CE-PNC Receiver and Signal Detec-

tion Techniques

The receiver in a radio communication system must down-convert the passband re-

ceived signal down to baseband in order to recover the message. The demodulator

receiver essentially consists of a angle demodulator followed by a conventional PNC

demapper. The received signal, either in terms of ΓFM(t) or ΓPM(t), has a carrier

frequency fc and transmission bandwidth. It should also be noted that the receiver

applies the demodulating and decoding function µ−1(.). Figure 5.9 depicts the re-
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Figure 5.7: Power spectral density of the input/output LPF.
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Figure 5.8: The structure of the CE-PNC relay.
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Figure 5.9: The structure of CE-PNC receiver.

ceiver structure for the CE-PNC system. The received signal Γ(t) is corrupted by

the channel during downlink-phase, which can be described as

Ψq,FM/PM(t)
∣∣
AWGN

= Γq,FM/PM(t) + w̆q(t) (5.20)

Ψq,FM/PM(t)
∣∣
Rayleigh

= hq(t)Γq,FM/PM(t) + w̆q(t) (5.21)

where Ψq,FM/PM(t) is the noisy signal received in term of frequency or phase modu-

lation.

5.4.4.1 Effect of Noise on Angle Modulation

In angle modulation, the message information is contained in frequency or phase of

the signal. Therefore, the effect of noise on an FM or PM signal is determined by

the extent to which it changes the frequency or phase of the modulated signal. The

noise w̆(t) can be represented as a narrowband stochastic process as [87]

w̆(t) = w̆I(t) cos(2πfct)− w̆Q(t) sin(2πfct) (5.22a)

= Aw̆ cos(2πfct+Θw̆(t)) (5.22b)
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where w̆I(t) and w̆Q(t) are the noise in terms of its in-phase and quadrature com-

ponents, respectively, and have the power density spectrum as

Φw̆I
(f) = Φw̆Q

(f) =




N0, |f | ≤ BBPF/2

0, |f | > BBPF/2

(5.23)

where BBPF is the bandwidth of the bandpass filter. The envelope, Aw̆, and the

phase, Θw̆, of the noise can be defined as

Aw̆ =
√

w̆2
I (t) + w̆2

Q(t) (5.24)

Θw̆ = tan−1
w̆Q(t)

w̆I(t)
(5.25)

One can note that the phase of Aw̆ cos(2πfct+Θw̆(t)) in equation (5.22b) is Θw̆ and

its instantaneous frequency is 2πfct + Θw̆(t); hence, in either case, FM or PM, the

interference output is inversely proportional to the carrier amplitude. However, in

the signal with angle modulation form, the message signal is transmitted by varia-

tions of the instantaneous frequency or phase of an unmodulated carrier wave, and

its amplitude is constant. Accordingly, any variations of the carrier amplitude at

the receiver input must result from noise or interference. Furthermore, the channel

noise acts as interference and the white noise form has a constant power spectral

density for the signal with angle modulation form [92]. Therefore, all components

have the same amplitudes because of uniform power spectral density. Thus, the in-

terference amplitude spectrum is constant for PM signal and increases linearly with

2πfc for FM signal. Moreover, in angle modulation, the message is in the phase

of the modulated signal and, consequently, increasing the transmitter power does

not increase the demodulated message power. Hence, ΨFM(t) and ΨPM(t) have the

unique property that the RF bandwidth B is not only related to the bandwidth fIF

of the modulating signal, but also to the modulation index ζ that can be chosen

freely, as expressed in equation (5.5). This yields either a bandwidth-efficient nar-

rowband FM or PM signal, ζ < 1, or a wideband signal, ζ > 1, that can occupy any

required bandwidth compatible with the RF oscillator’s tuning range. The trade-off

is that narrowband FM, as opposed to wideband FM, requires more sophisticated

demodulation and hence more complex circuits are required. Therefore, the band-

width of the signal ΨFM/PM(t) is limited by a bandpass filter (BPF) to remove any
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Figure 5.10: BPF implementation.

Table 5.2: Bandpass filter design specification.
Filter Passband Stopband Number of
Type Attenuation Coefficients

Equiripple 9 kHz-15 kHz 30 dB 81
Bandpass

signals outside the bandwidth. The BPF has a midband frequency fc and band-

width fc±B/2, and then passes the ΨFM/PM(t) signal essentially without distortion.

Figure 5.10 illustrates the frequency characteristics of BPF. The filter was designed

using the equiripple linear phase of the FIR method, and Table 5.2 summarizes

the specifications employed in the design of the filter. The BPF passes a band of

frequencies between a lower cut off frequency and an upper cut off frequency. The

frequencies below lower cut off and above upper cut off are in the stop band. This

will restrict the bandwidth usage in the system due to the FM and PM waves hav-

ing unlimited bandwidth. Figure 5.11 shows the spectrum of input/output of signal

to/from BPF. The signal ΨFM/PM(t) being fed through the BPF input, as illustrated

in Figure 5.11(a). The Figure 5.11(b) depicts the BPF output in term of signal

ΩFM/PM(t). The output signal from the BPF is

Ωq,FM/PM(t) = Ψq,FM/PM(t) + w̆q(t) (5.26)
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Figure 5.11: The input/output of signal to/from the bandpass filter.

Hence, the detection process is employed on the output signal, ΩFM/PM(t), from

the BPF and proceeds by using a Hilbert transform-based demodulation, which is a

convenient way of constructing the analytic signal with a judicious use of the Fourier

transform.
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Figure 5.12: Analytic signal corresponding to original real signal.

5.4.4.2 Hilbert Transform Based Demodulation

The signal ΩFM/PM(t) involves reconstruction by setting out and calculating the angle

of the signal characterized by variation of time. However, data are usually presented

in a time-domain and one needs to transform the data from time to frequency-domain

before performing the spectrum analysis. Demodulation using an analytic signal

is described by Randall [93], where the use of the analytic signal makes possible

a simple computation of the instantaneous amplitude and phase values for each

moment in time. We should state that the demodulation of the whole frequency band

is a Hilbert transform-based demodulation since it is based upon calculating the

analytic time signal of the whole input signal via the Hilbert transform. Figure 5.12

illustrates an analytic signal corresponding to an ΩFM/PM(t) real signal. The analytic

signal is often and simply obtained via the Hilbert transform, which is defined in

equation (5.14). The computation of each signal component, real and imaginary

parts, by the CE-PNC receiver given various levels of signal state information, is

the subject of the remainder of this section. It has been shown by [94] and [89] that

the FT of the real component is a conjugate symmetric function and, hence, we can

apply this on a given signal ΩFM/PM(t) in time domain as

ΩI(FM/PM)
(t) = ΩFM/PM(t) (5.27)
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Now, consider the real part of ΩI(FM/PM)
(t) in time domain equivalent to the real part

of ΥI(FM/PM)
(f) in frequency domain. Therefore, the FT of the imaginary component

can be defined in frequency domain as

ΥQ(FM/PM)
(f) = (−j sgnf)ΥI(FM/PM)

(f) (5.28)

where ΥQ(FM/PM)
(f) is the imaginary part in frequency domain of ΩI(FM/PM)

(t) and

sgnf defines as [95]

sgnf ,





+1, for f > 0

0, for f = 0

−1, for f < 0

(5.29)

Consequently, the FT of ΩI(FM/PM)
(t) and ΩQ(FM/PM)

(t) are related according to equa-

tion (5.28), and then we can say that ΩQ(FM/PM)
(t) is the HT of ΩI(FM/PM)

(t) and written

as

ΩQ(FM/PM)
(t) = H

(
ΩI(FM/PM)

(t)
)

(5.30)

Thus, given a real signal ΩFM/PM(t), we can construct the complex signal as

Y (t) = ΩFM/PM(t) + jH
(
ΩFM/PM(t)

)
(5.31)

Hence, we can evaluated the HT of ΩI(FM/PM)
(t) by FT as

H

(
ΩI(FM/PM)

(t)
)
= F

−1
t←f

(
(
− j sgnf

)
Ft→f

(
ΩI(FM/PM)

(t)
))

(5.32)

where F denotes the FT mathematically. In equation (5.32), take the FT ΥI(FM/PM)
(f)

of ΩI(FM/PM)
(t), and then multiply ΥI(FM/PM)

(f) by (−j) for positive f , (+j) for negative

f , and by zero for f = 0. According to this procedure, HT introduces a phase lag of

90 degrees, −j = exp(−jπ/2), producing a signal in quadrature to the input signal.

Moreover, equation (5.28) indicates that the transfer function of a HT is −j sgnf .

Then the corresponding impulse response is

F
−1
t←f

(
− j sgnf

)
=

1

πt
(5.33)
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Figure 5.13: Utilize HT to form a complex analytic signal.

One can note that the imaginary part of the complex analytic sequence is a version

of the original real sequence with a phase shift. The effect is well illustrated in

Figure 5.13, which shows a pair of real signals from a real signal in Figure 5.12. From

equation (5.31), we have obtained the complex analytic signal, Y (t), corresponding

to the real signal ΩFM/PM(t). Therefore, the complex sequence Y (t) in equation (5.31)

can be rewritten in polar form as

Y (t) = A(t)ejφ(t) (5.34)

This mean that one can calculate the reflection strength A(t) as [96]

Â(t) = |Y (t)| (5.35)

and instantaneous phase, φ(t) as

φ̂(t) = ∠Y (t) (5.36a)

= tan−1
I
(
Y (t)

)

R
(
Y (t)

) (5.36b)
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Figure 5.14: Determination of the amplitude envelope and phase of the analytic
signal.

However, the rate of change of the time-dependent phase gives a time-dependent

frequency ω(t) = dφ(t)/dt and, therefore, we can express it in convolutional form as

ω(t) =

∞∫

−∞

d(τ)φ(t− τ)dτ (5.37)

where dτ is the differentiation [97]. A difficulty with this is that the phase must be

continuous, whereas the arctangent computation of equation (5.36) gives only the

principle value. We then have to unwrap the phase by determining the location of

2π phase jumps and correcting them. Figure 5.14 shows the envelope and phase of

Y (t) signal. Consequently, writing yq(t) in the form [58]

yq(t) = Iyq(t) cos(2πfIFt)−Qyq(t) sin(2πfIFt) (5.38)

where Iyq(t) = A cos[φ(t)] and Qyq(t) = A sin[φ(t)].

5.4.4.3 Passband Quadrature Demodulation Schemes

To reobtain the baseband signal, the passband quadrature demodulation is the pro-

cess by which the IF carrier is removed. This involves implementing the down-

convert method by multiplying the incoming signal yq(t) again by two independent

and orthogonal components of the IF carrier, 2 cos(2πfIFt) and −2 sin(2πfIFt), of

the same carriers that specified the frequency and phase. The low pass waveform in
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5.4 Joint Constant Envelope Technique and PNC

equation (5.38) can then be rewritten as

yq(t) = [Iyq(t) + w̆I(t)] cos(2πfIFt)− [Qyq(t) + w̆Q(t)] sin(2πfIFt) (5.39)

The in-phase output branch of the down-converter is

yI |q(t) = yq(t)× 2 cos(2πfIFt) (5.40a)

= Iyq(t) + w̆I(t) (5.40b)

Similarly, the quadrature output branch of the down-converter is

yQ|q(t) = yq(t)×−2 sin(2πfIFt) (5.41a)

= Qyq(t) + w̆Q(t) (5.41b)

where Iyq(t) and Qyq(t) are the in-phase and quadrature components of incoming

signal yq(t), respectively. The continuous-time receive signal is then sampled at

the rate fs = 1/Ts sample/sec to obtain the discrete-time signal. This process

of reducing the sampling rate of the signal is usually done by reducing the data

rate [99]. Hence, the two branches are combined to obtain

yq = yI |q + jyQ|q (5.42)

The multiplexed signal yq is applied simultaneously to two separate coherent detec-

tors.

5.4.4.4 Decoding Process

At the two destination nodes, iterative decoders are employed comprising an iterative

receiver structure. The conditional probability of the signal yq is presented as the

users’ information plus uplink noise. First, the demapper computes the LLR, Λ,

to iterate between the decoder components for LDPC and turbo codes or between

demapper and decoder for BICM-ID. Accordingly, in the downlink phase, the LLRs

of every coded bit are calculated using the channel output, yq, and the feedback

information. The detection technique is related to the coherent receiver when the

amplitude and phase of the fading are known and, thus, p(y|s1⊕s2) is conditionally

Gaussian, as shown in equation (2.38). The extrinsic information at the output of
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the demapper is passed to a SISO decoder. However, the demapper and decoder are

SISO components to compute the LLRs as the soft information. The details of the

decoder will not be discussed here, as this has already been addressed extensively

in Chapter 3. Therefore, the conditional LLRs for the first summed bit was given

by equation (2.42). Similarly, the conditional LLRs for the second summed bit was

given by equation (2.43). The final process decodes the LLRs bits to represent the

modulo-2 sum of the first and second estimations bits, b̂1 ⊕ b2.

5.5 Systems performance

The performance of any communication system is ultimately limited by the trans-

mission bandwidth and the noise. However, the power depends on time as the signal

is dependent and the average power consumption over the interval is given by di-

viding the total energy consumed by the length of the time interval. FM and PM

waves are basically called the amplitude of the signal, and hence the power remains

constant. This means that only the amount of power lies outside the frequency band

for positive frequencies and similar for negative frequencies. The modulation index,

ζ , is the important parameter that controls the trade off between performance and

the spectral properties (bandwidth) when embedded digital information into con-

stant envelope waveform [100]. However, FM and PM bandwidth depends on the

modulation index; when the modulation index changes the total power must redis-

tribute itself over the resulting frequency components. Therefore, the efficiency of

the FM and PM signals are generally high because of the power in the sidebands as

a fraction of the total. The sideband structure is fairly complicated, but is generally

improved by making the modulation index, ζ , larger then making the bandwidth

larger.

5.5.1 Simulation Setup

The source nodes each encode an information sequence to a codeword of length 2304

bits. The code chosen for BICM-ID and turbo codes have the constraint length

Kc=5, and octal generators (23, 35)8 and (1, 23
35
)8, respectively. The decoding is

achieved using the BCJR algorithm at the receiver. All the systems shared similar

code rate Rc = 0.5. AWGN and Rayleigh flat-fading channels were considered.
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Bandwidth of the signal is roughly proportional to the symbol rate 1/T Hz, where

T is the period of one symbol. A very common parameters (100 MHz carrier, 2.5 kHz

FM and 5 kHz deviation) can be sat to bring people, electronics and communication

together in Amateur Radio (harm radio). For simplicity, we are used a simple

parameter values to illustrate our technique. At the relay, the baseband receiving

signal r of length 1152 symbols were up-converted using an IF wave of frequency fIF

10 kHz. The carrier frequency fc was set to 2fIF, whereas the sampling frequency fs

was 5fc and the oversampling factor Ns was 86. Initial phase was set to π/4. The

∆f values were considered 0.5, 1, 1.5, 2, and 3 kHz. Also, the deviation coefficient

∆p was implemented for π/32, π/16, π/8 as values.

5.5.2 Simulation Study

The system under consideration is E2E coded CE-PNC, where the modulation tech-

nique at the relay for FM and PM are denoted as FM-PNC and PM-PNC. As we

mentioned before, it is important to note that the performance of FM-PNC differs

between various values of ∆f and, thus, it changes the values of ζf and B accord-

ing to equation (5.5). The performance of the frequency modulation is depicted

in Figure 5.15, which shows the different values of ∆f and describes the spectral

behaviour of an FM signal. Similarly, for the PM-PNC, the values of ∆p affect the

ζp and B. The performance of the phase modulation is illustrated in Figure 5.16,

which shows the different values of ∆p and describes the spectral behaviour of a PM

signal. Thus, the system performance is influenced ∆ even in the uncoded system,

as shown in Figures 5.17(a) for an uncoded FM-PNC system and 5.17(b) for an un-

coded PM-PNC system. Unlike spectrum analyzer, there are no theoretical limits

to the modulation index, ζ , or the deviation, ∆, of an FM or PM signal. The limits

are a practical compromise between Eb/N0 and B. Therefore, the system needs ac-

curate adjustments of FM and PM transmitters by measuring ∆f and ∆p in order

to evaluate the performance of FM-PNC and PM-PNC. Hence, an optimum-PNC

(Opt-PNC) system was adopted to draw the lower bound performance and then

evaluate the proposed system. The structure of Opt-PNC system is depicted in Fig-

ure 5.18, in which the relay mode consists of an amplify-and-forward scheme. Thus,

the relay directly forwards the received signal to the destination nodes to exchange

user messages. To set ζ , FM-PNC and PM-PNC, systems are compared with Opt-
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Figure 5.15: The spectral behaviour of an FM signal with different values of ∆f .

PNC for setting up the systems and chose the best deviation values for ∆f and ∆p.

According to Carson’s rule in equation (5.5) the bandwidth requirement changes

are related to the deviation value for ∆f or ∆p and, hence, this in turn implies an

increase/decrease in the noise. First, consider the E2E coded FM-PNC and then

PM-PNC systems on AWGN channel. In Figure 5.19, the systems of FM-PNC and

PM-PNC employing LDPC code are considered to set ∆f and ∆p values, respec-

tively. Similarly, the systems FM-PNC and PM-PNC employ BICM-ID code and

turbo code to set the deviation values, as shown in Figures 5.20 and 5.21 respectively.

Each figure represents the performance in term of Eb/N0 in (dB), which indicate the

energy per bit to noise power spectral density ratio, and BER performance obtained

at the output of the decoders. Each system performs a number of iterations de-
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Figure 5.16: The spectral behaviour of a PM signal with different values of ∆p.

pending on the algorithms utilized by the decoder. At 10−5 in Figures 5.19(a) for

FM-PNC system, there is a performance gain of approximately 3.6 dB of ∆f=1 kHz,

and at the same level of BER about 2.4 dB and 0.8 dB of ∆f=0.5 kHz and ∆f=1.5

kHz, respectively, . Again, at 10−5 for FM-PNC employing BICM-ID code, there is

a performance gain of 4 dB of ∆f=1 kHz and there is a minor gain of about 2.6 dB

of ∆f=0.5 kHz and nearly 0.7 dB of ∆f=1.5 kHz, as depicted in Figures 5.20(a).

Even for FM-PNC employing turbo code, again at 10−5, the performance is within

3.4 dB of ∆f=1 kHz and about 1.8 dB of ∆f=0.5 kHz and approximately 0.7 dB of

∆f=1.5 kHz, as shown in Figure 5.21(a). In Figures 5.19(b), 5.20(b), and 5.21(b),

there is a performance gain for ∆p=π/16 at 10−5 of nearly 3.4 dB for LDPC with

PM-PNC and for BICM-ID with PM-PNC, and for turbo with PM-PNC about 3
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Figure 5.17: The performance of uncoded PNC system with different deviations.
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Figure 5.18: The structure of Opt-PNC system.

Table 5.3: Summary of system performance for E2E coded Opt-PNC and PM-PNC
systems on AWGN channel.

At point LDPC code BICM-ID code Turbo code
of ∆p Opt PM Opt PM Opt PM

BER (Eb

N0
), dB (Eb

N0
), dB (Eb

N0
), dB

10−5 π/32 3.2 2.1 3.4 1.7 2.9 0.9
10−5 π/8 3.2 0.9 3.4 1 2.9 0.7

dB. However, the curves lower the performance line of Opt-PNC are related to the

∆p=π/8 and ∆p=π/4. The performance of PM-PNC employing channel coding can

be summarized in Table 5.3. For AWGN channel, the results are encouraging when

one considers ∆f=1 kHz and ∆p=π/16 for the better performance, this is due to

the BER performance still being close to the BER performance of Opt-PNC system

curve. Now, consider the coded E2E FM-PNC and PM-PNC systems over Rayleigh

flat-fading channel. Figure 5.22 shows the systems of FM-PNC and PM-PNC em-

ploying LDPC code. Similarly, for the same channel, Figures 5.23 and 5.24 show

the BICM-ID and turbo codes with a FM-PNC and PM-PNC system. Each sys-

tem tries to obtain an appropriate value for ∆f and ∆p. A different view of the

simulated data is shown in Figures 5.23(a), 5.22(a), and 5.24(a). For ∆f=2 kHz,

the BER of LDPC with FM-PNC reaches 10−4 at about 8.9 dB, for turbo code

with FM-PNC system it is about 8.8 dB, and for BICM-ID with FM-PNC system

it reaches 10−4 at approximately 15.5 dB. However, the BER performance at 10−4

for ∆f=2 kHz of Opt-PNC systems is about 8 dB, 8.2 dB, and 15 dB for LDPC,
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Figure 5.19: The performance for FM-PNC and PM-PNC employing LDPC code
on AWGN channel with different ∆ values.
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Figure 5.20: The performance for FM-PNC and PM-PNC employing BICM-ID code
on AWGN channel with different ∆ values.
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Figure 5.21: The performance for FM-PNC and PM-PNC employing turbo code on
AWGN channel with different ∆ values.
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Figure 5.22: The performance for FM-PNC and PM-PNC employing LDPC code
over Rayleigh flat-fading channel with different ∆ values.
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Table 5.4: Summary of system performance for E2E coded Opt-PNC and FM-PNC
systems over Rayleigh flat-fading channel.

At point LDPC code BICM-ID code Turbo code
of ∆f Opt FM Opt FM Opt FM

BER (Eb

N0
), dB (Eb

N0
), dB (Eb

N0
), dB

10−4 1 8 7.5 15 14.6 8.2 6.8
10−4 3 8 7.5 15 14.1 8.2 7.2

Table 5.5: Summary of system performance for E2E coded PM-PNC system over
Rayleigh flat-fading channel.

At point LDPC code BICM-ID code Turbo code
of ∆p Opt PM Opt PM Opt PM

BER (Eb

N0
), dB (Eb

N0
), dB (Eb

N0
), dB

10−5 π/32 8.4 7 18.4 15.5 8.5 7
10−5 π/16 8.4 8 18.4 18.2 8.5 7.8

turbo, and BICM-ID, respectively. The curves lower than the performance line of

Opt-PNC system are related to the ∆f=1 kHz and ∆f=3 kHz. The performance of

Opt-PNC and FM-PNC systems employing channel coding are summarized in Ta-

ble 5.4. Similarly, the systems of PM-PNC are again Rayleigh flat-fading channel.

The value of ∆p=π/8, for LDPC with PM-PNC at 10−5 BER is about 8.8 dB and

nearly 8.6 dB for turbo with PM-PNC. This value is better than the one obtained

for BICM-ID with PM-PNC about 18.5 dB. With the PM-PNC method, the per-

formance also degrades with different values of ∆p in the system. Almost all of the

performance benefit is obtained with ∆p=π/8, as shown in Figures 5.23(b), 5.22(b),

and 5.24(b). It is interesting to note that the energy per bit to noise power spectral

density ratio (Eb/No) shows that the gap between the ∆p=π/32 and ∆p=π/4 curves

of the systems gets wider. These results are summarized in Table 5.5.

5.5.3 Simulation Results

A method of performing a combined constant envelope and channel decoding for

PNC system is proposed. This method uses SISO detection and channel decoding

implemented by a modified version of the relay process and the system operates in

an iterative manner. Simulations are repeatedly employed to analyze complex com-

munication systems in order to evaluate their performance. The performance results

of Opt-PNC, CE-PNC, and conventional PNC in terms of BER were evaluated using
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(a) FM-PNC system
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Figure 5.23: The performance for FM-PNC and PM-PNC employing BICM-ID code
over Rayleigh flat-fading channel with different ∆ values.
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(a) FM-PNC system
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Figure 5.24: The performance for FM-PNC and PM-PNC employing turbo code
over Rayleigh flat-fading channel with different ∆ values.
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Figure 5.25: The performance for PNC and CE-PNC employing LDPC code on
AWGN channel.

the transmitted signals through the AWGN and Rayleigh fading channels. For the

AWGN channel, the simulation results for the systems employing LDPC code are

shown in Figure 5.25. The upper curve of this plot shows the performance of the

conventional PNC system for coded LDPC, which consists of a relay implementing a

hard decision for the demapping/mapping process. The two solid curves in the lower

of the plot show the performance of the proposed CE-PNC processing technique.

For bit error rates between 10−0 and 10−1, the performance of all the iterations of

LDPC was very close. However, as the bit error rate drops, the performance of

the FM-PNC moves slightly away from the PM-PNC bound. The performance of

PM-PNC with LDPC code reaches 10−5 BER at about 3.5 dB. At this BER level,

FM-PNC is about 3.7 dB, while the PNC with LDPC code achieves this performance

at 5.4 dB, both at thirty iterations. With a similar number of BICM-ID iterations at

the same value of BER 10−6, as depicted in Figure 5.26, the PNC over AWGN gives

the Eb/N0 nearly 5.8 dB and decreases for the FM-PNC and PM-PNC by about

4.5 dB and 3.9 dB, respectively. For the conventional system of PNC, the bit error

performance was once again very poor. Again, we observed improved performance

for the FM/PM for PNC with turbo code, although the absolute performance is

comparable to the same system under a conventional PNC scenario. In the case of

the turbo code, as shown in Figure 5.27, we observed that around 10−6 BER, the
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Figure 5.26: The performance for PNC and CE-PNC employing BICM-ID code on
AWGN channel.

iterative decoder reached the best performance of around 3.4 dB of the PM-PNC

and about 3.8 dB for the FM-PNC, and outperformed 4.7 dB the conventional PNC

system case. The simulation results for the Rayleigh flat-fading channel are ob-

tained for the comparison of the performance of the conventional PNC, FM-PNC,

and PM-PNC systems employing LDPC, BICM-ID, and turbo codes. The number

of schemes are varied in the process, while the parameter setup was held at similar

values for all systems. However, the performance of the PNC with the constant

envelope technique achieved the new value level of ∆f and ∆p. The observation

shows that the PM-PNC and FM-PNC performances of 10−4 BER at around 8.2

dB and 9 dB, respectively, were better than the PNC system for same BER level at

about 18 dB; where all systems’ results with LDPC code are given in Figure 5.28.

In Figure 5.29, the BER is shown as a function of the level of system performance.

Again, there were three systems and the channel was the Rayleigh flat-faded with

BICM-ID coded. For the two schemes that directly use the FM/PM modulation

at the relay, performance improved and outperformed the conventional PNC be-

haviour. Over the Rayleigh flat-fading channel, the same BICM-ID code achieved

the 10−3 BER of performance at around 12.5 dB for PM-PNC and FM-PNC, which

is about 5.5 dB better than the PNC case for BICM-ID. This behaviour shows that

the constant envelope operation not only increases the performance of the PNC
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Figure 5.27: The performance for PNC and CE-PNC employing turbo code on
AWGN channel.
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Figure 5.28: The performance for PNC and CE-PNC employing LDPC code over
Rayleigh flat-fading channel.
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Figure 5.29: The performance for PNC and CE-PNC employing BICM-ID code over
Rayleigh flat-fading channel.
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Figure 5.30: The performance for PNC and CE-PNC employing turbo code over
Rayleigh flat-fading channel.
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5.6 Chapter Summary

system by reducing the error propagation in the channel output, but also benefits

from the a priori information generated in the decoder. Simulation results for the

turbo code on the Rayleigh flat-fading channel for conventional PNC, FM-PNC, and

PM-PNC systems are shown in Figure 5.30. There was a significant improvement

in the proposed system of FM/PM with PNC compared to the conventional PNC

system. No significant improvement was observed between FM and PM with PNC.

For the BER 10−3, performance was about 7.8 dB of the PM-PNC system as well

as FM with PNC system about 7.9 dB. However, in the BER range for the Rayleigh

flat-fading channel, beyond 10−3 the PNC system with turbo code was about 16.5

dB and around 8.6 dB worse than the PM-PNC and FM-PNC systems cases.

5.6 Chapter Summary

In a wireless network scenario, the structure of iterative channel coding schemes

combined with PNC were presented in Chapter 3 is examined using traditional an-

gle modulation when broadcasting from the relay. However, the received complex

values at the relay can have many different values, but most of these values are

centred around zero. Furthermore, directly forwarding these values to the destina-

tion nodes results in many transmitted symbols having values close to zero, which is

undesirable since it can result in synchronization issues. In this Chapter, a strategy

for combining the angle modulation technique with E2E channel coding for PNC

systems was proposed. A signal transformation method for solving the hard decision

problem at the relay is presented. Our method allows the complex received values

at the relay to be transferred to the destination nodes while maintaining a constant

envelope carrier signal. Simulation results were presented for the PNC system on

the AWGN and Rayleigh flat-fading channels. It is shown that the modulation in-

dex controls the spectral containment and the system performance, where the angle

signal variance is only a function of it. Moreover, the modulation index for CE-PNC

can be chosen accordingly to balance the bandwidth and the performance. Since the

modulation index controls the CE-PNC spectral containment, smaller modulation

index can be used if a tighter bandwidth is required. In this case, we have a severe

degradation in performance. The performance of FM-PNC and PM-PNC systems

after a number of iterations was close to the proposed optimal-PNC system, where

the received values are directly forwarded to the destination nodes. Both schemes
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5.6 Chapter Summary

also perform significantly better than conventional coded PNC, where hard decisions

are made on the received values at the relay. However, this work demonstrates a

limitation of the angle demodulator receiver. For instance, the angle demodulator

receiver was degraded for a large modulation index and low SNR due to the angle

demodulator has difficulty demodulating the noisy samples. Nonlinearities in the

relay transmitter also cause the generation of new frequencies in the transmitted

signal. This intermodulation distortion causes interference known as adjacent chan-

nel interference (ACI). Another important parameter is the phase unwrapper, since

phase unwrapping a noisy signal is a big problem and the process of unwrapper

makes mistakes, therefore, the performance degrades slightly. We have shown that

employing analogue modulation at the relay of a TWRC is a practical method to

transfer the received values from the relay to the destination nodes. Both FM-PNC

and PM-PNC schemes match the performance of the optimal PNC system, but the

envelope of the carrier signal is fixed and we do not have the synchronization issues

that would occur with the optimal PNC system.
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Chapter 6

Concluding Remarks
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Conclusions

In this thesis, the combination of different iterative coding schemes with physical

layer network coding has been investigated, evaluated and analysed on a two-way

wireless relay channel. In particular, end-to-end PNC was considered where the

relay does not perform any encoding or decoding of the demapped binary vector,

which reduces the complexity of the system but results in a degradation of perfor-

mance at the destination nodes due to uncorrected errors at the relay. This project

addressed two issues associated with coded end-to-end PNC: the effect on the per-

formance of turbo codes, LDPC codes and BICM-ID at the destination nodes and

how the performance can be improved by investigating modulation schemes during

the broadcast phase of PNC.

Essential background information was presented in Chapter 2, covering the con-

struction, encoding and decoding of BICM-ID, turbo and LDPC codes. It also

introduced fundamental concepts from information theory in order to explain an

important tool for analysing the iterative behaviour of the different decoders, known

as the ExIT chart. Here, the mutual information between the a priori information

and extrinsic information of the component decoders/demappers is measured at each

iteration and can be plotted to observe if the iterative decoder will converge at a

particular signal-to-noise ratio.

Chapter 3 investigated the performance of BICM-ID turbo and LDPC codes

of different block sizes and code rates combined with end-to-end PNC. Many sim-

ulation results were presented on TWRCs with AWGN and Rayleigh fading and

comparisons were made between the three coding schemes. An unexpected result

from this research was the poorer performance of the LDPC codes compared to

BICM-ID and turbo codes. On a single-user system with no relay the LDPC codes

and turbo codes both performed almost identically and outperformed BICM-ID.

However, uncorrected errors from the relay caused all three iterative decoding algo-

rithms to generate incorrect initial LLR values, but the sum-product decoder of the

LDPC code was less robust to these incorrect LLR values and the performance was

severely degraded at the destination nodes. Meanwhile the performance of BICM-ID

and the turbo codes was only slightly degraded at the destination nodes.

Chapter 4 presented a thorough ExIT chart analysis of all three iterative decoders

at the destination nodes when combined with end-to-end PNC. The set up to obtain
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the ExIT chart for each coding scheme was explained and ExIT charts diagrams

were given showing their convergence behaviour at different signal-to-noise ratios.

The ExIT charts validated the simulation results obtained in Chapter 3, showing

how at a particular SNR the tunnel formed by the mutual information curves for

each component decoder/demapper was much wider for BICM-ID and turbo codes

indicating that convergence occurs in few iteration steps. Conversely, the tunnel

for the LDPC codes was much narrower showing how the sum-product decoder

struggled to converge at the same SNR.

Chapter 5 addressed the issue of the degradation in performance of the coding

schemes combined with PNC by proposing the employment of angle modulation for

the broadcast phase. Making a hard decision on the interference at the relay causes

all reliability information about that signal to be removed. Hence, when the binary

sequence is broadcast to the destination nodes we only gain reliability information

about the received signal at the destination nodes. The iterative decoders also

assume that the received signal was transmitted error free but this is not true due

to uncorrected errors at the relay. In this chapter, we take the received symbols

at the relay and use them to modulate the frequency or phase of a carrier signal,

i.e. frequency or phase modulation. This is a more preferred method over simply

amplifying and forwarding the received symbols, where there will be a significant

probability of transmitting values close to zero resulting in potential synchronisation

problems. FM and PM both have constant envelopes and will not have this problem.

Also, amplify-and-forward will not remove the noise added at the relay from the

multiple access phase of PNC so the performance at the destination nodes will be

much worse. Simulation results have shown that employing FM or PM reliably

transfer the received values at the relay to the destination nodes, which aids the

decoders by correctly initialising the received LLR values.

Future Work

This thesis has investigated different iterative decoding and detection algorithms

combined with PNC. There are still many area of investigation for PNC.

• Suggestion for extensions of this work might include other iterative coding

schemes such as the construction of non-binary channel coding, where non-
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binary codes can provide performance improvements over binary LDPC codes,

and may also be better suited to some communications channels and systems.

• The ExIT chart was used to predict the performance of iterative decoding

and one can envision extending this method in order to use BER estimation

based ExIT chart. The original ExIT chart was successfully used to design

the encoder of the turbo code. Therefore, a second area of future interest is

the design of constituent encoders using an ExIT chart.

• The concepts regarding the implementation and improvement of angle modu-

lation with PNC may be directly applied to optical or underwater communi-

cation systems.

• Emphasis should be placed on the technique of OFDM at the relay to mitigate

multiuser interference and the results should be compared with a single carrier

PNC system.

• While this thesis covered AWGN and Rayleigh flat-fading channels of the

end-to-end PNC system, extending the work to a multipath channel is worth

investigating, as the frequency selectivity will require an advanced equalization

stage.

• Further work should consider multi-relaying and multiple-input-multiple-output

(MIMO) systems.
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Appendix A

Soft Demapping of 9-Point

Constellation at the Relay with

LLRs

At the relay, we have a 9-point constellation, as shown in Figure 2.9, and we wish to

determine the individual log-likelihood ratios (LLRs) of the pair of demapped bits.

For the QPSK mapping signal, assume that the first bit denotes as b
(1)
1 ⊕ b

(2)
1 and

second bit denotes as b
(1)
2 ⊕ b

(2)
2 . Each constellation point can be demapped to a pair

of bits representing the XOR of the users bits, b
(1)
1 ⊕ b

(2)
1 and b

(1)
2 ⊕ b

(2)
2 , as illustrated

in Figure A.1. User 1 generates two bits, b
(1)
1 and b

(1)
2 , and user 2 generates two bits,

b
(2)
1 and b

(2)
2 . Each user maps their pair of bits to a QPSK signal and at the relay

we obtain the 9-point constellation. To determining the LLR of the first demapped

bit, the conditional pdf that the first demapped bit is a 0, p(r|b(1)1 ⊕ b
(2)
1 = 0), is

determined as

p(r|b(1)1 ⊕b
(2)
1 = 0) = e−

[(rI−
√

2)2+(rQ−

√

2)2]

2σ2 +e−
[(rI+

√

2)2+(rQ−

√

2)2]

2σ2 +e−
[(rI+

√

2)2+(rQ+
√

2)2]

2σ2 +

e−
[(rI−

√

2)2+(rQ+
√

2)2]

2σ2 + 2e−
[r2I+(rQ−

√

2)2]

2σ2 + 2e−
[r2I+(rQ+

√

2)2]

2σ2 . (A.1)

where rI and rQ are the real and imaginary part of r. The equation (A.1) can be

simplified to

p(r|b(1)1 ⊕ b
(2)
1 = 0) =

(
e−

(rQ−

√

2)2

2σ2 + e−
(rQ+

√

2)2

2σ2

)(
e−

(rI−
√

2)2

2σ2 + e−
(rI+

√

2)2

2σ2 + 2e−
r2I
2σ2

)
.

(A.2)
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Figure A.1: The constellation point at the relay.

Similarly, the conditional pdf that the first demapped bit is a 1, p(r|b(1)1 ⊕ b
(2)
1 = 1),

is determined as

p(r|b(1)1 ⊕ b
(2)
1 = 1) = 4e−

r2I+r2Q

2σ2 + 2e−
[(rI−

√

2)2+r2Q]

2σ2 + 2e−
(rI+

√

2)2+r2Q

2σ2 . (A.3)

This can be simplified to

p(r|b(1)1 ⊕ b
(2)
1 = 1) = 2e−

r2Q

2σ2

(
e−

(rI−
√

2)2

2σ2 + e−
(rI+

√

2)2

2σ2 + 2e−
r2I
2σ2

)
. (A.4)
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Therefore, the LLR of the first demapped bit, Λ(rb
(1)
1 ⊕ b

(2)
1 ), is

Λ(r | b(1)1 ⊕ b
(2)
1 ) = ln

(
p(r|b(1)1 ⊕ b

(2)
1 = 0)

p(r|b(1)1 ⊕ b
(2)
1 = 1)

)
, (A.5a)

= ln

((
e−

(rQ−

√

2)2
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√

2)2
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)(
e−

(rI−
√
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√
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(A.5b)
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)
, (A.5c)

= ln
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Finally, the LLR of the first demapped bit is

Λ(r | b(1)1 ⊕ b
(2)
1 ) = ln

(
cosh

(√2rQ
σ2

))
− 1

σ2
(A.6)

To determining the LLR of the second demapped bit, we can also use the same

method to determine the LLR as

p(r|b(1)2 ⊕b
(2)
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This can be simplified to

p(r|b(1)2 ⊕ b
(2)
2 = 0) =

(
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(A.8)

Similarly, the conditional pdf that the second demapped bit is a 1, p(r|b(1)2 ⊕b
(2)
2 = 1),

is determined as

p(r|b(1)2 ⊕ b
(2)
2 = 1) = 4e−

r2I+r2Q

2σ2 + 2e−
[r2I+(rQ−

√

2)2]
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2σ2 , (A.9)
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which can be simplified to

p(r|b(1)1 ⊕ b
(2)
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Therefore, the LLR of the second demapped bit, Λ(rb
(1)
2 ⊕ b

(2)
2 ), is
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Finally, the LLR of the second demapped bit is

Λ(r | b(1)2 ⊕ b
(2)
2 ) = ln

(
cosh

(√2rI
σ2

))
− 1

σ2
(A.12)
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Appendix B

The Signal Power and Symbol

Energy

The average power consumption over the interval is given by dividing the total

energy consumed by the length of the time interval as

Pa =
E

T
(B.1)

where

E =

∫ ∞

−∞
P (t)dt (B.2a)

=

∫ ∞

−∞
(|u(t)|)2dt (B.2b)

Since the signals represented in terms of power and the power depends on time as

signal is dependant, therefore, the term P (t) = s2(t) is called instantaneous power.

The average power can be expressed as

Pa =
1

T

∫ T/2

−T/2
(|u(t)|)2dt (B.3)

The mathematically introduce the power from equation (2.1) as

Pa =
1

T

∫ T/2

−T/2
A2(t) cos2

(
2πfct + θ(t)

)
dt (B.4)
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where cos2(ε) = 1
2
+ 1

2
cos(2ε) then equation (B.4) becomes

Pa =
1

2T

∫ ∞

−∞
A2(t)dt+

1

2T

∫ ∞

−∞
A2(t) cos

(
4πfct+ 2θ(t)

)
dt (B.5a)

=
1

2T

∫ ∞

−∞
A2(t)dt+ 0 (B.5b)

By evaluation of integral in equation (B.5b), we note that power is not a function

of time [101]. Thus, the power is

Pa ≈
A2

2T
T (B.6a)

=
A2

2
(B.6b)

This is mean that at any point in the signal the power of the signal is simply equal

to its amplitude squared. In the log domain, we can expressed Es and N0 as

Es = Ps − 10 log(Rs) (B.7)

N0 = Pn − 10 log(Bn) (B.8)

where Ps and Pn are the symbol and noise power in dB, respectively, and Bn is the

noise bandwidth. Therefore,

Es/N0 = Ps − 10 log(Rs)− Pn + 10 log(Bn) (B.9)

Evaluating BER vs Es/N0 provides a means for comparing modulation types against

each other in AWGN independent of the bandwidth used in each test. Using the

definitions for Es and N0 in equations (B.7) and (B.8), this can be done even for

partial-response systems or other systems where matched filtering is not used and

Es/N0 may not equal SNR as

Es/N0 (dB) = 10 log(
T

2Ts

) + Ξ (dB) (B.10a)

= 10 log(
Ns

2
) + Ξ (dB) (B.10b)

= 10 log(
fs
2B

) + Ξ (dB) (B.10c)
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where the two quotients of Es/N0 and Eb/N0 are related to each other according to

the following

Es/N0 = (Eb/N0) log2M (B.11)

where M is the number of points in the modulated constellation. When FEC is

used, the code rate Rc of the FEC needs to be taken into account so that Eb, the

user information bit energy, is accurately accounted for. The bit energy, Eb, can be

computed from Ps as

Eb = Ps − 10 log10(Rb) (B.12a)

= Es − 10 log10(m)− 10 log10(R) (B.12b)

where Rb and R are the bit rate and the overall FEC code rate, respectively, and

m = log2M . Then equation (B.10) becomes

Eb/N0 (dB) = 10 log10(
fs
2B

)− 10 log10(m) + Ξ (dB) (B.13a)

= 10 log10(
fs
2B

)− 10 log10(m) + 10 log10(Ξ) (B.13b)

= 10 log10(
fs
2B

) + 10 log10(Ξ) (B.13c)

where the term 10 log10(m) equal 0 for QPSK. However, the logarithm of a product

is the sum of the logarithms of the factors log(εκ) = log(ε) + log(κ), then the

equation (B.13c) can be rewritten as

Eb/N0 = 10 log10(
fs
2B

Ξ) (B.14)

For any two real numbers ε and κ, the relation ε = 10κ is equivalent to κ = log10(ε),

where ε is positive and ε 6= 1. Then equation (B.14) becomes

10Eb/N0 =
fs
2B

Ξ (B.15)

Hence, N0 can be expressed as

N0 =
2EbB

fsΞ
(B.16)
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