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Abstract

In the present work, a study of different numerical heat transfer models is presented used for Homogeneous Charge

Compression Ignition (HCCI) internal combustion engine simulations. Since the heat loss through the walls of an

engine is an important parameter during engine optimization, as it influences power, efficiency and emissions, accurate

modeling techniques need to be available. In this work, the predictive capability of different Computational Fluid

Dynamics (CFD) models has been assessed, by using data obtained from experiments on a Cooperative Fuel Research

(CFR) engine, a simple single cylinder pancake engine, which has been probed with local heat flux sensors into the

combustion chamber walls. The open-source software OpenFOAM R© was used to perform simulations of this engine,

under both motored and HCCI operation, with a specific focus on the performance of different heat flux models. Due

to the simple engine geometry, more numerically demanding heat flux modeling methods could be used, maintaining

an acceptable computation time. This allowed a full comparison between the equilibrium wall models as in standard

use, an improved empirical heat flux correlation and a numerically intensive low Reynolds formulation. The numerical

results considering all aspects of the heat flux - both its progress in time as well as quantitative aspects such as the

peak heat flux or the total heat loss - have then been compared to an extensive experimental database. This allowed a

full analysis of the performance of the different methods. It was found that the low Reynolds formulation described

the physical behavior near the wall the best, while predicting acceptable results concerning the heat flux through

the engine walls. The best heat flux prediction was however obtained with an improved empirical model, which

additionally has a much shorter computation time. This is crucial when moving on to heat flux simulations of more

complex production-type engines. Lastly, the equilibrium models were never capable of accurately predicting the wall

heat flux.
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1. Introduction

Nowadays, the transportation sector is facing prob-

lems due to its negative effects on global warming and

human health, caused by the exhaust of excess CO2
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and harmful emissions like soot and NOX into our at-

mosphere. The bulk of the transport sector is powered

by the internal combustion engine. Governing bodies

are therefore imposing more stringent emissions legisla-

tions, limiting the maximum allowed quantities of CO2

and pollutants an engine can emit. Engine manufactur-

ers have to comply to these rules and are therefore in-

vestigating new engine technologies, trying to further

develop, improve and optimize them.

An important aspect in the optimization procedure of

these engine technologies, such as the HCCI combus-

tion mode, is the study of the heat transfer through the

walls of the engine [1, 2, 3, 4, 5]. This has of course a

direct influence on the power and efficiency of the en-

gine, since more heat being lost means less power be-

ing transferred to the crankshaft. Additionally this also

has an influence on the thermal energy that is going out

through the exhaust, which is an important aspect since

different after-treatment tools require a sufficient acti-

vation temperature. Maybe less straightforward is the

influence on the formation of pollutants. However, this

becomes clear when we see that the formation of for ex-

ample harmful NOX is mostly thermal and thus largely

influenced by the temperature in the engine cylinder. It

is thus clear that the heat transfer through the walls of

an engine is an important aspect in the optimization pro-

cess and that adequate tools are necessary to character-

ize and evaluate this.

Computational Fluid Dynamics (CFD) seems like an

interesting tool to study this and support the optimiza-

tion of the engine. It allows a fast change in engine set-

tings and design to determine the optimal ones, without

always rebuilding the experimental setup. Of course,

the numerical approach has to be validated first, indi-

cating the need for a good initial experimental database.

Other studies, like the one by Komninos et al. [4] and

Rakopoulos et al. [6] base themselves on data found in

literature, where heat fluxes have been measured dur-

ing the engine experiments. Such data is for example

presented by Nijeweme et al. [2] and Alkidas [7] for

spark ignition engines and Lawton [8] for compression

ignition engines.

There are a number of problems here. First, only

recently have experimental data using more advanced

measurements techniques become available for the new

combustion modes currently being studied [9]. Thus,

modeling approaches for these modes have not yet been

validated. Secondly, only the performance of the dif-

ferent heat flux methods under motoring operation was

checked previously [4, 6]. The performance of the heat

flux models under fired operation, and especially HCCI

operation, remains unchecked. There is therefore a need

to perform experiments on engines operating according

to these new principles and use appropriate measure-

ment tools to obtain reliable and accurate data to evalu-

ate the performance of CFD calculations. Additionally,

these simulations need to be performed under both mo-

tored but also fired operation, to more accurately eval-

uate the performance of the heat flux models for a new

combustion mode such as HCCI.

Different techniques are currently being used to mea-

sure this heat flux. An estimation based on the en-

ergy exchange with the cooling circuit [10] can be per-

formed, but this does not give very accurate results.

To directly measure the heat flux that is going through

the walls of the engine as a function of time, heat flux

probes have to be mounted inside the cylinder. These

sensors have to be small, since there is not much space

in a production engine to insert these probes. A pos-

sible solution is the development and use of Thin Film
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Gauge sensors as described by Thorpe et al. [11] and

De Cuyper et al. [12, 13]. Their applicability for en-

gine research has been shown by Broekaert et al. [9, 14]

by measuring the heat flux in a HCCI operated research

engine as well as in a production type engine operating

in PPC mode [15]. De Cuyper et al. [16] also demon-

strated their use to measure the heat flux in a production

type spark ignition engine.

When an extensive database of engine experiments

is available, including the heat flux traces, as presented

in [14, 9], the performance of different models can be

evaluated. First of all, there exist a number of differ-

ent empirical models, predicting the heat flux in a zero-

dimensional or one-dimensional manner, like the ones

developed by Annand [17], Woschni [18] and Bargende

et al. [19]. Where the model of Bargende should be

best suited for HCCI operation, it was already shown by

Broekaert et al. [14] that all these models are not able to

correctly capture the heat flux under varying engine op-

eration. A new model that operates well under varying

settings was needed and is described in [15].

Since these empirical models often use simple mod-

els for the flow and turbulence in the combustion cham-

ber, improvement to the prediction of the heat flux

can also be obtained by switching to three-dimensional

models and studying CFD simulations of the internal

combustion engine. Also here different models exist to

calculate the heat flux through a wall. The earliest de-

veloped and probably best known one is the model of

Launder and Spalding [20]. This model however uses

a lot of simplifications, which is why different others

have been developed, for example also taking variable

density or viscosity into account. The well-known other

heat flux models are the ones of Huh et al. [21], Angel-

berger et al. [22], Han and Reitz [23] and Rakopoulos et

al. [6]. In the work of these last ones, the performance

of these CFD models has also been analyzed by com-

paring them with the gasoline and diesel engine exper-

iments obtained from [2, 7, 8]. They found acceptable

results for the models developed by Han and Reitz [23]

and Rakopoulos et al. [6], while the results obtained us-

ing the other models were inaccurate. Others [10] how-

ever state these models overpredict the heat flux at the

wall, while Nijeweme et al. [2] and Reitz [24] state the

opposite, namely that these models always underpredict

the heat flux. It is clear that a thorough investigation

coupling experimental and numerical results is neces-

sary.

Additionally, Nijeweme et al. [2] and Ma et al.

[25, 26] propose the use of a non-equilibrium approach

to calculate the wall heat flux. Contrary to the previ-

ously described equilibrium models, no simplifications

are used to derive a model. Instead the energy equa-

tion is solved in the boundary layer. They compare

their results with the ones obtained by using the previ-

ously mentioned models and obtained better predictions

of the heat flux. Where Ma et al. studied a spark igni-

tion engine, this work wants to focus on an engine using

the auto-ignition principle to start its combustion, espe-

cially for HCCI operation. In this operation, the flow

inside the combustion chamber can be fairly different

and can have a large influence on the heat flux through

the engine walls. A correct prediction of this heat flux is

furthermore very important, as it influences the temper-

ature and thus the start of auto-ignition or combustion,

an important control parameter, especially for HCCI op-

eration.

In this work, the different modeling techniques have

all been implemented in a CFD framework using

OpenFOAM R©. Results from a motored study of the per-
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formance of these heat flux models have already been

presented in [27]. This work then further analyzes the

performance of these models under HCCI operation, an

interesting combustion mode to tackle global emission

problems, however in need of adequate modeling tools

for its development and optimization.

In the remainder of this work, the experimental setup

together with the used heat flux sensors is first dis-

cussed. Secondly, the numerical methodology and a

framework and approach for engine simulations is pre-

sented. The differently used and most important numer-

ical models for correctly simulating HCCI operation are

briefly explained, together with the different heat flux

models. Thereafter, the CFD results under varying con-

ditions using various heat flux models are given and

compared with experimentally obtained results. The

performance and predictive capability of the different

models is analyzed and discussed in detail. The findings

of this work are then lastly summarized in the conclu-

sion section.

Nomenclature

Abbreviations

ABDC After Bottom Dead Center

ATDC After Top Dead Center

BBDC Before Bottom Dead Center

BTDC Before Top Dead Center

CAD Crank Angle Degree

CCM Chemistry Coordinate Mapping

CFD Computational Fluid Dynamics

CFR Cooperative Fuel Research

CR Compression Ratio

EGR Exhaust Gas Re-circulation

EVC Exhaust Valve Closing

EVO Exhaust Valve Opening

HCCI Homogeneous Charge Compression Ignition

HFM Hot Film Air Mass

ICE Internal Combustion Engine

IVC Intake Valve Closing

IVO Intake Valve Opening

PIV Particle Image Velocimetry

PPC Partially Premixed Combustion

RANS Reynolds Averaged Navier-Stokes

RNG Re-Normalization Group

RTD Resistance Temperature Detector

SST Shear Stress Transport

TDAC Tabulation of Dynamic Adaptive Chemistry

TFG Thin Film Gauge

TKE Turbulent Kinetic Energy

Symbols

α Thermal diffusivity (m2 s−1)

αt Turbulent thermal diffusivity (m2 s−1)

ε Eddy-dissipation rate (m2 s−3)

λ Thermal conductivity (W m−1 K−1)
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λt Turbulent thermal conductivity (W m−1 K−1)

µ Dynamic viscosity (Pa s)

µt Turbulent dynamic viscosity (Pa s)

ν Kinematic viscosity (m2 s−1)

ω Specific dissipation rate (s−1)

ρ Density (kg m−3)

τ Viscous stress tensor (Pa)

Q̇ Source term for the rate of heat release (W m−3)

cp Specific heat capacity under constant pressure

(J kg−1 K−1)

Dk Diffusion coefficient (-)

h Convection coefficient (W m−2 K−1)

k Turbulent kinetic energy (m2 s2)

Nu Nusselt number (-)

P Pressure (Pa)

P+ Non-dimensional pressure term (-)

Pr Prandtl number (-)

Prt Turbulent Prandtl number (-)

q Heat flux vector (W m−2)

R Specific gas constant of air (J kg−1 K−1)

Re Reynolds number (-)

T Temperature (K)

Tw Wall temperature (K)

T+ Non-dimensional temperature (-)

u Velocity flow field (m s−1)

uτ Shear velocity (m s−1)

ux Velocity along the x-axis (m s−1)

uy Velocity along the y-axis (m s−1)

u+ Non-dimensional velocity parallel to the wall (-)

y Distance from the wall (m)

Yk Species mass fraction (-)

y+ Non-dimensional distance from the wall (-)

2. Experimental setup

A database of local and instantaneous heat flux mea-

surements has been obtained from a single-cylinder en-

gine, the Waukesha CFR engine, by probing this engine

with heat flux sensors. Additionally, also pressure sen-

sors and temperature sensors have been installed in in-

take and exhaust manifolds as well as inside the cylin-

der. This resulted in a large database of experimen-

tal data, under varying engine conditions, serving as a

good tool for comparison and validation of numerical

results. This database has been reported in [14]. A short

overview of the experimental methodology is first given

to better understand how the data was acquired and how

it is used for comparison with CFD results.

2.1. CFR engine

The CFR engine, which can be seen schematically in

Figure 1, is a very simple engine, which makes it per-

fectly suited for research purposes. It is a flat-piston

”pancake combustion chamber” engine, with a single
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Figure 1: CFR engine

intake and exhaust duct. Its main parameters can be

found in Table 1.

This engine has been rebuilt for HCCI operation on

n-heptane by equipping the intake ducts with a preheat-

ing system and an injection system for n-heptane and

by removing the throttle valve. Additionally, it also has

a variable compression ratio which can be chosen by

means of a lever and two values for the engine speed,

600 and 900 rpm. For motored operation, this compres-

sion ratio and the engine speed have been varied and

the heat flux has been recorded accordingly in several

probe locations inside the engine cylinder. When the

engine was running in HCCI operation, the fuel mass

flow rate was also varied. Coupled with measurements

of the temperature and pressure, a large experimental

database of 12 motored and 22 fired operations under

these varying settings was obtained. For the analysis,

the measurements, such as the in-cylinder pressure and

Bore 83.06 mm

Stroke 114.2 mm

Connecting rod 254 mm

Displacement 618.8 cc

Compression ratio Variable

Engine speed 600 or 900 rpm

Intake Valve Opening (IVO) 10◦ ATDC

Intake Valve Closure (IVC) 29◦ ABDC

Exhaust Valve Opening (EVO) 39◦ BBDC

Exhaust Valve Closure (EVC) 12◦ ATDC

Table 1: CFR engine parameters

the heat flux, have been recorded for every cycle and are

first averaged over 100 cycles. In this work, the graphs

always represent this averaged value of the presented

quantities. Also, in this work, a base compression ratio

of 10 and engine speed of 600 rpm was chosen. If noth-

ing else is mentioned on the operation of the engine,

these are the settings that have been used.

2.2. Heat flux measurements

The actual and instantaneous heat flux going through

the walls of the engine was measured, differently from

other works where it is estimated from the heat ex-

change with the cooling circuit [10]. Two types of sen-

sors have been used for that purpose and have been

mounted in the engine cylinder. The first is a commer-

cially available Vatell HFM-7 sensor, which consists of

a thermopile to measure the heat flux signal and a Re-

sistance Temperature Detector (RTD). However, due to

its rather large dimensions, another type of sensor has

been developed, which can be more easily used in a

production type engine. This other type of sensor is a

Thin Film Gauge sensor, consisting of a thin metallic
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film, which acts as an RTD, on a basis of insulating ma-

terial [11]. Due to the insulating layer, the heat flux

signal cannot be measured directly, but has to be cal-

culated based on the RTD measurements during post-

processing. The interested reader is referred to [12] for

more information on this process.

Since the CFR-engine is not a production type engine

and space for the mounting of sensors was quite large,

the Vatell HFM-7 sensor was mainly used for the heat

flux measurements, while the TFGs were used to get an

idea of the wall temperatures. The other equipment used

during the experiments is described in [14, 9]. An error

analysis on the heat flux data was carried out according

to the methods described by Taylor [28]. The uncer-

tainty on the measured wall temperature and heat flux is

determined by the uncertainties on the calibration coef-

ficients to convert the measured signals to their respec-

tive quantities. These coefficients and their uncertainty

were determined by the sensor manufacturer. Four pos-

sible probe locations have been used, one in the cylinder

head (P1), 29.7 mm off-center, and three in the cylinder

liner (P2-P4), centered 9 mm below the cylinder head.

These locations can be seen in Figure 2, where EV and

IV represent the exhaust and intake valve locations. If

nothing else is mentioned, the heat flux data from sensor

location P1 was used.

Figure 2: Heat flux sensor locations

3. Numerical methodology

Nowadays, 3D-simulations have important tools in

engine development and optimization processes. In this

work, the OpenFOAM R© framework extended with the

LibICE library, which incorporates necessary functions

for engine simulations and has been developed by the

ICE group at Politecnico di Milano [29, 30, 31, 32, 33,

34], has been used. Thermophysical properties such as

cp, thermal conductivity, thermal diffusivity and viscos-

ity have been modeled in a temperature dependent way

and the in OpenFOAM R© embedded Sutherland trans-

port model and the JANAF formulation have been used

to do so. The ideal gas relation was used to describe the

mixture.

Both closed and full cycle engine simulations have

been performed, as well as gas exchange simulations.

These last ones were necessary to study the effect of

possible internal EGR on the species’ mass fraction dis-

tribution inside the cylinder and investigate any strat-

ification of the fuel. The discretized geometry used

for these kind of simulations can be seen in Figure 3.

These gas dynamics simulations served the goal to prop-

Figure 3: 3D mesh of the CFR engine with an indication of two sensor

locations, one in the cylinder head and one in the liner of the engine

mesh

erly initialize the species’ fields for the afterwards per-

formed closed cycle simulation, where only the internal

flow was investigated and the combustion and heat flux
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going through the walls was then studied. Together with

the experimental data on the in-cylinder pressure and

measured wall temperatures, this allowed to set the ini-

tial and boundary conditions for the closed cycle HCCI

simulations. In what follows the most important sub-

models for these simulations will be discussed.

3.1. Turbulence modeling

For this work, a RANS methodology was chosen, as

it is the least computationally intensive method. This

methodology allows the use of a less fine mesh and thus

results in a faster computation, ideal for fast engine op-

timization. This method only resolves the average flow

field and requires a model to incorporate the effect of

turbulent perturbations. Various models exist, such as

the k-ε model, in its standard, realizable or RNG form,

and the k-ω SST model. For this work, the standard

k-ε model was chosen, with the standard values for its

parameters as can be seen in Table 2. Since the main in-

terest was the heat flux modeling and not the turbulence

modeling, this model was chosen, because it is the sim-

plest one, performing well in a standard situation. For

more information on CFD, the governing equations and

how to numerically calculate them and the different tur-

bulence models, the interested reader is referred to spe-

cialist literature such as the work of Pope [35], Schlicht-

ing [36] or Versteeg and Malalasekera [37].

3.2. Chemistry modeling

Transport equations for the chemical species have to

be solved in combustion problems taking into account

effects of convection, diffusion and reaction. For any

chemical species Yk, the following equation is solved:

∂

∂t
(ρYk) +

3∑
i=1

∂

∂xi
(ρuiYk) =

3∑
i=1

∂

∂xi
(ρDk

∂Yk

∂xi
) + ω̇k (1)

Here the index i represents the three orthonormal direc-

tions and ui the velocity in the corresponding direction.

The density is given by the term ρ, while Dk represents

the diffusion coefficient, used in Ficks Law to calculate

the diffusion flux, and ω̇k the chemical source term for

the species Yk [38]. A chemical kinetic scheme is there-

fore necessary, to allow the calculation of these source

terms. This calculation requires the solution of a set

of nonlinear and stiff ordinary differential equations and

thus requires a lot of computational resources.

For n-heptane combustion, various kinetic schemes

can be used. Largely reduced skeletal mechanisms ex-

ist, like the one from Liu et al. [39] consisting of

44 species and 112 reactions, which will result in a

fast computation time. However, more detailed kinetic

schemes, like the one from Curran et al. [40] consisting

of 550 species and 2450 reactions, are capable of pre-

dicting more occurring phenomena and thus more accu-

rate results. Since the computation time scales linearly

with the number of reactions and quadratically with the

number of species [41], this comes however at a very

large increase in numerical expenses and is no longer

feasible in a straight-forward manner. Some accelera-

tion techniques are necessary if these more detailed ki-

netic schemes are to be used.

In this work, an extended version of the detailed

mechanism of Curran et al. [40] was used, obtained

from the website of the Lawrence Livermore National

Laboratory and described by Mehl et al. [42, 43]. Since

this chemistry scheme contains 652 species and 2822

reactions, chemistry acceleration techniques have to be

added to the simulation. A technique based on the

TDAC method from Contino et al. [41, 44, 45] has

been used. This method stores earlier calculated chem-

istry solutions in a table and tries to re-use them later
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Constant Cµ C1 C2 C3 σk σh σε

Value 0.09 1.44 1.92 0 1.0 1.0 0.769

Table 2: Parameter values in k-ε model

on for points in near-equal state. On top of that, a dy-

namic reduction method is added to the chemistry kinet-

ics scheme, that determines the most important species

every time-step and discards the others, thus reducing

the computation time when the chemistry does have to

be calculated. It has the additional benefit that in this

way, the corresponding species equation (1) no longer

has to be calculated, further reducing the computation

time. Additionally, a Chemistry Coordinate Mapping

technique (CCM) as presented in [46, 47] was also used

on top of the TDAC method. This allows for multi-zone

chemistry, meaning that cells with similar state were

grouped and that chemistry only has to be calculated

once for the entire group. To not impair the accuracy

too much, tabulation was switched off when using this

CCM technique.

3.3. Wall heat flux calculations

To calculate the heat flux that is going through the

walls of the internal combustion engine, the relation

given in equation 2 can be used. This is the general

way of calculating the heat flux, as a product between

the density ρ, the specific heat constant cp, the thermal

diffusivity α and the temperature gradient normal to the

wall dT/dy.

qw = ρ cp α
dT
dy w

(2)

However, in a RANS framework, cell sizes are too

large to accurately calculate the temperature gradient

and sub-grid turbulence modeling is necessary. We can

see this adaptation in equation 3:

qw = ρ cp (α + αt)
dT
dy w

(3)

We clearly see the resemblance with the more well-

known relation for the viscous stress (τw = (µ+µt) du
dy w

),

where the viscosity is also divided in a molecular part µ

and a turbulent part µt, the latter then calculated by the

RANS-model. How this turbulent thermal diffusivity αt,

necessary for heat flux calculations, can be calculated or

modeled, will be discussed in the next sections.

3.3.1. Equilibrium wall models

The general approach in modeling this turbulent part

αt is the use of equilibrium wall models, which can be

derived from the thin shear layer energy equation. The

obtained equation is then a relation between the temper-

ature and the distance away from the wall, thus describ-

ing the behavior of the temperature in the near-wall or

boundary layer region. This is the same methodology

used to derive the log-law relationship between the ve-

locity and the distance away from the wall in the bound-

ary layer, based on the thin shear layer momentum equa-

tion [36]. How these near-wall relations are derived is

described by Schlichting [36] and Han and Reitz [23]

and is not repeated here. Only the result of these deriva-

tions is given, where in equation 4 the well-known mo-

mentum law of the wall can be recognized.

u+ =

 y+ i f y+ < 11
1
κ
ln(y+) + B i f y+ ≥ 11

(4)

This law of the wall gives the relation between a non-

dimensional velocity u+ at the wall, which is the ratio
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of the parallel velocity at the wall and the shear velocity

(u/uτ), and a non-dimensional distance away from the

wall y+ (y+ = yuτ/ν). It describes the behavior of the

velocity in the boundary layer. For more in-depth infor-

mation on this boundary layer modeling, the interested

reader is referred to the work of Schlichting [36].

The solution of the thin shear layer energy equation

is less uniform, since a number of different models have

been proposed that use different simplifications. The

derivation process, described in [23], is however sim-

ilar for all models and is omitted here. The solution

presented here is the model given by Rakopoulos et al.

[6], which results in the description of the temperature

boundary layer given by equation 5:

T + =
1

0.4767

[
ln

(
y++

1
0.4767Pr

)
−ln

(
40+

1
0.4767Pr

)]
+ 10.2384 + P+

(y+ − 40 + 117.31(0.4767 + 1
Pr )

0.4767 + 1
Pr

)
(5)

Again, a relation between a non-dimensional quantity,

this time the temperature T + and a non-dimensional dis-

tance y+ is obtained. One can also recognize the first

part of the equation presenting a logarithmic relation

while the second part is a linear relation, indicating a

similar behaviour of the temperature in the boundary

layer as prescribed by the momentum law of the wall

in equation 4.

By using the relation between T + and the heat flux

and the definition of P+, which represent the influence

of pressure fluctuations ( dP
dt ) as given by equation 6, a

formulation for the wall heat flux (7) can be derived

from this temperature boundary layer profile [6].

T + =
ρuτcpT

qw
ln(

Tw

T
); P+ =

( dP
dt )ν

qwuτ
(6)

qw =

ρcpuτTln( Tw
T ) − dP

dt
ν
uτ

(
y+−40

0.4767+ 1
Pr

+ 117.31
)

1
0.4767

[
ln(y+ + 1

0.4767Pr ) − ln(40 + 1
0.4767Pr )

]
+ 10.2384

(7)

By definition, equation 7 should be equal to equation

3, which allows the calculation of the turbulent thermal

diffusivity αt at the wall and thus allows the modeling

of the turbulent contribution to the heat flux.

Besides the wall heat flux model described by

Rakopoulos et al. [6], other models exist, like the ones

from Angelberger et al. [22], Han and Reitz [23], Huh

et al. [21] and Launder and Spalding [20]. The for-

mulation of these wall models is presented in Appendix

A. The performance of these models have all been ana-

lyzed and is presented later on.

These wall models have also been compared to a

much simpler method, where a straightforward value for

the turbulent thermal diffusivity αt is set. This value is

given as the ratio of the turbulent viscosity µt, which

is modeled by the turbulence model, to the turbulent

Prandtl number Prt which was chosen constant. This

method omitted the use of these complex wall heat flux

formulations and allowed the choice of the most appro-

priate turbulent Prandtl number to best match the exper-

imentally obtained heat flux results.

3.3.2. Convective heat flux modeling

Another approach in the calculation of the heat flux,

is the use of empirical correlations. These are related

to the convection coefficient and therefore calculate the

heat flux based on the convective law given in equation

8.

qw = h · (Tgas − Tw) (8)

The convection coefficient h in this equation can be

found by using the Pohlhausen equation, relating the
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Nusselt number to the Reynolds and Prandtl number (9).

hL
λ

= Nu = a Reb Prc (9)

Various empirical models exist, such as the ones from

Annand [17], Woschni [18] or Bargende [19], where

values for the parameter a, b and c are chosen. Here

c is mostly chosen 0, since the Prandtl number does not

change significantly during the engine cycle [48] and

can thus be lumped into the parameter a. Additionally,

since Re = ρUL/µ, the characteristic length L and ve-

locity U have to be modeled to accurately represent the

gas motion inside the engine.

In this work, a convective heat flux formulation has

also been implemented in OpenFOAM R©. The chosen

model for the derivation of the convection coefficient is

the one by Broekaert et al. [15]. Here the characteristic

length was chosen equal to the bore of the engine, while

the characteristic velocity was modeled in time, equal

to the square root of twice the average turbulent kinetic

energy in the engine cylinder (U =
√

2k). The model

for the convection coefficient then looks like:

h = a
λ

D
(
ρ
√

2kD
µ

)b (10)

with D being the engine bore, a being an engine de-

pendent scaling coefficient, chosen equal to 0.15 for the

CFR engine and b a constant chosen equal to 0.8. It was

empirically shown in [15, 14] that this model performed

the best for new combustion modes such as HCCI and

PPC, and it is therefore also compared in this work in a

CFD framework.

3.3.3. Low Reynolds approach

A final method that has been studied, is to no longer

use any model or correlation, but to refine the mesh in

the boundary layer region and thus accurately resolve

the temperature in that region and therefore also the

temperature gradient. This is achievable when reduc-

ing the y+ value below 5, to resolve the thermo-viscous

sublayer.

With this method, it is no longer necessary to model

the turbulent thermal diffusivity αt, since the cell sizes

are refined and the temperature gradient is now accu-

rately calculated by the simulation. Results on this

method and the other previously described methods will

be presented in the next section. An important note

however already on this Low Reynolds approach, is that

the large increase in mesh resolution makes this method

very numerically demanding, which is something that

has to be taken into account.

4. Results and discussion

4.1. Validation

Before comparing and analyzing the different heat

flux calculation methods, it is necessary to ensure that

the proper operation of the HCCI engine has been sim-

ulated. Obtained numerical results on important engine

quantities have to be validated with the corresponding

experimental ones, for a case where the CFR engine was

operating at 600 rpm with a compression ratio of 10.

The first and most important quantity that can be

compared, is the value for the in-cylinder pressure

throughout the engine cycle, which has been measured

experimentally with a measurement error of 1%. An

average pressure trace can then be displayed together

with the obtained traces from the performed simula-

tions, which can be seen in Figure 4. In this figure,

the pressure obtained using different methodologies to

calculate the heat flux have all been plotted, where only

the pressure trace from one equilibrium wall model has

11



Figure 4: Pressure trace under HCCI operation with CR = 10 and

running at 600 rpm

been plotted to prevent cluttering the figure. It was how-

ever found that all simulations with different wall mod-

els gave the same pressure trace. Furthermore, it is clear

that the different methods all predict the pressure in an

accurate manner as the corresponding pressure traces

nearly overlap with the experimental one. This is al-

ready a good indication that the correct engine opera-

tion has been simulated. For motored simulations, this

comparison of the pressure trace is the only validation

tool at hand, indicating the importance of a good cor-

respondence between numerical and experimental pres-

sure traces. This validation has also been done for mo-

tored operation, where a near-perfect overlap between

numerical and experimental results was found.

A second quantity that can be compared, but only

during combustion simulations, is the rate of heat re-

lease inside the cylinder, which has been plotted in Fig-

ure 5. It allows the validation of the combustion timing.

Here the experimental trace is again compared to the

different numerical ones, where again only the results

from one simulation with an equilibrium wall model

have been displayed. In Figure 5 it is clear that the two

important instances where combustion takes place (two-

step heat release) are well predicted by all but one sim-

ulation, where only the first peak with the low Reynolds

Figure 5: Rate of heat release under HCCI operation with CR = 10

and running at 600 rpm

method is slightly early. Furthermore, also the peak val-

ues of the heat release rate are well predicted by all mod-

els.

There is however a difference in total amount of heat

being released between the simulations and the exper-

iment. The simulations all represent the gross rate of

heat release rate, calculated from the mass of fuel being

burned and the lower heating value of n-heptane. The

experimental heat release rate however represents the

net rate of heat release, taking heat losses into account.

This resulted in a total cumulative heat release of 372 J

and 240 J respectively. These values seem to be right

since the total energy content of the injected fuel is 376

J, which differs from the found 372 J due to combustion

inefficiencies. The difference of 132 J between the sim-

ulated and experimental cumulative heat release is then

the total heat loss. This value is confirmed later on in

this paper.

One can note that these heat losses are quite high and

represent a loss of 35%. This is due to the combustion

occurring mainly before TDC, as can be seen in Figure

5, which causes the high efficiency loss. The focus of

this work was however not on optimizing the combus-

tion and its phasing, but to perform a study of the heat

flux and how to model it. This will allow a correct mod-
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eling of HCCI operation to develop and optimize such

an engine in the future.

Lastly, also the general methodology used for the

simulation of internal combustion engines has to be val-

idated. This has been conducted by performing some

simulations of other engine geometries, such as the ones

described in [7, 8], and comparing the results to other

published results. This validation aspect has already

been reported in a previous work [27]. Furthermore,

this previous work also performed a mesh dependency

check for the low Reynolds methodology, resulting in

an appropriate mesh, which has been used here as well.

The cell count for this low Reynolds mesh, with fine

layering at the walls, was 40,000 for a 5◦ sector mesh

at TDC, 20 times more than the used mesh for the other

methods.

Since the pressure traces overlap well, and the com-

bustion timing is well predicted, letting aside the small

early ignition found with the Low Reynolds model, it

was concluded that a correct operation of the CFR en-

gine has been simulated in all cases. Heat flux results

can therefore be objectively compared and analyzed,

which is presented in the next section.

4.2. Heat flux results

Due to the inserts of local heat flux probes inside the

engine cylinder, the local and instantaneous heat flux

going through the walls of the engine can be analyzed.

The heat flux can then be given as a function of crank

angle, where 0◦ represents top dead center. This has

been done to study HCCI operation and analyze the per-

formance of current heat flux modeling tools for this

new combustion mode. The heat flux curves can be seen

in Figure 6. The results obtained from the experiments

are given in the black solid lines in this figure, where

also the error bars, representing the measurement inac-

curacy from the heat flux sensor as described in Section

2.2, have been indicated.

(a) Equilibrium wall models

(b) Constant Prt / Convective / Low Reynolds

Figure 6: Wall heat flux results under HCCI operation with CR = 10

and running at 600 rpm for (a) the equilibrium wall models and (b)

turbulent Prandtl, convective and low Reynolds modeling.

When investigating the performance of the wall mod-

els in Figure 6a, one can see the inability to accurately

predict the heat flux throughout the engine cycle. In

all stages of the closed cycle, from compression over

combustion around top dead center to the expansion

phase, these models underpredict the heat flux that goes

through the walls of the engine. The models from Han

and Reitz [23] and Rakopoulos et al. [6] perform the

best, as was expected, but their results are still not rep-

resentative of the actual wall heat flux.

As was stated before, results were also obtained by

no longer using a wall model to model the turbulent
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thermal diffusivity αt, but by using a constant turbu-

lent Prandtl number and to simply calculate αt as the

ratio of the turbulent viscosity µt over Prt. This also al-

lowed some tuning of the results by adjusting the used

value of Prt, something which was not possible with

the equilibrium wall models. Results are presented in

Figure 6b, where the turbulent Prandtl number has been

changed from 0.85 to 0.75. A similar behavior com-

pared to the wall models is obtained, where both during

compression and expansion results are underpredicted.

However, due to the tweaking of the turbulent Prandtl

number, by adjusting it from 0.85 to 0.75, the peak heat

flux around top dead center can be better predicted. It is

then however important that this value of Prt is the op-

timal one in a range of operation conditions and that its

use can be extended from this one case for which it was

tuned. Figures 7 and 8 therefore present the total heat

loss through the walls, obtained by multiplying the heat

flux results with the instantaneous cylinder surface area

and integrating those over time, and the peak heat flux

for varying compression ratio and engine speed. From

these figures, it is clear that the success of this method

is arbitrary, where good results considering the heat loss

or the peak heat flux are achieved in certain situations,

but that this is certainly not extendable to the whole op-

eration range.

When using an empirical relation based on the con-

vective law as developed by Broekaert [15], better re-

sults are obtained. While it is clear from Figure 6b that

the numerical results still underpredict the heat flux dur-

ing the compression phase, a good prediction is found

from around top dead center until the end of the expan-

sion stroke. Furthermore, the model also performs well

when investigating it under varying compression ratio

and engine speed, as can be seen in Figures 7 and 8. Val-

ues more or less within the error margin are predicted.

Additionally, also the same trends as those found during

experiments are found using this method. For example,

while other methods predict a larger increase in total

heat loss when increasing the compression ratio from

10 to 11 than from 9 to 10, the opposite is found with

the convective modeling approach. This is also the trend

that is experimentally found, as can be seen in Figure 7a.

This leads us to the conclusion that this model performs

well and is best suited for a fast investigation of the heat

transfer in an engine.

A last method was however also investigated, which

resolves the near-wall behavior, reducing the need for

the modeling of the heat flux since the temperature

gradient is more accurately calculated. This however

drastically increased the computation time. While the

other methods all had a computation time of about 80

processor-hours for the simulation of the closed cycle

of the HCCI engine, using a RANS methodology and

axi-symmetry, the low Reynolds approach had a com-

putation time of about 1000 processor-hours. This al-

ready indicates the large increase in computationally re-

quired resources, which was still manageable for axi-

symmetric RANS simulations, but is no longer suited

for complete engine simulations. The heat flux through

the walls of the engine is slightly better predicted, as is

shown in Figure 6b. Throughout the engine cycle, heat

flux results are representative of what was found during

experiments and the trace more distinctively represents

different engine phases. Especially during the compres-

sion phase, where other methods always seem to under-

predict the heat flux and do not capture the first heat flux

increase, this method seems to capture the experimen-

tal trends. A slight overprediction is however obtained

when comparing the numerical results to the experimen-
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(a) 600 RPM (b) CR = 10

Figure 7: Heat loss through the engine walls for different models, in one HCCI cycle under varying engine conditions. (a) under varying compres-

sion ratio for fixed rotational speed, (b) under varying rotational speed and fixed compression ratio.

(a) 600 RPM (b) CR = 10

Figure 8: Peak heat flux through the walls of the HCCI engine, obtained with different models under varying engine conditions. (a) under varying

compression ratio for fixed rotational speed, (b) under varying rotational speed and fixed compression ratio.

tal ones. This method also gave the most accurate heat

flux predictions under motored operation, as was re-

ported in a previous work [27]. If a study of the heat

transfer is to be performed and RANS simulations us-

ing axi-symmetry can be performed, the computational

time is still acceptable and this method can still be con-

sidered.

4.3. Temperature profiles

To further analyze the performance of the different

heat flux calculation methods, the behavior of the tem-

perature in the near-wall region has been studied. How

the temperature behaves can be seen in Figure 9, for

three different instances, one during compression at -

25◦ CAD, one at TDC and one during expansion at 15◦

CAD.

Even though the wall models prescribe a linear and

logarithmic relation between the temperature and the

distance away from the wall in equation 5 and Table

A.1, it is clear that during the simulation this is not

retrieved. Due to an insufficient mesh resolution, this

is not possible and an incorrect temperature gradient is

found. This was however expected and a turbulent ther-

mal diffusivity was modeled to counteract this. It is thus
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(a) CAD = -25◦ (b) CAD = 0◦ (c) CAD = 15◦

Figure 9: Boundary layer temperature profiles for different heat flux calculation methods at different instances under HCCI operation with CR =

10 and running at 600 rpm

clear that this αt is not capable of counteracting this in-

correct gradient and that the heat flux prediction is inac-

curate.

Lower temperatures are obtained with the convective

modeling approach, especially at 15◦ CAD, which is

during the expansion phase. Lower temperatures are ob-

tained both at the wall and in the bulk, indicating an in-

creased heat flux. Compared to the wall model, the dif-

ference is larger at the wall than in the bulk, which there-

fore results in a larger temperature difference between

the wall and the bulk. This explains the better prediction

of the heat flux. It is however only the low Reynolds ap-

proach that can accurately represent the temperature be-

havior in the boundary layer region, due to the increased

mesh resolution. This difference is largest at -25◦ CAD,

which explains the heat flux effects that are captured

during compression by this method, as was previously

explained and shown in Figure 6. Furthermore, also the

velocity and turbulent kinetic energy profiles resemble

the expected linear-logarithmic relation, with as result

the prediction of a smaller value at the wall but a larger

value for the bulk. These profiles are however omitted

here, as they look similar to the ones in Figure 9. As the

velocity difference and this turbulent kinetic energy are

a measure for the convective part of the heat flux, bigger

values result in a larger heat flux. While most accurately

representing the physical behavior at the walls in the en-

gine, this method however resulted in a slightly too large

heat flux, as was already seen before.

5. Summary and conclusions

In the present work, a study of different numerical

heat transfer models is presented used for internal com-

bustion engine simulations. Simulations of a Coopera-

tive Fuel Research engine have been carried out using

these models, when the engine was operated under both

motored and Homogeneous Charge Compression Igni-

tion operation. Due to the existence of a large experi-

mental database, consisting of local and instantaneous

heat flux measurements, a performance analysis of the

different calculation methods could be carried out.

It was found that the equilibrium wall models were

never able of correctly predicting the heat flux through

the walls of the HCCI engine. The temperature gradi-

ent was not accurately resolved, as was expected, but

the turbulent modeling near the wall was not able of

counter-acting this. Due to the simplifications used in

deriving the wall heat flux models, some occurring ef-

fects can no longer be captured. Furthermore, it was

found that by replacing the turbulent modeling by the ra-

16



tio of the turbulent viscosity and Prandtl number, com-

parable and even slightly better results are achieved.

Good results have been obtained by using a newly

developed empirical correlation as well as with a low

Reynolds approach. However, when performing a

full engine Computational Fluid Dynamics optimization

study, the low Reynolds approach is not a viable op-

tion due to the large computational cost. It is the au-

thors’ opinion that, when developing an HCCI engine

to reduce emissions and investigating the heat losses,

the presented convective model should be used. When

however an optimization of the heat flux is solely per-

formed and axi-symmetry can be used, a low Reynolds

approach can be affordable and is advised, to accurately

describe the physical behavior at the wall. Combined

with the convective modeling approach, this gives the

best prediction of the heat flux through the walls of an

Homogeneous Charge Compression Ignition engine.
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Appendix A. Equilibrium Wall Model Formulation

In the tables below, you can find an overview of the used equilibrium wall models, with the description of their

thermal profile in the boundary layer and the equation for the wall heat flux that follows from that.

Model Temperature profile Valid y+ T+

Launder and Spalding [20] T + = Pry+ y+ < 11 T + =
ρuτcp(Tw−T )

qw

T + = Prt( 1
k ln(y+) + B) + P y+ ≥ 11

Angelberger et al. [22] T + = Pry+ y+ < 11 T + =
ρuτcpT

qw
ln( Tw

T )

T + = Prt( 1
k ln(y+) + B) + P y+ ≥ 11

Han and Reitz [23] T + = 2.1ln(y+) + 2.5 All y+ T + =
ρuτcpT

qw
ln( Tw

T )

Huh et al. [21] T + = Pry+ − 0.5PrS +(y+)2 y+ < 11 T + =
ρuτcp(Tw−T )

qw

T + = 13.2Pr + 2.195ln(y+) − 5.66 y+ ≥ 11

−S +(87.12Pr + 2.198y+ − 28.98)

Rakopoulos et al. [6] T + = 1
0.4767

[
ln

(
y+ + 1

0.4767Pr
)
− ln

(
40 + 1

0.4767Pr
)]

All y+ T + =
ρuτcpT

qw
ln( Tw

T )

+10.2384 + P+
( y+−40+117.31(0.4767+ 1

Pr )
0.4767+ 1

Pr

)
Table A.1: Thermal wall models

Model Wall heat flux Valid y+

Launder and Spalding [20] qw =
ρcpuτ(Tw−T )

Pry+ y+ < 11

qw =
ρcpuτ(Tw−T )

Pr( 1
k ln(y+)+B)+P

y+ ≥ 11

Angelberger et al. [22] qw =
ρcpuτTln(Tw/T )

Pry+ y+ < 11

qw =
ρcpuτTln(Tw/T )

Pr( 1
k ln(y+)+B)+P

y+ ≥ 11

Han and Reitz [23] qw =
ρcpuτTln(Tw/T )

2.1ln(y+)+2.5 All y+

Huh et al. [21] qw =
ρcpuτ(Tw−T )−0.5Pr dP

dt
ν

uτ
(y+)2

Pry+ y+ < 11

qw =
ρcpuτ(Tw−T )− dP

dt
ν

uτ
(87.12Pr+2.195y+−28.98)

13.2Pr+2.195ln(y+)−5.66 y+ ≥ 11

Rakopoulos et al. [6] qw =
ρcpuτTln( Tw

T )− dP
dt

ν
uτ

(
y+−40

0.4767+ 1
Pr

+117.31
)

1
0.4767

[
ln(y++ 1

0.4767Pr )−ln(40+ 1
0.4767Pr )

]
+10.2384

All y+

Table A.2: Wall heat flux formulation for the different models
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