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ON QUASIANALYTIC CLASSES OF GELFAND-SHILOV TYPE.

PARAMETRIX AND CONVOLUTION

STEVAN PILIPOVIĆ, BOJAN PRANGOSKI, AND JASSON VINDAS

Abstract. We develop a convolution theory for quasianalytic ultradistributions of
Gelfand-Shilov type. We also construct a special class of ultrapolynomials, and use
it as a base for the parametrix method in the study of new topological and structural
properties of several quasianalytic spaces of functions and ultradistributions. In partic-
ular, our results apply to Fourier hyperfunctions and Fourier ultra-hyperfunctions.

Introduction

Convolution is among the most important operations in mathematical analysis. In
the case of distributions, this is a classical and much studied topic within Schwartz’ theory
[17, 37, 38, 36, 40] (see also the relevant references [10, 11, 18, 41]). Although many central
problems concerning the convolution of Schwartz distributions were solved long time ago,
one may still find many interesting results in the recent literature [1, 12, 28, 29]. In the
case of non-quasianalytic ultradistributions, the existence and characterizations of the
convolution of Beurling ultradistributions was established in [19, 31]. The long-standing
problem of extending such theory to Roumieu ultradistributions, or even to classical
Gelfand-Shilov spaces [27], of non-quasianalytic type was solved only until recently in our
paper [32] and substantially improved in [13]. A key ingredient for the improvements in
the latter paper is the use of the so-called parametrix method, based there on parametrices
for ultradifferential operators constructed by Komatsu in [23].

In this article we develop a convolution theory for quasianalytic ultradistributions.
The problems that we consider in this paper significantly differ from the non-quasianalytic
case and require the development of new methods for their analysis. In fact, we shall
establish here a number of new topological and structural properties for spaces of quasi-
analytic functions and ultradistributions that, to the best of our knowledge, have been
lacking in the literature for quite long time. An important technical tool in this work
is the construction of suitable ultrapolynomials with respect to a class of quasianalytic
sequences and their use as a base for the parametrix method.

Our interest lies in the spaces S(Mp)

(Ap)
(Rd) (Beurling case) and S{Mp}

{Ap}
(Rd) (Roumieu

case) of Gelfand-Shilov mixed type and their duals, where the weight sequences satisfy
suitable conditions (see Section 1) but may be quasianalytic, namely, they do not neces-
sarily satisfy the so-called (M.3′) condition [21]. We employ the common notation S∗† (Rd)
to treat the Beurling and Roumieu cases simultaneously. We remark that all of our re-
sults cover the important cases of Fourier hyperfunctions and ultra-hyperfunctions as
particular instances; in fact, they correspond to the symmetric choice Ap =Mp = p! (see
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[25, 26, 43] for hyperfunctions and ultrahyperfunctions; see [4, 5] for ultradistributions on
homogeneous spaces and compact manifolds). However, it should also be emphasized that
we go beyond (ultra)-hyperfunctions, as the weight sequence Mp may satisfy Mp ⊂ p!.

The paper is organized as follows. In Section 1 we fix the assumptions on the weight
sequences and discuss some preliminary notions. We set the ground for the parametrix
method in Section 2, where we also deduce various topological and structural properties
of S∗† (Rd) and their duals S ′∗† (Rd). Indeed, we provide a structural characterization for

S ′∗† (Rd) and establish the nuclearity of these spaces. As a preparation for our study
of the general convolution of quasianalytic ultradistributions, we collect and explain in
Section 3 a number of results concerning the class of ultradistribution spaces associated to
translation-invariant Banach spaces recently introduced and studied by us and Dimovski
in [12, 13, 14]. The main concern in the rest of the paper is the convolution. Naturally,
a good understanding of the topological properties of the spaces Ḃ∗η, D∗L∞

η
, and D′∗L1

η

(ultradistribution weighted extensions of the corresponding Schwartz spaces [36, 37])
should play an essential role in such study. In Section 4 we study the ε tensor product
of Ḃ∗η with a sequentially complete, quasi-complete, or complete l.c.s., while in Section 5
we show that (D∗L∞

η ,c)
′
b and D′∗L1

η
are isomorphic as l.c.s.; such investigations are new and

of independent interest. All these topological results are then used for the analysis and
characterization of the convolution in Theorem 5.8.

1. Preliminaries

Let {Mp}p∈N and {Ap}p∈N be sequences of positive numbers, M0 = M1 = A0 =
A1 = 1. Throughout the article, we impose the following assumptions over these weight
sequences. The sequence Mp satisfies:

(M.1) M2
p ≤Mp−1Mp+1, p ∈ Z+;

(M.2) Mp ≤ c0H
p min
0≤q≤p

{Mp−qMq}, p, q ∈ N, for some c0, H ≥ 1;

(M.5) there exists q > 0 such that M q
p is strongly non-quasianalytic, i.e., there exists

c0 ≥ 1 such that
∑∞

j=p+1M
q
j−1/M

q
j ≤ c0pM

q
p/M

q
p+1, ∀p ∈ Z+.

We assume that Ap also satisfies (M.1) and (M.2). Without any loss of generality,
we can assume that the constants c0 and H from (M.2) are the same for Mp and Ap.
Moreover, we assume that Ap satisfies:

(M.6) p! ⊂ Ap; i.e., there exist c0, L0 ≥ 1 such that p! ≤ c0L
p
0Ap, p ∈ N.

Note that (M.5) implies that there exists κ > 0 such that p!κ ⊂ Mp, i.e., there exist
c0, L0 > 0 such that p!κ ≤ c0L

p
0Mp, p ∈ N (cf. [21, Lemma 4.1]). Naturally, by enlarging

it if necessary, we may assume that q ∈ Z+, q ≥ 2, in (M.5). Following [21], for p ∈ Z+,
we denote mp =Mp/Mp−1 and for ρ ≥ 0 let m(ρ) be the number of indices p with mp ≤ ρ.
As a consequence of [21, Proposition 4.4], a change of variables shows that (M.5) holds
if and only if

∫ ∞

ρ

m(λ)

λq+1
dλ ≤ c

m(ρ)

ρq
, ∀ρ ≥ m1.

A sufficient condition forMp to satisfy (M.5) is obtained if the sequence mp/p
λ is eventu-

ally quasi-increasing for some λ > 0, namely, there is c such that mp+1/mp ≥ c(1+ 1/p)λ

for p ≥ 1. Although it is not part of our assumptions, we are primary interested in the
quasianalytic case, i.e.,

∑∞
p=1Mp−1/Mp = ∞.

We denote by M(·) and A(·) the associated functions [21] ofMp and Ap, respectively,

and by M̃(·) the associated function of M̃p := M q
p . Clearly, M̃(ρq) = qM(ρ), ρ > 0.

Denote by R the set of all positive sequences which increase to ∞. For (lp) ∈ R, denote
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as Nlp(·) and Blp(·) the associated functions for the sequences Mp

∏p
j=1 lj and Ap

∏p
j=1 lj ,

respectively. In the sequel we will often use the following technical result.

Lemma 1.1 ([33]). Let (kp) ∈ R. There exists (k′p) ∈ R such that k′p ≤ kp and

p+q∏

j=1

k′j ≤ 2p+q
p∏

j=1

k′j ·
q∏

j=1

k′j, for all p, q ∈ Z+.

We denote by SMp,h
Ap,h

, h > 0, the (B)-space (Banach space) of all ϕ ∈ C∞(Rd) for
which the norm

σh(ϕ) = sup
α

h|α|
∥∥eA(h|·|)Dαϕ

∥∥
L∞(Rd)

Mα

is finite. One easily verifies that for h1H < h2 the canonical inclusion SMp,h2
Ap,h2

→ SMp,h1
Ap,h1

is

compact. As l.c.s. we define S(Mp)

(Ap)
(Rd) = lim

←−
h→∞

SMp,h
Ap,h

and S{Mp}

{Ap}
(Rd) = lim

−→
h→0

SMp,h
Ap,h

. Thus

S(Mp)
(Ap)

(Rd) is an (FS)-space and S{Mp}
{Ap}

(Rd) is a (DFS)-space. In particular they are both

Montel spaces. In the sequel we shall employ S∗† (Rd) as a common notation for S(Mp)
(Ap)

(Rd)

(Beurling case) and S{Mp}

{Ap}
(Rd) (Roumieu case).

For each (rp) ∈ R, by SMp,(rp)

Ap,(rp)
we denote the space of all ϕ ∈ C∞(Rd) such that

σ(rp)(ϕ) = sup
α

∥∥eBrp (|·|)Dαϕ
∥∥
L∞(Rd)

Mα

∏|α|
j=1 rj

<∞.

Provided with the norm σ(rp), the space SMp,(rp)

Ap,(rp)
becomes a (B)-space. As in [2], one can

prove that S{Mp}

{Ap}
(Rd) is topologically isomorphic to lim

←−
(rp)∈R

SMp,(rp)

Ap,(rp)
.

We will often make use of weighted Lp spaces. We fix the notation. Let η : Rd →
(0,∞) be a measurable function. For 1 ≤ p <∞ we denote as Lpη the spaces of measurable
functions g such that ‖g‖p,η := ‖ηg‖p < ∞. On the other hand, we make an exception
and define L∞η via the norm ‖g‖∞,η := ‖g/η‖∞. As usual, if η = 1, we drop it from the
notation.

Following Komatsu [22] we will use the ensuing terminology. For a subset A of a
locally convex space F (from now on always abbreviated as l.c.s.), we say that f ∈ F
is a sequential limit point (resp. a bounding limit point) of A if there exists a sequence
in A (resp. a bounded net in A) which converges to f . We say that A is sequentially
closed (resp. boundedly closed) if it coincides with the set of all sequential limit points
(resp. the set of all bounding limit points) of A. Since the intersection of sequentially
closed sets (resp. boundedly closed sets) is sequentially closed (resp. boundedly closed)
there exists smallest sequentially closed set (resp. smallest boundedly closed set) which
contains A. We will call this set the sequential closure (resp. the bounding closure) of A
in F .

As usual, a subset A of F will be called sequentially complete if every Cauchy sequence
in A is convergent in A. Moreover, A is said to be quasi-complete (Komatsu [22] uses
the term boundedly complete) if every bounded Cauchy net in A is convergent in A. The
sequential completion of A ⊆ F (resp. quasi-completion) is the sequential closure (resp.
the bounding closure) of A in the completion of F .

For X and Y two l.c.s., we denote by L(X, Y ) the space of all continuous linear
mappings from X to Y . When we want to indicate a specific topology on this space we
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will use the following indices: b for the strong topology, σ for the weak topology, p for
the topology of precompact convergence, c for the topology of compact convex circled
convergence. If X is quasi-complete then clearly Lp(X, Y ) is isomorphic to Lc(X, Y ). We
use the same indices as above for denoting the corresponding topologies on the dual X ′

of the l.c.s. X . If t is any of these indices we denote by Lǫ(X ′t, Y ) the space L(X ′t, Y )
equipped with the topology of uniform convergence on all equicontinuous subsets of X ′.

Following Schwartz [38] and Komatsu [22] for two l.c.s. X and Y we denote by
XεY (the ε product of X and Y ) the space of all bilinear functionals on X ′c × Y ′c which
are hypocontinuous with the respect to the equicontinuous subsets of X ′ and Y ′ and
equipped with the topology of uniform convergence on the products of equicontinuous
subsets of X ′ and Y ′. The tensor product X ⊗ Y is canonically embedded into XεY via
(x ⊗ y)(x′, y′) = 〈x′, x〉〈y′, y〉. Clearly, the topology induced by XεY on X ⊗ Y is the ǫ
topology. As pointed in [22, p. 657], we have the following canonical isomorphisms of
l.c.s.

XεY ∼= Lǫ(X ′c, Y ) ∼= Lǫ(Y ′c , X).

Grothendieck [16] first introduced the approximation property for a l.c.s. X :
X is said to have the approximation property if the identity mapping Id ∈ L(X,X)

is in the closure of X ′ ⊗X in Lp(X,X).
Later Schwartz [38] introduced the following weaker version:

X is said to have the weak approximation property if Id is in the closure of X ′ ⊗X
in Lc(X,X).
If X is quasi-complete the above two definitions are equivalent. We also need the follow-
ing notion [22, 38]:

We say that X satisfies the weak sequential approximation property (resp. the weak
bounded approximation property) if Id is in the sequential closure (resp. the bounding
closure) of X ′ ⊗X in Lc(X,X). Every nuclear space has the weak approximation prop-
erty.

Lastly, we mention that there is a similar concept to this: the so called metric approx-
imation property (see [24, Section 43.8] for the definition) that was recently investigated
in the setting of mixed-norm Lp spaces and modulation spaces; see [7, 8, 9].

2. Structural and topological properties of S ′∗† (Rd)

2.1. Parametrix. The construction of ultradifferential operators for the parametrix method
is a basic result for accomplishing the main results of the paper.

Lemma 2.1. Let r′ ≥ 1 and k > 0 (resp. (kp) ∈ R). There exists an ultrapolynomial
P (z) of class (Mp) (resp. of class {Mp}) such that P does not vanish on Rd and satisfies
the following estimate:

There exists C > 0 such that for all x ∈ Rd and α ∈ Nd

|Dα (1/P (x))| ≤ C
α!

r′|α|
e−M(k|x|), resp.(2.1)

|Dα (1/P (x))| ≤ C
α!

r′|α|
e−Nkp (|x|).(2.2)

Proof. Let r′ ≥ 1 and k > 0 (resp. (kp) ∈ R). In the (Mp) case set l = 2Hk
√
2d. In the

{Mp} case define l′p = kp/(4H
√
2d), p ∈ Z+. By Lemma 1.1, we can select (lp) ∈ R such

that lp ≤ l′p, p ∈ Z+ and
∏p+q

j=1 lj ≤ 2p+q
∏p

j=1 lj ·
∏q

j=1 lj , for all p, q ∈ Z+. Let j0 ∈ Z+,

j0 ≥ 2, be such that r′l/mj ≤ 2−q−5d−q (resp. r′/(ljmj) ≤ 2−q−5d−q), for all j ≥ j0,
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j ∈ Z+; such j0 exists since mj → ∞ and (lp) ∈ R. Consider the function

P̃l(z) =

∞∏

j=j0

(
1 +

l2qz2

m̃2
j

) (
resp. P̃lp(z) =

∞∏

j=j0

(
1 +

z2

l2qj m̃
2
j

))
, z ∈ C

d,

where z2 = z21+ ...+z
2
d. Clearly P̃l(z) (resp. P̃lp(z)), is an entire function. One easily veri-

fies that the function of one complex variable ζ 7→ P̃l(ζ, 0, ..., 0) (resp. ζ 7→ P̃lp(ζ, 0, ..., 0))

satisfies the condition of [21, Proposition 4.6]. Denote briefly this function by ˜̃Pl (resp.

by ˜̃Plp). Hence ˜̃Pl (resp.
˜̃Plp), satisfies the equivalent conditions of [21, Proposition

4.5], i.e., there exist h, C > 0 (resp. for every h > 0 there exists C > 0), such that

| ˜̃Pl(ζ)| ≤ CeM̃(h|ζ|) for all ζ ∈ C (resp. | ˜̃Plp(ζ)| ≤ CeM̃(h|ζ|) for all ζ ∈ C). In the Beurling
case, observe that

|P̃l(z)| ≤
∞∏

j=j0

(
1 +

l2q|z|2
m̃2
j

)
= ˜̃Pl(|z|) ≤ CeM̃(h|z|), z ∈ C

d,

for some h, C > 0. Similarly, in the Roumieu case, one obtains the same inequality
with P̃lp for each h and the corresponding C = C(h). Thus P̃l (resp. P̃lp) is an ul-

trapolynomial of (M̃p) class (resp. of {M̃p} class). Define Pl(z) = P̃l(z
q
1, ..., z

q
d) (resp.

Plp(z) = P̃lp(z
q
1, ..., z

q
d)). Then, if we use that M̃(ρq) = qM(ρ) and [21, Proposition 3.6]

for Mp, we have that there are h, C > 0 (resp. for every h > 0 there exists C > 0),
such that |Pl(z)| ≤ CeM(h|z|) (resp. |Plp(z)| ≤ CeM(h|z|)), for all z ∈ Cd. Denote
W = Rd

x + i{y ∈ Rd| |yj| ≤ 2r′, j = 1, ..., d}. For z = x+ iy ∈ W , with |x| ≤ 2q+4dqr′ and
j ≥ j0 we have

l2q
∣∣z2q1 + ...+ z2qd

∣∣
m̃2
j

≤
(
l2(|x|2 + |y|2)

m2
j

)q
≤ 1

2q
,

i.e., Pl does not have zeros in W when |x| ≤ 2q+4dqr′. Similarly, Plp doesn’t have zeroes
when z ∈ W and |x| ≤ 2q+4dqr′. When z = x + iy ∈ W and |x| ≥ 2q+4dqr′, we have

|y| ≤ 2r′
√
d ≤ 2−q−3d−q+1|x|. Thus

Re(z2q1 + ... + z2qd ) = Re
d∑

j=1

(
|zj|2 + 2ixjyj − 2y2j

)q

=

d∑

j=1

|zj |2q + Re

d∑

j=1

q∑

t=1

(
q

t

)
|zj |2(q−t)

(
2ixjyj − 2y2j

)t
.

Now, observe that

∣∣∣∣∣Re
d∑

j=1

q∑

t=1

(
q

t

)
|zj |2(q−t)

(
2ixjyj − 2y2j

)t
∣∣∣∣∣

≤
d∑

j=1

q∑

t=1

(
q

t

)
|zj |2(q−t)

(
2|xj ||yj|+ 2y2j

)t ≤
d∑

j=1

q∑

t=1

(
q

t

)
|zj |2(q−t) ·

|x|2t
2t(q+1)dt(q−1)

≤ |z|2q
2q+1dq−1

q∑

t=1

(
q

t

)
≤ |z|2q

2dq−1
.
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On the other hand, we have
∑d

j=1 |zj |2q ≥
|z|2q

dq−1 . Hence, for z ∈ W and |x| ≥ 2q+4dqr′, we
obtain

Re(z2q1 + ... + z2qd ) ≥ |z|2q/(2dq−1) ≥ (2d)−q|z|2q > 0.

Thus Pl, resp. Plp, does vanish on W . Moreover, by the above estimates for z = x+ iy ∈
W and |x| ≥ 2q+4dqr′ in the Roumieu case, we have

|Plp(z)| ≥ sup
p∈Z+
p≥j0

p∏

j=j0

∣∣∣∣∣1 +
z2q1 + ... + z2qd

l2qj m
2q
j

∣∣∣∣∣ ≥ sup
p∈Z+
p≥j0

p∏

j=j0

|z|2q
(2dl2jm

2
j )
q

=

(
sup
p∈N

|z|p+1Mj0−1

∏j0−1
j=1 lj

(2d)(p+1)/2Mp+j0

∏p+j0
j=1 lj

)2q

≥ c−2q0 (2H)−2q(j0−1)

(
sup
p∈N

|z|p+1

(2H
√
2d)p+1Mp+1

∏p+1
j=1 lj

)2q

≥ c−2q0 (2H)−2q(j0−1)

(
sup
p∈N

|z|p+1

Mp+1

∏p+1
j=1(kj/2)

)2q

= C ′e2qNkp/2(|z|) ≥ C ′eNkp/2(|z|),

and similarly |Pl(x)| ≥ C ′eM(2k|z|) in the Beurling case. As Pl(z) and Plp(z) don’t have
zeroes on W , the same inequalities hold on W , possibly with another C ′. Hence, for
x ∈ Rd, by Cauchy integral formula applied on the distinguished boundary of the polydisc
T (x) = {w ∈ Cd| |wj − xj | ≤ r′, j = 1, ..., d} ⊆ intW , we have

∣∣∣∣D
α

(
1

Plp(x)

)∣∣∣∣ ≤
α!

r′|α|
sup

w∈T (x)

1

|Plp(w)|
.

If |x| ≥ 2r′
√
d, then for w ∈ T (x), one easily verifies that |w| ≥ |x|/2, hence

|Plp(w)| ≥ C ′eNkp/2(|w|) ≥ C ′eNkp (|x|).(2.3)

This yields (2.2) for |x| ≥ 2r′
√
d and by similar calculations also (2.1) for |x| ≥ 2r′

√
d. If

|x| ≤ 2r′
√
d, one also has (2.3) with possibly another C ′ (observe that 1 ≤ eM(k|x|) ≤ C ′′

and 1 ≤ eNkp (|x|) ≤ C ′′ when |x| ≤ 2r′
√
d). Hence (2.1) and (2.2) are valid for all

x ∈ Rd. �

Proposition 2.2. For every t > 0 (resp. (tp) ∈ R) there exist G ∈ SMp,t
Ap,t

(resp. G ∈
SMp,(tp)
Ap,(tp)

) and an ultradifferential operator P (D) of class (Mp) (resp. {Mp}), such that

P (D)G = δ.

Proof. Without loss of generality, we may assume t ≥ 1 in the Beurling case. Let k =
(2L0dt)

2 and r′ = 2L0dt in the Beurling case. In the Roumieu case, let r′ = 2 and take
(kp) ∈ R such that kp ≤ tp/d, p ∈ Z+, and

∏p+q
j=1 kj ≤ 2p+q

∏p
j=1 kj ·

∏q
j=1 kj for all

p, q ∈ Z+ (such a sequence exists by Lemma 1.1). In view of Lemma 2.1, we can find an
ultrapolynomial P (z) of class (Mp), resp. {Mp}, such that

|Dα (1/P (x))| ≤ C
α!

r′|α|
e−M(2Hk|x|), x ∈ R

d, α ∈ N
d

|Dα (1/P (x))| ≤ C
α!

r′|α|
e−Nkp/(8H)(|x|), x ∈ R

d, α ∈ N
d.
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Define

G(x) =
1

(2π)d

∫

Rd

eixξ

P (ξ)
dξ, x ∈ R

d.

Obviously G ∈ C∞(Rd). We have

∣∣xβDαG(x)
∣∣ = 1

(2π)d

∣∣∣∣
∫

Rd

eixξ(−Dξ)
β

(
ξα

P (ξ)

)
dξ

∣∣∣∣ ≤
1

(2π)d

∫

Rd

∣∣∣∣D
β
ξ

(
ξα

P (ξ)

)∣∣∣∣ dξ.

In the Roumieu case we have∣∣∣∣D
β
ξ

(
ξα

P (ξ)

)∣∣∣∣ ≤ C
∑

γ≤β
γ≤α

(
β

γ

)
α!(β − γ)!

(α− γ)!r′|β|−|γ|
· |ξ||α|−|γ|e−Nkp/(8H)(|ξ|)

≤ C
2|α|β!

r′|β|

∑

γ≤β
γ≤α

(
β

γ

)
r′|γ||ξ||α|−|γ|e−Nkp/(8H)(|ξ|)

and similarly, in the Beurling case, we obtain
∣∣∣∣D

β
ξ

(
ξα

P (ξ)

)∣∣∣∣ ≤ C
2|α|β!

r′|β|

∑

γ≤β
γ≤α

(
β

γ

)
r′|γ||ξ||α|−|γ|e−M(2Hk|ξ|).

Observe that, for |ξ| ≥ 1, in the Roumieu case we have (recall r′ = 2)

r′|γ||ξ||α|−|γ|e−Nkp/(8H)(|ξ|) ≤ 2|α||ξ|−d−1|ξ||α|+d+1e−Nkp/(8H)(|ξ|)

≤ 2|α||ξ|−d−1M|α|+d+1

|α|+d+1∏

j=1

(kj/(8H)) ≤ c0Md+1

d+1∏

j=1

(kj/2)|ξ|−d−1Mα

|α|∏

j=1

(kj/2)

= C ′|ξ|−d−1Mα

|α|∏

j=1

(kj/2)

and for |ξ| ≤ 1, we obtain

r′|γ||ξ||α|−|γ|e−Nkp/(8H)(|ξ|) ≤ 2|α| ≤ c′Mα

|α|∏

j=1

(kj/2).

Thus, by using β! ≤ c1AβKβ, where Kβ =
∏|β|

j=1 kj for β ∈ Nd, we obtain
∫

Rd

∣∣∣∣D
β
ξ

(
ξα

P (ξ)

)∣∣∣∣ dx ≤ C ′1MαAβKαKβ,

i.e.,
∣∣xβDαG(x)

∣∣ ≤ C ′′MαAβKαKβ, for all x ∈ Rd, α, β ∈ Nd. In the Beurling case, for
|ξ| ≥ 1, (recall k = (2L0dt)

2 and r′ = 2L0dt)

r′|γ||ξ||α|−|γ|e−M(2Hk|ξ|) ≤ r′|α||ξ|−d−1|ξ||α|+d+1e−M(2Hk|ξ|)

≤ r′|α||ξ|−d−1(2Hk)−|α|−d−1M|α|+d+1 ≤ c0r
′|α|(2k)−|α|−d−1Md+1|ξ|−d−1Mα

≤ C ′(2L0dt)
−|α||ξ|−d−1Mα.

For |ξ| ≤ 1 we have

r′|γ||ξ||α|−|γ|e−M(2Hk|ξ|) ≤ r′|α| ≤ c′(2L0dt)
−|α|Mα.
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Now, by using β! ≤ c0L
|β|
0 Aβ we obtain

∣∣xβDαG(x)
∣∣ ≤ C ′′′(dt)−|α|−|β|MαAβ, for all x ∈ Rd,

α, β ∈ Nd (recall r′ = 2L0dt). Observe

|x|2|β| |DαG(x)|2 =
∑

|γ|=|β|

|β|!
γ!
x2γ |DαG(x)|2 .

Thus |x||β| |DαG(x)| ≤ C2t
−|α|−|β|MαAβ in the Beurling case and |x||β| |DαG(x)| ≤ C2MαAβTαTβ

in the Roumieu case (we set Tγ =
∏|γ|

j=1 tj for γ ∈ Nd), for all x ∈ Rd, α, β ∈ Nd (recall

kp ≤ tp/d, p ∈ Z+). Hence

t|α| |DαG(x)| eA(t|x|)
Mα

≤ C2

(
resp.

|DαG(x)| eBtp (|x|)

MαTα
≤ C2

)
, ∀x ∈ R

d, ∀α ∈ N
d.

It remains to prove that P (D)G = δ. For ϕ ∈ S∗† (Rd) we have

〈P (D)G,ϕ〉 =

∫

Rd

G(x)P (−D)ϕ(x)dx =
1

(2π)d

∫

R2d

eixξ

P (ξ)
· P (−D)ϕ(x)dxdξ

=

∫

Rd

F−1(P (−D)ϕ)(ξ)

P (ξ)
dξ =

∫

Rd

F−1ϕ(ξ)dξ = ϕ(0),

i.e., P (D)G = δ, which completes the proof. �

Example 2.3. Using Proposition 2.2, one can construct an entire function f of ex-
ponential decay such that P (D)f is continuous but nowhere differentiable. More pre-
cisely, let Mp ⊂ p! (e.g., Mp = p!σ with 0 < σ < 1) and Ap = p!. By considering
the Weierstrass continuous nowhere differentiable function on R, Proposition 2.2 implies
that, for each fixed τ, r > 0, one can find an entire function f satisfying |f (k)(x)| ≤
CMke

−τ |x|/rk, ∀x ∈ R, ∀k ∈ N and an ultradifferential operator P (D) of class (Mp) such
that P (D)f =Weierstrass function.

Lemma 2.4. Let r > 0 (resp. (rp) ∈ R).

i) For each χ, ϕ ∈ S∗† (Rd) and ψ ∈ SMp,r
Ap,r

(resp. ψ ∈ SMp,(rp)

Ap,(rp)
), χ ∗ (ϕψ) ∈ S∗† (Rd).

ii) Let ϕ, χ ∈ S∗† (Rd) with ϕ(0) = 1 and
∫
Rd χ(x)dx = 1. For each n ∈ Z+ define

χn(x) = ndχ(nx) and ϕn(x) = ϕ(x/n). Then there exists k ≥ 2r (resp. (kp) ∈ R

with (kp) ≤ (rp/2)), such that the operators Q̃n : ψ 7→ χn ∗ (ϕnψ), are continuous

as mappings from SMp,k
Ap,k

to SMp,r
Ap,r

(resp. from SMp,(kp)

Ap,(kp)
to SMp,(rp)

Ap,(rp)
), for all n ∈ Z+.

Moreover Q̃n → Id in Lb
(
SMp,k
Ap,k

,SMp,r
Ap,r

)
(resp. in Lb

(
SMp,(kp)
Ap,(kp)

,SMp,(rp)
Ap,(rp)

)
).

Proof. We give the proof for the Roumieu case. The Beurling case is similar. To see that

χ ∗ (ϕψ) ∈ S{Mp}

{Ap}
(Rd) let (lp) ∈ R be arbitrary but fixed. Set kp = lp/2, p ∈ Z+. Clearly

(kp) ∈ R. Observe that

eBlp (|x|) ≤ 2eBlp(2|x−y|)eBlp(2|y|) = 2eBkp(|x−y|)eBkp (|y|),

so

|Dα (χ ∗ (ϕψ)(x))| ≤
∫

Rd

|Dαχ(y)| |ϕ(x− y)||ψ(x− y)|dy

≤ C1Mα

|α|∏

j=1

kj

∫

Rd

e−Bkp(|y|)e−Bkp(|x−y|)e−Brp(|x−y|)dy ≤ C2Mα

|α|∏

j=1

lj · e−Blp (|x|);

which completes the proof of i).
We will prove ii) in the Roumieu case. The Beurling case is similar. Let (rp) ∈ R

be fixed. By Lemma 1.1 one can find (k′p) ∈ R such that k′p ≤ rp/(4H), ∀p ∈ Z+ and
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∏p+q
j=1 k

′
j ≤ 2p+q

∏p
j=1 k

′
j ·
∏q

j=1 k
′
j for all p, q ∈ Z+. Let kp = k′p/(2H), p ∈ Z+. Obviously,

(kp) ∈ R. We will prove that (kp) satisfies the required conditions. For α ∈ Nd set

Rα =
∏|α|

j=1 rj , K
′
α =

∏|α|
j=1 k

′
j and Kα =

∏|α|
j=1 kj. For ψ ∈ SMp,(kp)

Ap,(kp)
denote ψn = ϕnψ and

proceed as follows

|Dα (χn ∗ (ϕnψ)) (x)−Dαψ(x)| eBrp(|x|)

MαRα

≤ 2

∫

Rd

|χn(y)|eBrp(2|y|) · |D
αψn(x− y)−Dαψn(x)| eBrp (2|x−y|)

MαRα
dy

+
|Dαψn(x)−Dαψ(x)| eBrp (|x|)

MαRα

≤ 2

∫

Rd

|χ(y)|eBrp(2|y|) · |D
αψn(x− y/n)−Dαψn(x)| eBrp (2|x−y/n|)

MαRα
dy

+
|Dαψn(x)−Dαψ(x)| eBk′p

(|x|)

MαK ′α
.

Denote the first term as S ′n,α(x) and the second one as S ′′n,α(x). To estimate S ′′n,α(x),
observe that, by construction, the sequences Mp

∏p
j=1 k

′
j and Ap

∏p
j=1 k

′
j satisfy (M.2)

with constant 2H instead of H . Thus [21, Proosition 3.6] implies

e
2Bk′p

(|x|) ≤ c′e
Bk′p

(2H|x|)
= c′eBkp(|x|).

Hence,

S ′′n,α(x)

≤ |1− ϕ(x/n)| |Dαψ(x)| eBk′p
(|x|)

MαK ′α
+

1

n

∑

β≤α
β 6=0

(
α

β

)∣∣Dβϕ(x/n)
∣∣ ∣∣Dα−βψ(x)

∣∣ eBk′p
(|x|)

MαK ′α

≤ c′σ(kp)(ψ) |1− ϕ(x/n)| e−Bk′p
(|x|)

+
σ(kp)(ϕ)σ(kp)(ψ)

n(2H)|α|

∑

β≤α
β 6=0

(
α

β

)

≤ c′σ(kp)(ψ) |1− ϕ(x/n)| e−Bk′p
(|x|)

+
σ(kp)(ϕ)σ(kp)(ψ)

n

Set an =
∥∥∥(1− ϕ(·/n)) e−Bk′p

(|·|)
∥∥∥
L∞(Rd)

. We prove that an → 0. Let ε > 0. Pick C > 0

such that e
−Bk′p

(|x|) ≤ ε/(1+‖ϕ‖L∞(Rd)) when |x| ≥ C. Since ϕ(0) = 1 and ϕ is continuous
there exists n0 ∈ Z+ such that for all n ≥ n0, |1 − ϕ(x/n)| ≤ ε for all |x| ≤ C. Thus

|1− ϕ(x/n)| e−Bk′p
(|x|) ≤ ε for all x ∈ Rd and n ≥ n0, which proves an → 0. We obtain

S ′′n,α(x) ≤ σ(kp)(ψ)
(
c′an + σ(kp)(ϕ)/n

)
,(2.4)

for all, x ∈ Rd, α ∈ Nd, ψ ∈ SMp,(kp)

Ap,(kp)
. To estimate S ′n,α, Taylor expand Dαψn at x to

obtain

|Dαψn(x− y/n)−Dαψn(x)| ≤ |y|
n

∑

|β|=1

∫ 1

0

∣∣Dα+βψn(x− ty/n)
∣∣ dt

≤
dσ(k′p)(ψn)M|α|+1K

′
|α|+1|y|

n

∫ 1

0

e
−Bk′p

(|x−ty/n|)
dt.
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Observe that

eBrp(2|x−y/n|) ≤ 2eBrp(4|x−ty/n|)eBrp (4|(1−t)y/n|) ≤ 2e
Bk′p

(|x−ty/n|)
e
Bk′p

(|y|)
and

M|α|+1K
′
|α|+1 ≤ c0(2H)|α|+1Mαk

′
1K
′
α ≤ c0r1MαRα.

Moreover by definition S ′′n,α(x), sup
α

‖S ′′n,α‖L∞(Rd) = σ(k′p)(ψn − ψ). Hence, the above

estimate for S ′′n,α(x) implies

σ(k′p)(ψn) ≤ σ(kp)(ψ)

(
c′an +

σ(kp)(ϕ)

n
+ 1

)
≤ c′′σ(kp)(ψ).

Now, for S ′n,α(x) we have S
′
n,α(x) ≤ C ′σ(kp)(ψ)/n. This estimate together with (2.4) proves

that Q̃n ∈ L
(
SMp,(kp)
Ap,(kp)

,SMp,(rp)
Ap,(rp)

)
, for all n ∈ Z+ and Q̃n → Id in Lb

(
SMp,(kp)
Ap,(kp)

,SMp,(rp)
Ap,(rp)

)
,

which completes the proof. �

2.2. Structure theorems for S ′∗† (Rd). In the next proposition for t > 0 (resp. (tp) ∈
R), we denote by SMp,t

Ap,t (resp. by SMp,(tp)

Ap,(tp) ) the closure of S(Mp)

(Ap)
(Rd) in SMp,t

Ap,t
(resp. the

closure of S{Mp}

{Ap}
(Rd) in SMp,(tp)

Ap,(tp)
).

Proposition 2.5. Let B be a bounded subset of S ′∗† (Rd). There exists k > 0 (resp.

(kp) ∈ R) such that each f ∈ B can be extended to a continuous functional f̃ on SMp,k

Ap,k

(resp. on SMp,(kp)

Ap,(kp) ). Moreover, there exists l ≥ k (resp. (lp) ∈ R with (lp) ≤ (kp)) such

that SMp,l
Ap,l

⊆ SMp,k

Ap,k (resp. SMp,(lp)

Ap,(lp)
⊆ SMp,(kp)

Ap,(kp) ) and ∗ : SMp,l
Ap,l

× SMp,l
Ap,l

→ SMp,k

Ap,k (resp.

∗ : SMp,(lp)

Ap,(lp)
× SMp,(lp)

Ap,(lp)
→ SMp,(kp)

Ap,(kp) ) is a continuous bilinear mapping. Furthermore, there

exist an ultradifferential operator P (D) of class ∗ and u ∈ SMp,l

Ap,l (resp. u ∈ SMp,(lp)

Ap,(lp) )

such that P (D)u = δ and f = (P (D)u) ∗ f = P (D)(u ∗ f̃) for each f ∈ B, where

u ∗ f̃ is the image of f̃ under the transpose of the continuous mapping ϕ 7→ ǔ ∗ ϕ,
S(Mp)
(Ap)

(Rd) → SMp,k

Ap,k (resp. S{Mp}
{Ap}

(Rd) → SMp,(kp)

Ap,(kp) ). For f ∈ B, u ∗ f̃ ∈ L∞
eA(l|·|) ∩ C(Rd)

(resp. u∗ f̃ ∈ L∞
e
Blp

(|·|) ∩C(Rd)) and in fact u∗ f̃(x) = 〈f̃ , u(x−·)〉. The set {u∗ f̃ | f ∈ B}
is bounded in L∞

eA(l|·|) (resp. in L
∞

e
Blp

(|·|)).

Proof. We give the proof in the Roumieu case. The Beurling case is analogous. For

brevity in notation for (tp) ∈ R, set X(tp) = SMp,(tp)

Ap,(tp) . Since B is bounded in S ′{Mp}

{Ap}
(Rd), it

is equicontinuous. Hence, there exist (rp) ∈ R and C > 0 such that |〈f, ϕ〉| ≤ Cσ(rp)(ϕ)
for all f ∈ B, i.e., each f can be extended to a continuous linear functional on X(rp)

and if we denote this extension of f ∈ B by f̃ , then the set B̃ = {f̃ ∈ X ′(rp)| f ∈ B}
is bounded in X ′(rp). For n ∈ Z+, let χn and ϕn be as in ii) of Lemma 2.4. One

easily verifies that the mapping Qn : ψ 7→ χn ∗ (ϕnψ) is continuous from S{Mp}
{Ap}

(Rd) to

S{Mp}

{Ap}
(Rd) for all n ∈ Z+ and hence also Qn ∈ L

(
S{Mp}

{Ap}
(Rd),SMp,(rp)

Ap,(rp)

)
for all n ∈ Z+.

For this (rp), Lemma 2.4 implies that there exists (kp) ∈ R with (kp) ≤ (rp/(2H)) for

which the operators Q̃n : ψ 7→ χn ∗ (ϕnψ), are continuous as mappings from SMp,(kp)

Ap,(kp)

to SMp,(rp)

Ap,(rp)
, for all n ∈ Z+ and Q̃n → Id in Lb

(
SMp,(kp)

Ap,(kp)
,SMp,(rp)

Ap,(rp)

)
. By i) of Lemma

2.4, Q̃n(Xkp) ⊆ S{Mp}

{Ap}
(Rd) ⊆ X(rp) for all n ∈ Z+, hence Q̃n ∈ L

(
X(kp), X(rp)

)
for all

n ∈ Z+ and Q̃n → Id in Lb
(
X(kp), X(rp)

)
. Obviously the restriction of Q̃n to S{Mp}

{Ap}
(Rd)
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is Qn. Denoting by tQ̃n the transpose of Q̃n we have tQ̃n → Id in Lb
(
X ′(rp), X

′
(kp)

)
.

Also for f̃ ∈ B̃, the restriction of tQ̃nf̃ to S{Mp}

{Ap}
(Rd) is exactly the ultradistribution

tQnf = ϕn(χ̌n ∗ f). But we have that gf,n = ϕn(χ̌n ∗ f) ∈ S{Mp}

{Ap}
(Rd). Again, Lemma 2.4

implies that there exists (l′p) ∈ R with (l′p) ≤ (kp/(2H)) such that for each v ∈ SMp,(l′p)

Ap,(l′p)
,

χn ∗ (ϕnv) → v in SMp,(kp)

Ap,(kp)
and χn ∗ (ϕnv) ∈ S{Mp}

{Ap}
(Rd), i.e., SMp,(l′p)

Ap,(l′p)
⊆ X(kp). By Lemma

1.1 we can assume that
∏p+q

j=1 l
′
j ≤ 2p+q

∏p
j=1 l

′
j ·
∏q

j=1 l
′
j for all p, q ∈ Z+. Set lp = l′p/(4H),

p ∈ Z+. One easily verifies that for each h ∈ Rd, Th ∈ Lb
(
SMp,(lp)

Ap,(lp)
,SMp,(l′p)

Ap,(l′p)

)
= Y(lp),(l′p)

and there exists c > 0 such that ‖Th‖Y(lp),(l′p) ≤ ceBlp (|h|). Moreover, there exists c′ > 0

such that for h, h0 ∈ Rd and v ∈ SMp,(lp)

Ap,(lp)
,

σ(l′p)(Thv − Th0v) ≤ c′|h− h0|σ(lp)(v)eBlp(|h0|+|h|).(2.5)

To prove this one estimates Dαv(x+h)−Dαv(x+h0) by Taylor expanding Dαv at x+h0
similarly as in the proof of ii) of Lemma 2.4. Also one readily verifies that for this (lp)

and v, v′ ∈ SMp,(lp)

Ap,(lp)
, σ(l′p)(v ∗ v′) ≤ c′′σ(lp)(v)σ(lp)(v

′), i.e., ∗ : SMp,(lp)

Ap,(lp)
× SMp,(lp)

Ap,(lp)
→ SMp,(l′p)

Ap,(l′p)

is continuous bilinear mapping. Similarly as above, take (l′′p) ∈ R with (l′′p) ≤ (lp)

such that SMp,(l′′p )

Ap,(l′′p )
⊆ X(lp). By Proposition 2.2 there exist u ∈ SMp,(l′′p )

Ap,(l′′p )
⊆ X(lp) ⊆ X(kp)

and an ultradifferential operator P (D) of class {Mp} such that P (D)u = δ. Hence

(P (D)u) ∗ f = f . Moreover, (P (D)u) ∗ gf,n = gf,n. Since gf,n → f in S ′{Mp}

{Ap}
(Rd) we

obtain (P (D)u) ∗ gf,n → f = (P (D)u) ∗ f in S ′{Mp}

{Ap}
(Rd). On the other hand, since

gf,n ∈ S{Mp}

{Ap}
(Rd), (P (D)u) ∗ gf,n = P (D)(u ∗ gf,n). Let ϕ ∈ S{Mp}

{Ap}
(Rd). Then ǔ ∗ ϕ ∈

SMp,(l′p)

Ap,(l′p)
⊆ X(kp) and thus

S
′{Mp}

{Ap}

〈u ∗ gf,n, ϕ〉S{Mp}

{Ap}

=

∫

Rd

u ∗ gf,n(x)ϕ(x)dx =

∫

Rd

gf,n(x)ǔ ∗ ϕ(x)dx

= X′
(kp)

〈gf,n, ǔ ∗ ϕ〉X(kp)
.

The right hand side tends to X′
(kp)

〈f̃ , ǔ ∗ ϕ〉X(kp)
where we used the same notation for

f̃ ∈ X ′(rp) and its restriction to X(kp). Now, observe that

x 7→ X′
(kp)

〈f̃ , u(x− ·)〉X(kp)
= X′

(kp)
〈f̃ , Txǔ〉X(kp)

, Rd → C,

is well defined function which we denote by Ff . By the estimates for ‖Th‖Y(lp),(l′p) it

follows that there exists C ′ such that |Ff(x)| ≤ C ′‖f̃‖X′
(kp)
eBlp (|x|). Moreover, by (2.5) it

follows that Ff is continuous. Hence {Ff | f ∈ B} ⊆ L∞
e
Blp

(|x|) ∩ C(Rd) and {Ff | f ∈ B}
is bounded in L∞

e
Blp

(|x|). Moreover, for each f ∈ B, u ∗ gf,n(x) = X′
(kp)

〈gf,n, Txǔ〉X(kp)
and

thus u ∗ gf,n → Ff in L∞
e
Blp

(|x|) hence also in S ′{Mp}

{Ap}
(Rd). Hence 〈f̃ , u(x− ·)〉 is exactly the

image of f̃ under the transpose of the mapping ϕ 7→ ǔ ∗ ϕ, S{Mp}

{Ap}
(Rd) → X(kp). Now,

clearly P (D)(u∗ gf,n)(x) → P (D)(〈f̃ , u(x−·)〉) in S ′{Mp}

{Ap}
(Rd), which completes the proof

of the proposition. �

Remark 2.6. From the proof of this proposition it is clear that the numbers k and l in
the Beurling case can be chosen arbitrary large (resp. the sequence (kp), (lp) ∈ R in the
Roumieu case can be chosen arbitrary small) in the following sense:
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Given t > 0 (resp. (tp) ∈ R) one can choose the numbers k and l (resp. the sequences
(kp), (lp) ∈ R) such that t ≤ k ≤ l (resp. (lp) ≤ (kp) ≤ (tp)).

Lemma 2.7. Let B ⊆ S ′∗† (Rd). The following are equivalent:

i) B is bounded in S ′∗† (Rd);

ii) for each ϕ ∈ S∗† (Rd), {f ∗ ϕ| f ∈ B} is bounded in S ′∗† (Rd);

iii) for each ϕ ∈ S∗† (Rd) there exist t, C > 0 (resp. (tp) ∈ R and C > 0) such that

|(f ∗ ϕ)(x)| ≤ CeA(t|x|) (resp. |(f ∗ ϕ)(x)| ≤ CeBtp (|x|)), for all x ∈ Rd, f ∈ B;
iv) there exist C, t > 0 (resp. there exist (tp) ∈ R and C > 0) such that

|(f ∗ ϕ)(x)| ≤ CeA(t|x|)σt(ϕ)
(
resp. |(f ∗ ϕ)(x)| ≤ CeBtp(|x|)σ(tp)(ϕ)

)
.

for all ϕ ∈ S∗† (Rd), x ∈ Rd, f ∈ B.

Proof. The implication i) ⇒ ii) is trivial. To prove ii) ⇒ iii) suppose that ii) holds.
For f ∈ B denote by Gf the bilinear mapping defined by (ϕ, ψ) 7→ 〈f, ϕ ∗ ψ〉, S∗† (Rd)×
S∗† (Rd) → C. Clearly Gf is continuous. Moreover, for fixed ϕ ∈ S∗† (Rd), by assump-

tion, the set {f ∗ ϕ̌| f ∈ B} is bounded in S ′∗† (Rd), hence equicontinuous (S∗† (Rd) is
barrelled), so the mappings ψ 7→ Gf(ϕ, ψ) = 〈f ∗ ϕ̌, ψ〉, f ∈ B, are equicontinu-
ous subset of L

(
S∗† (Rd),C

)
. An analogous conclusion holds for the set of mappings

ϕ 7→ Gf(ϕ, ψ) = 〈f ∗ ψ̌, ϕ〉, f ∈ B, when ψ ∈ S∗† (Rd) is fixed. Thus {Gf | f ∈ B}
is a separately equicontinuous set. As S(Mp)

(Ap)
(Rd) is an (F )-space (resp. S{Mp}

{Ap}
(Rd) is a

barrelled (DF )-space), [24, Theorem 2, p. 158] (resp. [24, Theorem 11, p. 161]) implies
that {Gf | f ∈ B} is equicontinuous. We will continue the proof in the Roumieu case.

The Beurling case is similar. For (tp) ∈ R, denote by X(tp) the closure of S{Mp}

{Ap}
(Rd) in

SMp,(tp)

Ap,(tp)
. The equicontinuity of {Gf | f ∈ B} implies that there exist (rp) ∈ R and C > 0,

such that |Gf(ϕ, ψ)| ≤ Cσ(rp)(ϕ)σ(rp)(ψ) for all f ∈ B. Now, for χ ∈ S{Mp}

{Ap}
(Rd), we have

|〈f ∗ ϕ ∗ ψ, χ〉| = |Gf(ϕ̌, χ ∗ ψ̌)| ≤ Cσ(rp)(ϕ̌)σ(rp)(χ ∗ ψ̌)(2.6)

≤ C1σ(rp)(ϕ)σ(rp/2)(ψ)‖χ‖L1

e
Brp/2

(|·|)
(2.7)

Since S{Mp}
{Ap}

(Rd) is dense in L1

e
Brp/2

(|·|) we obtain that the bilinear mappings Tf : (ϕ, ψ) →
f ∗ ϕ ∗ ψ, S{Mp}

{Ap}
× S{Mp}

{Ap}
(Rd) → L∞

e
Brp/2

(|·|), are well defined and continuous and the

set {Tf | f ∈ B} is equicontinuous. Set r′p = rp/2, p ∈ Z+ and denote by Y(r′p) the space

L∞
e
B
r′p

(|·|). The estimate (2.7) implies that Tf can be extended by continuity to X(r′p)×X(r′p)

and if we denote this extensions by T̃f we have

‖T̃f(ϕ̃, ψ̃)‖Y(r′p) ≤ C1σ(r′p)(ϕ̃)σ(r′p)(ψ̃), ∀ϕ̃, ψ̃ ∈ X(r′p), ∀f ∈ B.(2.8)

For ϕ ∈ S{Mp}

{Ap}
(Rd) denote by Ff,ϕ the C∞ function f ∗ ϕ. We prove that for each

ϕ ∈ S{Mp}

{Ap}
(Rd), Bϕ = {f ∗ ϕ| f ∈ B} is a bounded subset of Y(r′p). By assumption, Bϕ is

bounded in S ′{Mp}

{Ap}
(Rd). Hence Proposition 2.5 implies that there exist (lp), (kp) ∈ R with

(lp) ≤ (kp) such that Ff,ϕ can be extended to X(kp), S
Mp,(lp)
Ap,(lp)

⊆ X(kp), the convolution is a

continuous bilinear mapping from SMp,(lp)
Ap,(lp)

×SMp ,(lp)
Ap,(lp)

to X(kp) and there exists u ∈ X(lp) and

P (D) of class {Mp} such that P (D)u = δ and Ff,ϕ = P (D)(u∗Ff,ϕ), where u∗Ff,ϕ is the

transpose of the continuous mapping ψ 7→ ǔ ∗ ψ, S{Mp}

{Ap}
(Rd) → X(kp). Of course, we can
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assume that (kp) ≤ (r′p). Since S{Mp}

{Ap}
(Rd) is dense in X(lp), there exist un ∈ S{Mp}

{Ap}
(Rd),

n ∈ Z+, such that un → u in X(lp). Since ∗ : SMp,(lp)
Ap,(lp)

× SMp,(lp)
Ap,(lp)

→ X(kp) is continuous,

〈Tf(un, ϕ), ψ〉 = X′
(kp)

〈Ff,ϕ, ǔn ∗ ψ〉X(kp)
→ X′

(kp)
〈Ff,ϕ, ǔ ∗ ψ〉X(kp)

= 〈u ∗ Ff,ϕ, ψ〉

for all ψ ∈ S{Mp}

{Ap}
(Rd). On the other hand, Tf (un, ϕ) → T̃f(u, ϕ) in Y(r′p) hence also in

S ′{Mp}
{Ap}

(Rd). Thus T̃f(u, ϕ) = u ∗ Ff,ϕ which in turn implies Ff,ϕ = P (D)(T̃f(u, ϕ)). For

{un}n∈Z+ as before, observe that P (D)(Tf(un, ϕ)) = Tf(un, P (D)ϕ). The right hand

side tends to T̃f (u, P (D)ϕ) and consequently Ff,ϕ = T̃f(u, P (D)ϕ). Now (2.8) implies

‖Ff,ϕ‖Y(r′p) ≤ C1σ(r′p)(u)σ(r′p)(P (D)ϕ), i.e., Bϕ is bounded in Y(r′p) for each ϕ ∈ S{Mp}

{Ap}
(Rd).

But the elements of Bϕ are continuous functions hence iii) holds. Next we prove iii) ⇒ i).
Fix ϕ ∈ S∗† (Rd). Since f ∗ ϕ is continuous, |〈f, ϕ̌〉| = |f ∗ ϕ(0)| ≤ C for all f ∈ B, i.e., B

is weakly bounded in S ′∗† (Rd) and thus also strongly bounded.

iv) ⇒ iii) is trivial. To prove i) ⇒ iv), observe that since B is bounded in S ′∗† (Rd)

it is equicontinuous (S∗† (Rd) is barrelled). We give the proof in the Roumieu case, the
Beurling case is similar. There exist (rp) ∈ R and C ′ > 0 such that |〈f, ϕ〉| ≤ C ′σ(rp)(ϕ)

for all ϕ ∈ S{Mp}

{Ap}
(Rd), f ∈ B. Let (tp) = (rp/2). Then

eBrp (|y|) ≤ 2eBrp(2|x−y|)eBrp(2|x|) = 2eBtp(|x−y|)eBtp (|x|).

We have

|f ∗ ϕ(x)| = |〈f, ϕ(x− ·)〉| ≤ C ′ sup
α

sup
y

∣∣eBrp(|y|)Dαϕ(x− y)
∣∣

Mα

∏|α|
j=1 rj

≤ CeBtp (|x|)σ(tp)(ϕ)

for all x ∈ Rd, ϕ ∈ S{Mp}
{Ap}

(Rd), f ∈ B. �

It is interesting to note that the property iv) turns out to characterize the space
S ′∗† (Rd).

Corollary 2.8. Let f ∈ S ′(Mp)

(p!) (Rd) (resp. f ∈ S ′{Mp}

{p!} (Rd)). Then f ∈ S ′∗† (Rd) if and

only if there exists t > 0 (resp. there exists (tp) ∈ R) such that for every ϕ ∈ S(Mp)

(p!) (Rd)

(resp. ϕ ∈ S{Mp}

{p!} (Rd))

sup
x∈Rd

e−A(t|x|)|(f ∗ ϕ)(x)| <∞
(
resp. sup

x∈Rd

e−Btp(|x|)|(f ∗ ϕ)(x)| <∞
)
.

Proof. The direct implication follows by Lemma 2.7. We prove the converse implication
only in the Roumieu case, as the Beurling case is similar. For (rp) ∈ R, denote by σ̃(rp)

the norm on SMp,(rp)
p!,(rp)

to distinguish it from the norm σ(rp) on SMp,(rp)
Ap,(rp)

. Also, for brevity

in notation, we denote by X̃(rp) the closure of S{Mp}
{p!} (Rd) in SMp,(rp)

p!,(rp)
. Let Gf be the

continuous mapping ϕ 7→ f ∗ ϕ, S{Mp}

{p!} (Rd) → S ′{Mp}

{p!} (Rd). By assumption, the image

of Gf is contained in L∞
e
Btp (|·|)(R

d). Since the latter space is continuously injected into

S ′{Mp}

{p!} (Rd), the graph of Gf considered as a mapping from S{Mp}

{p!} (Rd) to L∞
e
Btp (|·|)(R

d)

is closed. As S{Mp}

{p!} (Rd) is barreled and L∞
e
Btp (|·|)(R

d) is a (B)-space hence a Pták space

(cf. [35, Sect. IV. 8, p. 162]) the Pták closed graph theorem (cf. [35, Thm. 8.5,

p. 166]) implies that Gf : S{Mp}
{p!} (Rd) → L∞

e
Btp (|·|)(R

d) is continuous. Thus, there exist

(rp) ∈ R and C > 0 such that ‖f ∗ ϕ‖L∞

e
Btp (|·|)

≤ Cσ̃(rp)(ϕ), i.e., Gf can be extended to
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a continuous mapping G̃f from X̃(rp) to L∞
e
Btp (|·|). For f ∈ S ′{Mp}

{p!} (Rd) find (kp), (lp) ∈
R with (lp) ≤ (kp), u ∈ X̃(lp) and P (D) of class {Mp} as in Proposition 2.5. Then

P (D)(u ∗ f̃) = f in S ′{Mp}

{p!} (Rd), where f̃ is the extension of f to X̃(kp). Of course, we can

take (kp) ≤ (rp). Then u ∗ f̃ = G̃f(u) ∈ L∞
e
Btp (|·|) ⊆ S ′{Mp}

{Ap}
(Rd). As P (D) is of class {Mp},

f = P (D)(u ∗ f̃) ∈ S ′{Mp}
{Ap}

(Rd). �

2.3. Nuclearity. We shall now establish the nuclearity of S∗† (Rd). We first need to

introduce some notation. Given a positive function Ψ ∈ C(Rd) and k ∈ N we denote as
Ck

Ψ(R
d) the (B)-space of all k-times continuously differentiable functions for which the

norm ‖ϕ‖Ψ,k = sup
|α|≤k

‖ΨDαϕ‖L∞(Rd) is finite. Let I = (−1, 1)d and denote by Ck
I
(Rd) the

space of all k-times continuously differentiable periodic functions with period I. Equipped
with the norm sup|α|≤k ‖Dαϕ‖L∞(I) it becomes a (B)-space. We denote by CL∞(Rd) the

(B)-space of all bounded continuous functions on Rd with the supremum norm. Finally,
we also employ the notation 〈x〉 = (1 + |x|2)1/2.
Lemma 2.9. Suppose that lim|x|→∞〈x〉j/Ψ(x) = 0, for all j ∈ Z+. Then, the inclusion

mapping Cd+1
Ψ (Rd) → CL∞(Rd) is nuclear.

Proof. Consider the function f : (−1, 1) → R, defined by f(t) = (1− t)−1−(1+ t)−1. It is
a diffeomorphism between (−1, 1) and R with inverse f−1(t) = (〈t〉−1)/t (notice that f−1

is analytic on a strip along the real axis since the singularity at 0 is removable). Denote
by g : I → Rd the mapping g(x) = (f(x1), ..., f(xd)). It is a diffeomorphism between
I and Rd with inverse g−1(y) = ((〈y1〉 − 1)/y1, ..., (〈yd〉 − 1)/yd). For ϕ ∈ Cd+1

Ψ (Rd
y)

consider the function ϕ ◦ g. Clearly it is an element of Cd+1(I). For κ ∈ Nd, we denote
∂κxg(x) = (∂κxf(x1), ..., ∂

κ
xf(xd)). Using the Faá di Bruno formula (see [3, Theorem 2.1])

one can see that for 1 ≤ |α| ≤ d + 1, ∂αx (ϕ ◦ g)(x) is a finite sum of terms of the

form const. · (∂βϕ) ◦ g(x)
∏|α|

j=1

(
∂γ

(j)

x g(x)
)ν(j)

, where 1 ≤ |β| ≤ |α|, γ(j) = ν(j) = 0 for

1 ≤ j ≤ |α| − s and γ(j) 6= 0 6= ν(j) for |α| − s + 1 ≤ j ≤ |α| and ∑|α|j=1 ν
(j) = β

and
∑|α|

j=1

∣∣ν(j)
∣∣ γ(j) = α (as in [3, Theorem 2.1] we set 00 = 1). Now, observe that

f (k)(t) = k!
(
(1− t)−k−1 + (−1)k+1(1 + t)−k−1

)
. For x ∈ I, let yj = f(xj), j = 1, ..., d.

Since

lim
yj→0

(
1− 〈yj〉 − 1

yj

)−1
= 1 and lim

yj→0

(
1 +

〈yj〉 − 1

yj

)−1
= 1

there exists 0 < ε < 1 such that for |yj| ≤ ε, j = 1, ..., d,

|yj|
|yj − 〈yj〉+ 1| ≤ 2 and

|yj|
|yj + 〈yj〉 − 1| ≤ 2.

For yj ≥ ε we have |yj − 〈yj〉+ 1| = yj + 1 − 〈yj〉 ≥ ε/(2〈yj〉) and |yj + 〈yj〉 − 1| ≥ ε.
Similarly, for yj ≤ −ε, we have |yj − 〈yj〉+ 1| ≥ ε and |yj + 〈yj〉 − 1| ≥ ε/(2〈yj〉). Thus,
for k ∈ Z+,

|yj|k

|yj − 〈yj〉+ 1|k
≤ ck〈yj〉2k and

|yj|k

|yj + 〈yj〉 − 1|k
≤ ck〈yj〉2k

for all yj ∈ R, where c = 2(1 + ε−1). We obtain

∣∣f (k)(xj)
∣∣ ≤ k!|yj|k+1

|yj − 〈yj〉+ 1|k+1
+

k!|yj|k+1

|yj + 〈yj〉 − 1|k+1
≤ 2ck+1k!〈yj〉2(k+1).
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Now, we estimate as follows

|α|∏

j=1

∣∣∣∣
(
∂γ

(j)

x g(x)
)ν(j)∣∣∣∣ ≤

|α|∏

j=1

d∏

k=1

∣∣∣∣∂
γ
(j)
k
xk f(xk)

∣∣∣∣
ν
(j)
k

≤ C1

|α|∏

j=1

d∏

k=1

〈yk〉2γ
(j)
k ν

(j)
k +2ν

(j)
k

≤ C1

|α|∏

j=1

〈y〉2|γ(j)||ν(j)|+2|ν(j)| = C1〈y〉2|α|+2|β|

≤ C1〈y〉4(d+1).

Hence

sup
|α|≤d+1

‖Dα(ϕ ◦ g)‖L∞(I)

≤ C2 sup
|α|≤d+1

sup
y∈Rd

〈y〉4(d+1) |Dαϕ(y)| ≤ C3‖ϕ‖Ψ,d+1.(2.9)

Let x ∈ I and set y = g(x). If xj ≥ 0 then

|1− xj |−1 ≤ |f(xj)|+ |1 + xj |−1 ≤ |yj|+ 1 ≤ 2〈yj〉.
If xj ≤ 0, clearly |1 − xj |−1 ≤ 1 ≤ 2〈yj〉. Similarly, |1 + xj |−1 ≤ 2〈yj〉. Thus, denoting
1 = (1, ..., 1) ∈ Rd, for β, γ ∈ Nd fixed, by the above estimates we have

sup
|α|≤d+1

sup
x∈I

∣∣∣∣
Dα(ϕ ◦ g)(x)

(1− x)β(1+ x)γ

∣∣∣∣ ≤ C4 sup
|α|≤d+1

sup
y∈Rd

∣∣〈y〉4(d+1)+|β|+|γ|Dαϕ(y)
∣∣

≤ C5‖ϕ‖Ψ,d+1.

For 0 < l < 1 denote Il = (−l, l)d. The above estimate implies that for each β, γ ∈ Nd

and ε > 0 there exists 0 < l < 1 such that

sup
|α|≤d+1

sup
x∈I\Il

∣∣(1− x)−β(1+ x)−γDα(ϕ ◦ g)(x)
∣∣ ≤ ε.

Hence ϕ◦g can be extended to a periodic function on Rd with period I and this extension is
an element of Cd+1

I
(Rd

x). Thus, the mapping T which maps ϕ ∈ Cd+1
Ψ (Rd

y) to the periodic

extension of ϕ◦g with period I is well defined as a mapping from Cd+1
Ψ (Rd

y) into C
d+1
I

(Rd
x).

Moreover, by (2.9), it is continuous.
Next, by using a similar technique as in the proof of [21, Lemma 2.3], one shows

that the inclusion mapping Cd+1
I

(Rd) → C0
I
(Rd) is nuclear. Denote by T̃ the mapping

ϕ 7→ ϕ◦g−1, C0
I
(Rd) → CL∞(Rd). To prove that it is well defined and continuous, observe

that ϕ ◦ g−1 is continuous and

|ϕ ◦ g−1(y)| = |ϕ ((〈y1〉 − 1)/y1, ..., (〈yd〉 − 1)/yd)| ≤ ‖ϕ‖L∞(I)

for all y ∈ Rd.
Now, notice that the inclusion mapping ι : Cd+1

Ψ (Rd) → CL∞(Rd) can be decomposed

as Cd+1
Ψ (Rd)

T−→ Cd+1
I

(Rd)
ι−→ C0

I
(Rd)

T̃−→ CL∞(Rd), which, by the above observation,
proves its nuclearity. �

In the rest of this subsection, we are interested in the special case Ψ(x) = eA(h|x|),
h > 0. We recall ([30, Definition 3.2.3, p. 56]) that a continuous mapping T : E → F , E
and F being normed spaces, is called quasi-nuclear if there exists a sequence of functionals
x′j ∈ E ′, j ∈ Z+, such that

∑
j ‖x′j‖E′ < ∞ and ‖T (x)‖F ≤

∑
j |〈x′j , x〉| for all x ∈ E, as

well as ([30, Theorem 3.3.2, p. 62]) that the composition of two quasi-nuclear mappings
is nuclear.
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Proposition 2.10. We have:

i) For every h > 0 there exists h1 > h such that the inclusion mapping SMp,h1
Ap,h1

→ SMp,h
Ap,h

is nuclear.
ii) For every h > 0 there exists h1 < h such that the inclusion mapping SMp,h

Ap,h
→

SMp,h1
Ap,h1

is nuclear.

Proof. For h > 0 we denote by Xh the space SMp,h
Ap,h

. Since the inclusion Xh1 → Xh (resp.

Xh → Xh1), is the composition of two inclusions of the same type, it is enough to prove
that it is quasi-nuclear. For ease of writing, set Yh = Cd+1

eA(h|·|)(R
d). We first need to

construct F ∈ Cd+1(Rd) such that

(2.10) c1e
A(|x|) ≤ |F (x)| ≤ C1e

A(4|x|), x ∈ R
d,

and

(2.11) |DαF (x)| ≤ C1e
A(4|x|), x ∈ R

d, |α| ≤ d+ 1.

Indeed, choose an even non-negative φ ∈ D(Rd) and set F (x) = (φ ∗ eA(2| · |))(x); then,
from the elementary inequality eA(ρ+λ) ≤ 2eA(2ρ)eA(2λ), we obtain (2.10) and (2.11) with

c1 =
1

2

∫

Rd

φ(y)e−A(2|y|)dy and C1 = 2 max
|α|≤d+1

∫

Rd

|Dαφ(y)|eA(4|y|)dy.

Let h > 0. For the proof of i) define Fh(x) = F (hx), resp. for the proof of ii) define
Fh(x) = F (hx/(4H)). Then c1e

A(h|x|) ≤ |Fh(x)| ≤ C1e
A(4h|x|), resp. c1e

A(h|x|/(4H)) ≤
|Fh(x)| ≤ C1e

A(h|x|/H) and (2.11) implies (for |α| ≤ d+ 1)

(2.12) |DαFh(x)| ≤ C1h
|α|eA(4h|x|), resp. |DαFh(x)| ≤ C1

(
h

4H

)|α|
eA(h|x|/H).

First we prove i). Take h1 = 4Hh. We prove that the inclusion Xh1 → Xh is quasi-
nuclear. By Lemma 2.9, there exists Sj ∈ Y ′2h, j ∈ Z+, such that

∑
j ‖Sj‖Y ′

2h
< ∞ and

χj ∈ CL∞(Rd), j ∈ Z+, with ‖χj‖L∞(Rd) ≤ 1 for all j ∈ Z+, such that for every ψ ∈ Y2h,

ψ(x) =
∑

j Sj(ψ)χj(x). Let ϕ ∈ Xh1 . For each α ∈ Nd, FhD
αϕ ∈ Y2h. Indeed, for

|β| ≤ d+ 1, by (2.12), we have

∣∣eA(2h|x|)Dβ (Fh(x)D
αϕ(x))

∣∣

≤
∑

γ≤β

(
β

γ

)
eA(2h|x|)

∣∣Dβ−γFh(x)
∣∣ ∣∣Dα+γϕ(x)

∣∣

≤ C2

∑

γ≤β

(
β

γ

)
e2A(4h|x|)

∣∣Dα+γϕ(x)
∣∣ ≤ C3‖ϕ‖Xh1

∑

γ≤β

(
β

γ

)
Mα+γ

h
|α|+|γ|
1

≤ C4(1/(4h))
|α|Mα‖ϕ‖Xh1

,

where, in the third inequality, we have used e2A(4h|x|) ≤ c0e
A(4Hh|x|) = c0e

A(h1|x|) (which
follows from (M.2) for Ap; see [21, Proposition 3.6]). Observe that

∥∥eA(h|·|)Dαϕ
∥∥
L∞(Rd)

≤ C0 ‖FhDαϕ‖L∞(Rd) ≤
∞∑

j=1

C0 |Sj(FhDαϕ)| .
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Denote by Tα,j the linear functional on Xh1 defined by Tα,j(ϕ) = C0h
|α|Sj(FhD

αϕ)/Mα.
Observe that

|Tα,j(ϕ)| ≤ C0

h|α|‖Sj‖Y ′
2h

Mα
· sup
|β|≤d+1

∥∥eA(2h|·|)Dβ (FhD
αϕ)
∥∥
L∞(Rd)

≤ C6

‖Sj‖Y ′
2h
‖ϕ‖Xh1

4|α|
.

Hence ‖Tα,j‖X′
h1

≤ C64
−|α|‖Sj‖Y ′

2h
. We conclude

∑
j,α ‖Tα,j‖X′

h1

< ∞ and together with

the inequality

‖ϕ‖Xh
≤

∑

α

h|α|
∥∥eA(h|·|)Dαϕ

∥∥
L∞(Rd)

Mα

≤
∑

α

C0h
|α| ‖FhDαϕ‖L∞(Rd)

Mα

≤
∑

j,α

|Tα,j(ϕ)| ,

proves the desired quasi-nuclearity.
For ii), we take h1 = h/(4H) and show that the inclusion Xh → Xh1 is quasi-

nuclear. By Lemma 2.9, there exists Sj ∈ Y ′h/(2H), j ∈ Z+, such that
∑

j ‖Sj‖Y ′
h/(2H)

<∞
and χj ∈ CL∞(Rd), j ∈ Z+, with ‖χj‖L∞(Rd) ≤ 1 for all j ∈ Z+, such that for every
ψ ∈ Yh/(2H), ψ(x) =

∑
j Sj(ψ)χ(x). Let ϕ ∈ Xh. Similarly as above, one proves that for

α, β ∈ Nd, such that |β| ≤ d+ 1,
∣∣eA(h|x|/(2H))Dβ (Fh(x)D

αϕ(x))
∣∣ ≤ C ′3(H/h)

|α|Mα‖ϕ‖Xh
.

Thus, for each α ∈ Nd, FhD
αϕ ∈ Yh/(2H). Observe that

∥∥eA(h1|·|)Dαϕ
∥∥
L∞(Rd)

≤ C0 ‖FhDαϕ‖L∞(Rd) ≤
∞∑

j=1

C0 |Sj(FhDαϕ)| .

Set Tα,j(ϕ) = C0h
|α|
1 Sj(FhD

αϕ)/Mα. Similarly as above one verifies that ‖Tα,j‖X′
h
≤

C ′44
−|α|‖Sj‖Y ′

h/(2H)
, i.e.,

∑
j,α ‖Tα,j‖X′

h
<∞ and ‖ϕ‖Xh1

≤∑j,α |Tα,j(ϕ)| which proves the

quasi nuclearity of the inclusion Xh → Xh1. �

In particular we obtain:

Proposition 2.11. The space S∗† (Rd) is nuclear.

Since S(Mp)

(Ap)
(Rd) is an (FN)-space (Fréchet nuclear) and S{Mp}

{Ap}
(Rd) is a (DFN)-space,

S ′∗† (Rd) is also nuclear. As a consequence of the nuclearity of S∗† (Rd) we have the following
proposition. We will often tacitly apply it through the rest of the article.

Proposition 2.12. The following canonical isomorphisms of l.c.s. hold:

S∗† (Rd1+d2) ∼= S∗† (Rd1)⊗̂S∗† (Rd2) ∼= Lb
(
S ′∗† (Rd1),S∗† (Rd2)

)
,

S ′∗† (Rd1+d2) ∼= S ′∗† (Rd1)⊗̂S ′∗† (Rd2) ∼= Lb
(
S∗† (Rd1),S ′∗† (Rd2)

)
.

Proof. For brevity in the notation set d = d1 + d2. If we prove the density of S∗† (Rd1)⊗
S∗† (Rd2) in S∗† (Rd) the rest of the proof is analogous to the proof of [34, Proposition

2]. Let ψ ∈ S∗† (Rd). For {χn}n∈Z+ ⊆ S∗† (Rd1) and {χ̃n}n∈Z+ ⊆ S∗† (Rd2) as in ii) of
Lemma 2.4, with a similar argument as in the proof of Lemma 2.4, one readily veri-
fies that (χn ⊗ χ̃n) ∗ ψ → ψ in S∗† (Rd). Hence it is enough to prove that for arbitrary

but fixed θj ∈ S∗† (Rdj ), j = 1, 2, (θ1 ⊗ θ2) ∗ ψ can be approximated by elements of

S∗† (Rd1) ⊗ S∗† (Rd2). We give the proof for the Roumieu case, as the Beurling case is
is similar. Set θ = θ1 ⊗ θ2. Let ε > 0 and (rp) ∈ R. Denote (kp) = (rp/2). Since
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D(Rd) is dense in L1

e
Bkp

(|·|)(R
d) and D(Rd1) ⊗ D(Rd2) is dense in D(Rd) there exists

g ∈ D(Rd1) ⊗ D(Rd2) such that ‖ψ − g‖L1

e
Bkp

(|·|)
(Rd)

≤ ε/(2σ(kp)(θ)). One easily verifies

that θ∗g ∈ S{Mp}

{Ap}
(Rd1)⊗S{Mp}

{Ap}
(Rd2). By using the inequality eBrp(ρ+λ) ≤ 2eBrp(2ρ)eBrp (2λ),

ρ, λ > 0, we have eBrp (|x|) ≤ 2eBkp (|x−y|)eBkp (|y|), ∀x, y ∈ Rd. Thus

|Dα (θ ∗ ψ − θ ∗ g) (x)| eBrp (|x|)

MαRα

≤ 2

∫

Rd

|Dαθ(x− y)| eBkp(x−y)

MαRα

· |ψ(y)− g(y)|eBkp(|y|)dy ≤ ε.

�

Remark 2.13. As inspection in its proof shows Proposition 2.10 (and hence Propositions
2.11 and 2.12) remains valid if we merely assume that Ap and Mp satisfy (M.1) and
(M.2).

3. Translation-invariant spaces of ultradistributions

This section collects and explains various results about some classes of translation-
invariant spaces of ultradistributions that we shall apply in the next two sections in
our study of the convolution. See [13] for the non-quasianalytic case and [14] for the
quasianalytic one (see also [12] for the distribution case). We employ the notation Th for
the translation operator Thg = g( · + h), h ∈ Rd.

3.1. Translation-invariant Banach spaces of ultradistribution. We start by defin-
ing the following class of Banach spaces:

Definition 3.1. A (B)-space E is said to be a translation-invariant (B)-space of ultra-
distributions of class ∗ − † if it satisfies the following three axioms:

(I) S∗† (Rd) →֒ E →֒ S ′∗† (Rd).

(II) Th(E) ⊆ E for each h ∈ Rd (i.e., E is translation-invariant).
(III) There exist τ, C > 0 (for every τ > 0 there exists C > 0), such that1

(3.1) ω(h) := ‖T−h‖L(E) ≤ CeA(τ |h|).

The function ω : Rd → (0,∞) is called the weight (or growth) function of E.

These axioms imply [13, 14] the following important property:

(ĨI) The mappings h 7→ Thg are continuous for each g ∈ E,
i.e., the translation group of E is a C0-group; moreover, E is separable.

In the rest of the section we assume that E and ω are as in Definition 3.1. It should be
noticed that the weight function of E is measurable, ω(0) = 1, and log ω is subadditive.
We associate to E the Beurling algebra L1

ω, this convolution algebra is very important to
understand the properties of E. The next proposition collects some useful results from
[14] concerning the natural convolution structure on E.

Proposition 3.2 ([14]). The (B)-space E satisfies:
a) The convolution mapping S∗† (Rd)×S∗† (Rd) → S∗† (Rd) extends as a continous bilin-

ear mapping L1
ω ×E → E so that E becomes a Banach module over the Beurling algebra

L1
ω, i.e., ‖u ∗ g‖E ≤ ‖u‖1,ω‖g‖E.
1Applying the closed graph theorem, the axioms (I) and (II) yield Th ∈ L(E) for every h ∈ Rd, see

[14, Lemma 3.1]
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b) Let g ∈ E, χ ∈ S∗† (Rd) with

∫

Rd

χ(x)dx=1, and define χn(x) = ndχ(nx), n ∈ Z+ .

Then, lim
n→∞

‖g − χn ∗ g‖E = 0.

The dual space E ′ carries a convolution structure as well. Indeed, we can associate
the Beurling algebra L1

ω̌ to E ′ (here ω̌(x) = ω(−x)) and the convolution of f ∈ E ′ and
u ∈ L1

ω̌ is defined via transposition: 〈u ∗ f, g〉 := 〈f, ǔ ∗ g〉 , g ∈ E. The space E ′ then
becomes a Banach module over L1

ω̌.
It is important to notice that, in general, E ′ is not a translation-invariant (B)-space

of ultradistributions of class ∗ − †. Indeed, the properties (I) and (ĨI) may fail for E ′

(e.g., take E = L1).
We have introduced in [12, 13, 14] the space E ′∗ = L1

ω̌ ∗E ′. Since the Beurling algebra
L1
ω̌ admits bounded approximation unities, it follows from the celebrated Cohen-Hewitt

factorization theorem [20] that E ′∗ is actually a closed linear subspace of E ′. Thus, E ′∗
inheres the Banach module structure over L1

ω̌. The (B)-space of ultradistributions E ′∗
possesses richer properties than E ′; indeed, it satisfies (ĨI) and b) from Proposition 3.2;
moreover, we have the explicit description [13, 14] E ′∗ = {f ∈ E ′ : limh→0 ‖Thf − f‖E′ =
0}. When E is reflexive, we have proved [13, 14] that E ′ is also a translation-invariant
Banach space of ultradistributions of class ∗ − † and in fact E ′ = E ′∗. We now give some
typical examples of E.

Example 3.3. Let η be a ultrapolynomially bounded weight function of class †, that is, a
continous function η : Rd → (0,∞) that fulfills the requirement η(x+ h) ≤ Cη(x)eA(τ |h|)

for some C, τ > 0, resp. for every τ > 0 there exists C > 0). One clearly has that
E = Lpη are translation-invariant Banach spaces of tempered ultradistributions for p ∈
[1,∞). The case p = ∞ is an exception, because the properties (I) fails for L∞η . In
view of reflexivity, the space E ′∗ corresponding to E = Lpη−1 is E ′∗ = E ′ = Lqη whenever

1 < p < ∞, where q is the conjugate index to p. On the other hand, E ′∗ = UCη :={
u ∈ L∞η : limh→0 ||Thu− u||∞,η = 0

}
for E = L1

η. The weight function of Lpη is ω(h) =
‖Thη‖∞,η for p ∈ [1,∞), while that for L∞η is ω̌ (cf. [12, Prop. 10]). Another instance

is E = Cη where Cη = {ϕ ∈ C(Rd)| lim|x|→∞ ϕ(x)/η(x) = 0} with norm ‖ · ‖∞,η; in this
case, one readily verifies that E ′∗ = L1

η.

3.2. The spaces D∗E and D′∗E′
∗
. Following [13, 14], we introduce the test function space

D∗E as follows. Let

DMp,m
E =

{
ϕ ∈ E

∣∣∣Dαϕ ∈ E, ∀α ∈ N
d, ‖ϕ‖E,m = sup

α∈Nd

mα‖Dαϕ‖E
Mα

<∞
}
.

We define the (Hausdorff) l.c.s.

(3.2) D(Mp)
E = lim

←−
m→∞

DMp,m
E , D{Mp}

E = lim
−→
m→0

DMp,m
E .

An important result from [13, 14] is the alternative description of the Roumieu case via
the projective family of (B)-spaces

(3.3) D{Mp},(rp)
E =

{
ϕ ∈ E

∣∣∣∣∣D
αϕ ∈ E, ∀α ∈ N

d, ‖ϕ‖E,(rp) = sup
α

‖Dαϕ‖E
Mα

∏|α|
j=1 rj

<∞
}
,

with (rp) ∈ R; we have the (topological) equality D{Mp}
E = lim

←−
(rp)∈R

D{Mp},(rp)
E .

We recall some properties of D∗E that are shown in [14]. We have shown that the
elements of D∗E are actually ultradifferentiable functions, namely, D∗E ⊆ E∗(Rd) and the
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inclusion is continuous. Moreover, one has the dense embeddings S∗† (Rd) →֒ D∗E →֒
E →֒ S ′∗† (Rd). Clearly, ultradifferential operators of class ∗ act continuously on D∗E .
Furthermore, D∗E is a topological algebra on L1

ω under convolution. Obviously, D(Mp)
E

is an (F )-space and D{Mp}
E is a barreled, bornological (DF )-space. Moreover, D{Mp}

E is

complete and regular, i.e., every bounded set B in D{Mp}
E is bounded in some D{Mp},m

E .
The space D∗E is reflexive if E is reflexive.

The strong dual of D∗E will be denoted as D′∗E′
∗
. Clearly, D′(Mp)

E′
∗

is a complete (DF )-

space and D′{Mp}
E′

∗
is an (F )-space. When E is reflexive, we write D′∗E′ = D′∗E′

∗
and S∗† (Rd)

is dense in it. The notation D′∗E′
∗
= (D∗E)′ is justified by the next structural theorem from

[14]. The spaces UCω and Cω are those closed subspaces of L∞ω defined in Example 3.3.

Theorem 3.4 ([14]). Let B ⊆ S ′∗† (Rd). The following statements are equivalent:

(i) B is a bounded subset of D′∗E′
∗
.

(ii) For each ψ ∈ S∗† (Rd), {f ∗ ψ| f ∈ B} is a bounded subset of E ′.

(iii) For each ψ ∈ S∗† (Rd), {f ∗ ψ| f ∈ B} is a bounded subset of E ′∗.
(iv) There exists a bounded subset B1 of E ′ and an ultradifferential operator P (D) of

class ∗ such that each f ∈ B can be expressed as f = P (D)g with g ∈ B1.
(v) There exists B2 ⊆ E ′∗ ∩ UCω which is bounded in E ′∗ and in UCω and an ultra-

differential operator P (D) of class ∗ such that each f ∈ B can be expressed as
f = P (D)g with g ∈ B2. Moreover, if E is reflexive, we may choose B2 ⊆ E ′∗∩Cω.

We shall also need the ensuing characterization of precompact subsets of B ⊆ D′∗E′
∗
.

Proposition 3.5. Let B ⊆ D′∗E′
∗
. The following statements are equivalent:

(i) B is precompact in D′∗E′
∗
.

(ii) There exists a precompact set B1 in E ′ and an ultradifferential operator P (D) of
class ∗ such that f = P (D)g for some g ∈ B1.

(iii) There exists a set B2 ⊆ E ′∗ ∩ UCω which is precompact in E ′∗ and in UCω and
an ultradifferential operator P (D) of class ∗ such that each f ∈ B is of the form
f = P (D)g for some g ∈ B2; if E is reflexive one may choose B2 ⊆ E ′∗ ∩ Cω.

Proof. We consider the Roumieu case as the Beurling case is similar. Let (i) hold. For

f ∈ D′{Mp}
E′

∗
we define the linear operator ι(f)(ϕ) = f ∗ ϕ̌, S{Mp}

{Ap}
(Rd) → E ′∗ (it is well

defined by Theorem 3.4). One easily verifies that ι(f) is continuous and the mapping

f 7→ ι(f), D′{Mp}
E′

∗
→ Lb(S{Mp}

{Ap}
(Rd), E ′∗) is continuous (see the discussion after [14, Corol-

lary 4.11] for details). Since B is precompact, so is ι(B). As S{Mp}

{Ap}
(Rd) is barreled, ι(B) is

equicontinuous in Lb
(
S{Mp}
{Ap}

(Rd), E ′∗

)
. Hence there exists (rp) ∈ R such that the elements

of ι(B) can be extended to a bounded subset ι̃(B) = {ι̃(f)| f ∈ B} of Lb
(
X(rp), E

′
∗

)
. Let

G be the family of all finite subsets of S∗† (Rd). Since S∗† (Rd) is dense in X(rp), G is total

in X(rp) and LG

(
X(rp), E

′
∗

)
is a l.c.s. (the index G stands for the topology of uniform

convergence on all sets in G). The topology induced on ι̃(B) by LG

(
X(rp), E

′
∗

)
is the

same as the topology induced on it by Lσ
(
S{Mp}

{Ap}
(Rd), E ′∗

)
, hence ι̃(B) is precompact in

LG

(
X(rp), E

′
∗

)
(the inclusion Lb

(
S{Mp}
{Ap}

(Rd), E ′∗

)
→ Lσ

(
S{Mp}
{Ap}

(Rd), E ′∗

)
is continuous).

Now, the Banach-Steinhaus theorem [35, Theorem 4.5, p. 85] implies that ι̃(B) is pre-
compact in Lp

(
X(rp), E

′
∗

)
. Pick now, (r′p) ∈ R with (r′p) ≤ (rp) such that the inclusion
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X(r′p) → X(rp) is compact. Then the inclusion Lp
(
X(rp), E

′
∗

)
→ Lb

(
X(r′p), E

′
∗

)
is contin-

uous. Thus ι̃(B) is precompact in Lb
(
X(r′p), E

′
∗

)
. Now one can use exactly the same

technique as in the proof of (ii) ⇒ (iv) of Theorem 3.4 to conclude (ii) and as in the
proof of (ii) ⇒ (v) of Theorem 3.4 to conclude (iii) (see [14] for details). The implications
(ii) ⇒ (i) and (iii) ⇒ (i) are obvious. �

We now specialized our discussion to weighted Lp spaces of ultradistributions. Let η
be a ultrapolynomially bounded weight function of class † (cf. Example 3.3). As usual,
we write q for the conjugate index of p ∈ [1,∞]. For 1 < q < ∞, the choice E = Lqη−1

leads to the spaces D′∗Lp
η
, 1 < p < ∞. The latter spaces are reflexive. When q = 1, we

make an exception in the notation and write (in analogy to Schwartz notation) B′∗η :=

D′∗UCη
= (D∗L1

η
)′, the space of η-bounded ultradistributions of class ∗. We set Ḃ∗η := D∗Cη

and D′∗L1
η
:= (D∗Cη

)′ = (Ḃ∗η)′, the space of weighted η-integrable ultradistributions of class
∗.

We can also introduce the space D∗L∞
η
as in (3.2) with L∞η instead of E, but the reader

should keep in mind that E = L∞η is not a translation-invariant (B)-space of ultradis-
tributions of class †. Nevertheless, one can still show that ultradifferential operators act
continuously on it, that the Roumieu case coincides (as set and as l.c.s.) with the projec-

tive limit of the spaces (3.3) defined with L∞η instead of E, and that D{Mp}
L∞
η

is regular and

complete [14]. We have shown in [14] the following result: Ḃ∗η is (as l.c.s.) the closure of

S∗† (Rd) in D∗L∞
η
. (This assertion is non-trivial in the Roumieu case). We will make use of

the following result in the next section.

Theorem 3.6 ([14]). The strong bidual of Ḃ∗η is isomorphic to D∗L∞
η

as l.c.s.. Moreover

Ḃ(Mp)
η is a distinguished (F )-space and consequently D′(Mp)

L1
η

is barreled and bornological.

4. ε product of Ḃ∗η with a sequentially complete l.c.s.

We are now interested in the ε product of Ḃ∗η with a sequentially complete l.c.s.. Here
η always stands for an ultrapolynomially bounded weight function of class †. We begin
with the following general result.

Proposition 4.1. Let E be a translation-invariant (B)-space of ultradistributions of class
∗ − †. The following assertions hold:

i) if E possesses a Schauder basis then D∗E satisfies the weak sequential approxima-
tion property;

ii) E satisfies the weak approximation property if and only if D∗E does it.

Proof. To prove i), let {en}n∈Z+ be a normalized Schauder basis for E, i.e., for each
e ∈ E, there exists a unique sequence of complex number {tn}n∈Z+ such that e =
limn→∞

∑n
j=1 tnen. The linear forms gn : e 7→ tn form an equicontinuous subset of E ′

and e =
∑∞

j=1 gn(e)en converges uniformly on compact subsets of E (cf. [35, Theorem

9.6, p. 115]). Let χm ∈ S∗† (Rd), m ∈ Z+, be as in ii) of Lemma 2.4. For m,n ∈ Z+,
define Gm,n ∈ D′∗E′

∗
⊗D∗E by

Gm,n =

n∑

j=1

gn ⊗ (χm ∗ en) .
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Also, for each m ∈ Z+, define Gm : D∗E → D∗E by Gm(ϕ) = χm ∗ ϕ. If we prove that
for each m ∈ Z+, Gm,n → Gm and Gm → Id in Lσ (D∗E,D∗E), since D∗E is barreled, the
Banach-Steinhaus theorem will imply that these convergence also hold in Lc (D∗E ,D∗E) and
i) will be proved. In fact, every weakly convergent sequence is weakly bounded hence
equicontinuous since D∗E is barreled and the Banach-Steinhaus theorem implies uniform
convergence on precompact subsets. Thus, fix m ∈ Z+ and ϕ ∈ D∗E. By a) of Proposition
3.2,

h|α| ‖DαGm,n(ϕ)−DαGm(ϕ)‖E
Mα

=

∥∥∥∥∥
h|α|Dαχm

Mα
∗
(

n∑

j=1

gn(ϕ)en − ϕ

)∥∥∥∥∥
E

≤ C

∥∥∥∥∥

n∑

j=1

gn(ϕ)en − ϕ

∥∥∥∥∥
E

,

for each h > 0 (resp. for some h > 0), where C depends on χm). Thus

‖Gm,n(ϕ)−Gm(ϕ)‖E,h ≤ C

∥∥∥∥∥

n∑

j=1

gn(ϕ)en − ϕ

∥∥∥∥∥
E

→ 0, as n→ ∞.

It remains to prove χm ∗ ϕ→ ϕ in D∗E for each ϕ ∈ D∗E. We consider the Roumieu case;

the Beurling case is similar. Fix ϕ ∈ D{Mp}
E . There exists h > 0 such that χ, ϕ ∈ DMp,h

E

and C̃ = σh(χ) < ∞. Let 0 < h1 < h be arbitrary but fixed. We will prove that
‖ϕ−ϕ∗χm‖E,h1 → 0. Let ε > 0. Observe that there exists C1 ≥ 1 such that ‖χm‖1,ω ≤ C1,
∀m ∈ Z+. Choose p0 ∈ Z+ such that (h1/h)

p ≤ ε/(2C2) for all p ≥ p0, p ∈ N, where
C2 = C1(1 + ‖ϕ‖E,h) ≥ 1. By b) of Proposition 3.2, we can choose m0 ∈ Z+ such that

h
|α|
1

Mα
‖Dαϕ−Dαϕ ∗ χm‖E ≤ ε for all |α| ≤ p0 and all m ≥ m0, m ∈ N. Observe that if

|α| ≥ p0 we have

h
|α|
1

Mα

‖Dαϕ−Dαϕ ∗ χm‖E ≤ h
|α|
1

Mα

‖Dαϕ‖E +
h
|α|
1

Mα

‖Dαϕ‖E ‖χm‖1,ω

≤
(
h1
h

)|α|
‖ϕ‖E,h + C1

(
h1
h

)|α|
‖ϕ‖E,h ≤ ε.

Hence, for m ≥ m0, ‖ϕ − ϕ ∗ χm‖E,h1 ≤ ε, so ϕ ∗ χm → ϕ in DMp,h1
E and consequently

also in D{Mp}
E . Thus, i) holds.

To prove ii), assume first that E satisfies the weak approximation property. Let
χm ∈ S∗† (Rd), m ∈ Z+, be as in ii) of Lemma 2.4. Since for each ϕ ∈ D∗E , χm ∗ ϕ → ϕ
in D∗E , if we set Gm : ϕ 7→ χm ∗ ϕ, Gm : D∗E → D∗E , we have Gm → Id in Lσ (D∗E,D∗E).
As D∗E is barreled, the Banach-Steinhaus theorem implies that the convergence holds in
Lp (D∗E,D∗E). Let B be a precompact subset of D∗E and V a neighborhood of zero in
D∗E and consider the neighborhood of zero M(B, V ) = {G ∈ L (D∗E ,D∗E) |G(B) ⊆ V } in
Lp (D∗E,D∗E). Pick a neighborhood of zero W in D∗E such that W +W ⊆ V . There exists
m0 ∈ Z+ such that Gm0 ∈ Id+M(B,W ). By applying Proposition 3.2, a), one concludes
that the mapping G̃m0 : E → D∗E, G̃m0(e) = χm0 ∗ e, is well defined and continuous.

Obviously, the restriction of G̃m0 to D∗E is exactly Gm0 . Pick a neighborhood of zero U in

E such that G̃m0(U) ⊆ W . Since the inclusion D∗E → E is continuous, B is precompact
in E and since E satisfies the weak approximation property, there exists S ∈ E ′ ⊗ E
such that S(e) − e ∈ U for all e ∈ B. Let S =

∑n
j=1 e

′
j ⊗ ej . Define G ∈ D′∗E′

∗
⊗ D∗E by

G =
∑n

j=1 e
′
j ⊗ G̃m0(ej). Then, for ϕ ∈ B, we have
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G(ϕ)− ϕ

= G(ϕ)− G̃m0(ϕ) + G̃m0(ϕ)− ϕ

= G̃m0

(
n∑

j=1

〈e′j , ϕ〉ej − ϕ

)
+Gm0(ϕ)− ϕ ∈ G̃m0(U) +W ⊆W +W ⊆ V,

which proves that D∗E satisfies the weak approximation property. Conversely, let D∗E
satisfies the weak approximation property. Since D∗E is continuously injected into E, if
we prove that Id ∈ Lc(E,E) is in the closure of the subspace L(E,D∗E) of Lc(E,E), [38,
Proposition 2, p. 7] will imply that E also satisfies the weak approximation property.
Let χn ∈ S∗† (Rd), n ∈ Z+, be as in ii) of Lemma 2.4. Define Gn : E → D∗E, e 7→ χn ∗ e.
Proposition 3.2, a) implies that Gn is well defined and continuous for each n ∈ Z+ and
c) from the same proposition verifies Gn → Id in Lσ(E,E). Now, the Banach-Steinhaus
theorem yields that the convergence also holds in Lc(E,E). �

Remark 4.2. Since Lp(Rd), for 1 ≤ p < ∞ and C0(R
d) have Schauder bases (cf. [39,

Corollary 4.1.4, p. 112]) so do the spaces Lpη(R
d), for 1 ≤ p < ∞ and Cη for some

positive continuous ultrapolynomially bounded weight of class † since f 7→ f/η, Lp(Rd) →
Lpη(R

d), 1 ≤ p < ∞ and f 7→ fη, C0 → Cη, are isometric isomorphisms between the
corresponding spaces. In particular, the above proposition is applicable when E is any
of the aforementioned spaces.

Remark 4.3. Enflo, in his seminal paper [15], gave an example of a separable (B)-
space which does not possess the (weak) approximation property. Later Davie [6] and
Szankowski [42], using Enflo’s ideas, proved that lp has a closed subspace which does
not have the approximation property for each p ∈ [1, 2) and p ∈ (2,∞). It is an in-
teresting problem to find out whether there exists a translation invariant (B)-space of
ultradistributions which does not possess the (weak) approximation property.

Since D∗E is complete, if F is sequentially complete, resp. quasi-complete, resp. com-
plete, l.c.s. then the same holds for D∗EεF (cf. [22, Proposition 1.1], [38, Chapter I,
p. 29]). By Proposition 4.1, if E has a Schauder basis and F is sequentially complete,
resp. quasi-complete, then D∗EεF is canonically isomorphic to the sequential closure, resp.
bounding closure, of D∗E ⊗ǫ F in D∗EεF (cf. [22, Proposition 1.4]) and if E satisfies the
weak approximation property and F is complete then D∗EεF is canonically isomorphic to
the closure of D∗E ⊗ǫ F in D∗EεF (i.e., D∗E⊗̂ǫF ).

From now on we will be particularly interested in the case E = Cη. Since Cη has a

Schauder basis, Ḃ∗η satisfies the weak sequential approximation property. Given (rp) ∈ R,

we write below Rα =
∏|α|

j=1 rj.

Lemma 4.4. ψ ∈ Ḃ∗η if and only if ψ ∈ D∗L∞
η

and for every ε > 0 and r > 0 (resp.

(rp) ∈ R), there exists a compact set K ⊆ Rd such that

sup
α∈Nd

sup
x∈Rd\K

r|α| |Dαψ(x)|
η(x)Mα

< ε,

(
resp. sup

α∈Nd

sup
x∈Rd\K

|Dαψ(x)|
η(x)MαRα

< ε

)
.

Proof. Denote by F the subspace of D∗L∞
η

consisting of all such ψ; F is closed. Let

ϕn ∈ S∗† (Rd), n ∈ Z+, be as in ii) of Lemma 2.4. For fixed ψ ∈ F , similarly as in the

proof of Lemma 2.4, one verifies that ϕnψ ∈ S∗† (Rd) and ϕnψ → ψ in D∗L∞
η
. �
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Lemma 4.5. B is a precompact subset of Ḃ∗η if and only if B is bounded in Ḃ∗η and for

every ε > 0 and r > 0 (resp. (rp) ∈ R), there exists a compact set K ⊆ Rd such that

sup
ϕ∈B

sup
α∈Nd

x∈Rd\K

r|α| |Dαϕ(x)|
η(x)Mα

≤ ε,


resp. sup

ϕ∈B
sup
α∈Nd

x∈Rd\K

|Dαϕ(x)|
η(x)MαRα

≤ ε


 .

Proof. ⇒. Let ε > 0 and r > 0 (resp. (rp) ∈ R) and

Vr =
{
ϕ ∈ Ḃ(Mp)

η

∣∣ ‖ϕ‖L∞
η ,r ≤ ε/2

} (
resp. V(rp) =

{
ϕ ∈ Ḃ{Mp}

η

∣∣ ‖ϕ‖L∞
η ,(rp) ≤ ε/2

})
.

There exist ϕ1, ..., ϕn ∈ B such that for each ϕ ∈ B there exists j ∈ {1, ..., n} with
ϕ ∈ ϕj + Vr (resp. ϕ ∈ ϕj + V(rp)). Let K ⊂⊂ R

d such that

r|α| |Dαϕj(x)| /(η(x)Mα) ≤ ε/2 (resp. |Dαϕj(x)| /(η(x)MαRα) ≤ ε/2),

for all x ∈ Rd\K, α ∈ Nd, j ∈ {1, ..., n}. For ϕ ∈ B there exists j ∈ {1, ..., n} such that
‖ϕ− ϕj‖L∞

η ,r ≤ ε/2 (resp. ‖ϕ− ϕj‖L∞
η ,(rp) ≤ ε/2). The proof follows from

r|α| |Dαϕ(x)|
η(x)Mα

≤ r|α| |Dα (ϕ(x)− ϕj(x))|
η(x)Mα

+
r|α| |Dαϕj(x)|
η(x)Mα

≤ ε

2
+
ε

2
= ε,

x ∈ Rd\K,α ∈ Nd, in the Beurling case; similarly |Dαϕ(x)| /(η(x)MαRα) ≤ ε for all
x ∈ R

d\K, α ∈ N
d, in the Roumieu case.

⇐. Let Vr (resp. V(rp)) be the neighborhood of zero defined as above but with ε
instead of ε/2. Set k = 2r (resp. (kp) = (rp/2)). Since B is bounded, there exists
C > 0 such that ‖ϕ‖L∞

η ,k ≤ C (resp. ‖ϕ‖L∞
η ,(kp) ≤ C), for all ϕ ∈ B. Hence there

exists p0 ∈ Z+ such that for all ϕ ∈ B, x ∈ R
d, |α| ≥ p0, r

|α||Dαϕ(x)|/(η(x)Mα) ≤ ε/2
(resp. |Dαϕ(x)|/(η(x)MαRα) ≤ ε/2). For ε/2 and r (resp. (rp) ∈ R), pick a compact set
K ⊆ Rd as in the condition of the lemma. Obviously, B is bounded in C∞(Rd) and since
the latter space is Montel it must be precompact in C∞(Rd). Thus, there exists a finite
subset B0 = {ϕ1, ..., ϕn} of B such that for each ϕ ∈ B there exists j ∈ {1, ..., n} such
that (η is continuous and positive)

sup
|α|≤p0

sup
x∈K

r|α| |Dαϕ(x)−Dαϕj(x)|
η(x)Mα

≤ ε

2
(4.1)

(
resp. sup

|α|≤p0

sup
x∈K

|Dαϕ(x)−Dαϕj(x)|
η(x)MαRα

≤ ε

2

)
.(4.2)

For ϕ ∈ B take ϕj ∈ B0 such that (4.1) (resp. (4.2)) holds. When x ∈ K and |α| ≥ p0

r|α| |Dαϕ(x)−Dαϕj(x)|
η(x)Mα

≤ ε

2
+
ε

2
= ε

(
resp.

|Dαϕ(x)−Dαϕj(x)|
η(x)MαRα

≤ ε

)
.

If x ∈ Rd\K and α ∈ Nd one similarly obtains r|α| |Dαϕ(x)−Dαϕj(x)| /(η(x)Mα) ≤ ε
(resp. |Dαϕ(x)−Dαϕj(x)| /(η(x)MαRα) ≤ ε). Hence ϕ ∈ ϕj +Vr (resp. ϕ ∈ ϕj +V(rp)).
The proof is complete. �

Since Ḃ∗η →֒ C∞(Rd), we have that E ′(Rd) is continuously injected into D′∗L1
η
. We

denote by D′∗L1
η ,c

the dual of Ḃ∗η equipped with the topology of compact convex circled

convergence (which coincides with the topology of precompact convergence since Ḃ∗η is

complete). The next lemma shows that Ḃ∗η satisfies the condition a) of [22, Theorem
1.12].
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Lemma 4.6. The sequential closure of the set of measures with compact support in D′∗L1
η ,c

coincides with D′∗L1
η ,c
.

Proof. Let f ∈ D′∗L1
η ,c
. Let χn ∈ S∗† (Rd), n ∈ Z+, be as in ii) of Lemma 2.4. Pick

a continuous function g with values in [0, 1] such that supp g ⊆ {x ∈ R
d| |x| ≤ 1}

and g(x) = 1 on {x ∈ Rd| |x| ≤ 1/2}. For n ∈ Z+, set gn(x) = g(x/n) and define

Gm,n(x) = gn(x)(χm∗f)(x) ∈ Cc(R
d) ⊆

(
C(Rd)

)′
. Moreover, for m ∈ Z+ define Gm(x) =

(χm ∗ f)(x) ∈ L1
η (cf. Theorem 3.4). Since χm ∗ f → f in D′∗L1

η ,σ
(see the proof of i) of

Proposition 4.1) and Ḃ∗η is barreled, the Banach-Steinhaus theorem yields χm ∗ f → f in
D′∗L1

η ,c
. It remains to prove that for each m ∈ Z+, Gm,n → Gm as n → ∞ in D′∗L1

η ,c
. Fix

m ∈ Z+ and a precompact set B in Ḃ∗η. Let ε > 0. By Lemma 4.5 there exists a compact

set K ⊆ Rd such that |ϕ(x)|/η(x) ≤ ε/‖χm∗f‖L1
η
for all x ∈ Rd\K, ϕ ∈ B. Pick n0 ∈ Z+

such that K ⊆ {x ∈ Rd| |x| ≤ n0/2}. Then for all n ≥ n0, gn(x) = 1 on K. Let ϕ ∈ B.
We have

|〈Gm(x)−Gm,n(x), ϕ〉| ≤
∫

Rd

(1− gn(x))|(χm ∗ f)(x)||ϕ(x)|dx

≤
∫

Rd\K

|(χm ∗ f)(x)||ϕ(x)|dx ≤ ε,

which proves the desired convergence. �

Definition 4.7. Let F be a sequentially complete, resp. quasi-complete, resp. complete,
l.c.s. We define Ḃ∗η(Rd;F ) to be the space of all F -valued smooth functions ϕ defined on

Rd such that:

i) for each r > 0 (resp. (rp) ∈ R) and each continuous seminorm q on F , we have

qr(ϕ) = sup
x,α

q

(
r|α|Dαϕ(x)

η(x)Mα

)
<∞

(
resp. q(rp)(ϕ) = sup

x,α
q

(
Dαϕ(x)

η(x)MαRα

)
<∞

)
;

ii) for every ε > 0, q a continuous seminorm on F and r > 0 (resp. (rp) ∈ R), there
exists a compact set K ⊆ Rd such that

sup
α∈Nd

sup
x∈Rd\K

q

(
r|α|Dαϕ(x)

η(x)Mα

)
≤ ε

(
resp. sup

α∈Nd

sup
x∈Rd\K

q

(
Dαϕ(x)

η(x)MαRα

)
≤ ε

)
.

Equipped with the seminorms qr (resp. q(rp)), where q varies through the continuous

seminorms of F and r > 0 (resp. (rp) ∈ R), Ḃ∗η(Rd;F ) becomes a (Hausdorff) l.c.s..

We need the following technical lemma.

Lemma 4.8. Let ϕ ∈ Ḃ∗η(Rd;F ). For each r > 0 (resp. (rp) ∈ R), the set

Br =

{
r|α|Dαϕ(x)

η(x)Mα

∣∣∣∣α ∈ N
d, x ∈ R

d

} (
resp. B(rp) =

{
Dαϕ(x)

η(x)MαRα

∣∣∣∣α ∈ N
d, x ∈ R

d

})

is precompact in F .

Proof. Let r > 0 (resp. (rp) ∈ R). Let q1, ..., qn be continuous seminorms on F
and ε > 0 and fix a neighborhood of zero V = {f ∈ F | q1(f) ≤ ε, ..., qn(f) ≤ ε}
in F . Let k = 2r (resp. (kp) = (rp/2)). Since ϕ ∈ Ḃ∗(Rd;F ), there exists C >
0 such that qj

(
k|α|Dαϕ(x)/(η(x)Mα)

)
≤ C (resp. qj (D

αϕ(x)/(η(x)MαKα)) ≤ C),

for all α ∈ Nd, x ∈ Rd and j = 1, ..., n. Hence, there exists p0 ∈ Z+ such that
qj
(
r|α|Dαϕ(x)/(η(x)Mα)

)
≤ ε/2 (resp. qj (D

αϕ(x)/(η(x)MαRα)) ≤ ε/2), for all |α| ≥
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p0, x ∈ Rd and j = 1, ..., n. By condition ii) of Definition 4.7, there exists a compact
set K ⊆ Rd such that qj

(
r|α|Dαϕ(x)/(η(x)Mα)

)
≤ ε/2 for all α ∈ Nd, x ∈ Rd\K,

j = 1, ..., n, in the Beurling case (resp. qj (D
αϕ(x)/(η(x)MαRα)) ≤ ε/2 for all α ∈ N

d,
x ∈ Rd\K, j = 1, ..., n, in the Roumieu case). Since Dαϕ/η are continuous mappings
from Rd to F the set

B̃r =

{
r|α|Dαϕ(x)

η(x)Mα

∣∣∣∣ |α| ≤ p0, x ∈ K

} (
resp. B̃(rp) =

{
Dαϕ(x)

η(x)MαRα

∣∣∣∣ |α| ≤ p0, x ∈ K

})

is compact in F . Thus, there exists a finite set B̃0,r ⊆ B̃r (resp. a finite set B̃0,(rp) ⊆ B̃(rp))

such that B̃r ⊆ B̃0,r + V (resp. B̃(rp) ⊆ B̃0,(rp) + V ). Fix x0 ∈ Rd\K and |β| > p0 and

denote f0 = r|β|Dβϕ(x0)/(η(x)Mβ) ∈ Br (resp. f0 = Dβϕ(x0)/(η(x)MβRβ) ∈ B(rp)).

Let B̃1,r = B̃0,r ∪{f0} (resp. B̃1,(rp) = B̃0,(rp)∪{f0}). We prove that Br ⊆ B̃1,r+V (resp.

B(rp) ⊆ B̃1,(rp) + V ), which will complete the proof of the lemma. For x ∈ Rd\K and
α ∈ Nd, in the Beurling case, by construction

qj
(
r|α|Dαϕ(x)/(η(x)Mα)− f0

)
≤ qj

(
r|α|Dαϕ(x)/(η(x)Mα)

)
+ qj(f0) ≤ ε

for all j = 1, ..., n, hence r|α|Dαϕ(x)/(η(x)Mα) ∈ B̃1,r + V . Similarly, in the Roumieu

case, Dαϕ(x)/(η(x)MαRα) ∈ B̃1,r + V . If x ∈ K and |α| ≥ p0 one similarly obtains
r|α|Dαϕ(x)/(η(x)Mα) − f0 ∈ V (resp. Dαϕ(x)/(η(x)MαRα) − f0 ∈ V ). When x ∈
K and |α| ≤ p0, by construction there exists f ∈ B̃0,r (resp. f ∈ B̃0,(rp)) such that

r|α|Dαϕ(x)/(η(x)Mα)− f ∈ V (resp. Dαϕ(x)/(η(x)MαRα)− f ∈ V ). �

Proposition 4.9. Let F be a sequentially complete l.c.s.. The space Ḃ∗η(Rd;F ) is iso-

morphic to Ḃ∗ηεF as l.c.s..

Proof. We prove Ḃ∗η(Rd;F ) ∼= Lǫ
(
F ′c, Ḃ∗η

)
. By Lemma 4.6 and [22, Theorem 1.12] the set

Lǫ
(
F ′c, Ḃ∗η

)
is identified with the set of all g ∈ C(Rd;F ) such that:

a) for any f ′ ∈ F ′, the function 〈f ′, g(·)〉 is in Ḃ∗η(Rd);
b) for every equicontinuous set B in F ′, the set {〈f ′, g(·)〉|f ′ ∈ B} is relatively

compact in Ḃ∗η(Rd).

Let ϕ ∈ Ḃ∗η(Rd;F ) ⊆ C(Rd;F ) and f ′ ∈ F ′. Then the function ϕ(x) = 〈f ′,ϕ(x)〉 is in

C∞(Rd) and Dαϕ(x) = 〈f ′, Dαϕ(x)〉. Since f ′ ∈ F ′, there exists a continuous seminorm
q on F and C > 0 such that |〈f ′, f〉| ≤ Cq(f) for all f ∈ F . For r > 0 (resp. (rp) ∈ R)
we have ‖ϕ‖L∞

η ,r ≤ Cqr(ϕ) (resp. ‖ϕ‖L∞
η ,(rp) ≤ Cq(rp)(ϕ)). Moreover, by condition ii) of

Definition 4.7, one readily checks that for every ε > 0 and every r > 0 (resp. (rp) ∈ R),
there exists a compact set K ⊆ Rd such that

sup
α∈Nd

sup
x∈Rd\K

r|α| |Dαϕ(x)|
η(x)Mα

≤ ε

(
resp. sup

α∈Nd

sup
x∈Rd\K

|Dαϕ(x)|
η(x)MαRα

≤ ε

)
.

Thus Lemma 4.4 implies that a) holds for ϕ. To prove b), let H be an equicontinuous
set in F ′. Of course, we can assume that H = U◦ (U◦ stands for the polar of U) for
a convex circled closed neighborhood of zero U = {f ∈ F | q1(f) ≤ 1, ..., qn(f) ≤ 1}
in F . For f ′ ∈ H , let ϕf ′(·) = 〈f ′,ϕ(·)〉. We prove that the set Φ = {ϕf ′| f ′ ∈ H}
is precompact in Ḃ∗η and hence relatively compact as Ḃ∗η is complete. For r > 0 (resp.

(rp) ∈ R) the set Br = {r|α|Dαϕ(x)/ (η(x)Mα) | x ∈ Rd, α ∈ Nd} (resp. the set B(rp) =
{Dαϕ(x)/ (η(x)MαRα) | x ∈ Rd, α ∈ Nd}) is bounded in F (in fact it is precompact by
Lemma 4.8), hence sup

f ′∈H
‖ϕf ′‖L∞

η ,r <∞ (resp. sup
f ′∈H

‖ϕf ′‖L∞
η ,(rp) <∞). Thus Φ is bounded
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in Ḃ∗η. For r > 0 (resp. (rp) ∈ R) and ε > 0 the condition ii) of Definition 4.7 implies

that there exists a compact set K ⊆ Rd such that

sup
α∈Nd

sup
x∈Rd\K

qj

(
r|α|Dαϕ(x)

η(x)Mα

)
≤ ε

(
resp. sup

α∈Nd

sup
x∈Rd\K

qj

(
Dαϕ(x)

η(x)MαRα

)
≤ ε

)

for all j ∈ {1, ..., n}. Since H = U◦, we have

sup
f ′∈H

sup
α∈Nd

sup
x∈Rd\K

r|α| |Dαϕf ′(x)|
η(x)Mα

≤ ε

(
resp. sup

f ′∈H
sup
α∈Nd

sup
x∈Rd\K

|Dαϕf ′(x)|
η(x)MαRα

≤ ε

)
.

Thus, Lemma 4.5 implies Φ is precompact in Ḃ∗η. Conversely, for G ∈ Lǫ(F ′c, Ḃ∗η) let

g ∈ C(Rd;F ) be the function which satisfies a) and b) that generates G, i.e., G(f ′)(·) =
〈f ′, g(·)〉, f ′ ∈ F ′c. We have to prove that g ∈ Ḃ∗η(Rd;F ). Denote by gf ′ the function

x 7→ 〈f ′, g(·)〉, Rd → C. Since gf ′ ∈ Ḃ∗η(Rd) ⊆ C∞(Rd) for each f ′ ∈ F ′, it follows that

g ∈ C∞(Rd;F ) (cf. [36, Appendix, Lemma II] and the remark after it). Let q be a
continuous seminorm on F and r > 0 (resp. (rp) ∈ R). Let U = {f ∈ F | q(f) ≤ 1}.
Then B = U◦ is equicontinuous subset of F ′. Thus, by b), {gf ′| f ′ ∈ B} is precompact

in Ḃ∗η and by Lemma 4.5, using B◦ = U (U is convex, circled and closed), one easily

verifies that g satisfies the conditions of Definition 4.7, i.e., g ∈ Ḃ∗η(Rd;F ). We obtain

that the linear mapping ϕ 7→ Gϕ, Ḃ∗η(Rd;F ) → Lǫ(F ′c, Ḃ∗η), where Gϕ(f
′) = 〈f ′,ϕ(·)〉, is

a bijection. It remains to prove that it is a topological isomorphism.
To prove that it is continuous, let B be equicontinuous subset of F ′ and Vr,ε = {ψ ∈

Ḃ(Mp)
η | ‖ψ‖L∞

η ,r ≤ ε} a neighborhood of zero in Ḃ(Mp)
η and V(rp),ε = {ψ ∈ Ḃ{Mp}

η | ‖ψ‖L∞
η ,(rp) ≤

ε} a neighborhood of zero in Ḃ{Mp}
η . Consider the neighborhoods of zero

M(B, Vr,ε) = {G ∈ L(F ′c, Ḃ(Mp)
η )|G(B) ⊆ Vr,ε} in Lǫ(F ′c, Ḃ(Mp)

η ) and

M(B, V(rp),ε) = {G ∈ L(F ′c, Ḃ{Mp}
η )|G(B) ⊆ V(rp),ε} in Lǫ(F ′c, Ḃ{Mp}

η ).

Of course, without losing generality, we can assume that B = U◦ for a convex circled
closed neighborhood of zero U = {f ∈ F | q1(f) ≤ 1, ..., qn(f) ≤ 1} in F . Consider the
neighborhoods of zero

Wr,ε =

{
ψ ∈ Ḃ(Mp)

η (Rd;F )

∣∣∣∣ sup
α,x

qj

(
r|α|Dαψ(x)

η(x)Mα

)
≤ ε, j = 1, ..., n

}
and

W(rp),ε =

{
ψ ∈ Ḃ{Mp}

η (Rd;F )

∣∣∣∣ sup
α,x

qj

(
Dαψ(x)

η(x)MαRα

)
≤ ε, j = 1, ..., n

}
,

in Ḃ(Mp)
η (Rd;F ) and Ḃ{Mp}

η (Rd;F ) respectively. Then, forϕ ∈ Wr,ε we have r
|α|Dαϕ(x)/(η(x)Mα) ∈

εU for all α ∈ Nd, x ∈ Rd (resp. for ϕ ∈ W(rp),ε we have Dαϕ(x)/(η(x)MαRα) ∈ εU
for all α ∈ Nd, x ∈ Rd). Thus Gϕ(f

′) ∈ Vr,ε (resp. Gϕ(f
′) ∈ V(rp),ε), for all f ′ ∈ B

which proves the continuity of ϕ 7→ Gϕ. Conversely, for the neighborhoods of zero

Wr,ε in Ḃ(Mp)
η (Rd;F ) and W(rp),ε in Ḃ{Mp}

η (Rd;F ), where Wr,ε and W(rp),ε are defined as

above, consider the neighborhoods of zero M(B, Vr,ε) in Lǫ(F ′c, Ḃ
(Mp)
η ) and M(B, V(rp),ε)

in Lǫ(F ′c, Ḃ
{Mp}
η ), defined as above. For Gϕ ∈ M(B, Vr,ε) (resp. Gϕ ∈ M(B, V(rp),ε)), we

have
∣∣∣∣
〈
f ′,

r|α|Dαϕ(x)

η(x)Mα

〉∣∣∣∣ ≤ ε

(
resp.

∣∣∣∣
〈
f ′,

Dαϕ(x)

η(x)MαRα

〉∣∣∣∣ ≤ ε

)
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for all f ′ ∈ B = U◦, α ∈ Nd, x ∈ Rd. This implies that ε−1r|α|Dαϕ(x)/(η(x)Mα) ∈ B◦ =
U◦ ◦ = U (the last equality holds since U is convex, circled and closed) for all α ∈ Nd,
x ∈ Rd, in the Beurling case and similarly ε−1Dαϕ(x)/(η(x)MαRα) ∈ U for all α ∈ Nd,
x ∈ Rd, in the Roumieu case. Thus ϕ ∈ Wr,ε (resp. ϕ ∈ W(rp),ε), which proves that

ϕ 7→ Gϕ, Ḃ∗η(Rd;F ) → Lǫ(F ′c, Ḃ∗η) is topological isomorphism. �

Since Ḃ∗η is complete and satisfies the weak sequential approximation property, the
above proposition together with [22, Proposition 1.4] implies that if F is a sequentially

complete, resp. quasi-complete, resp. complete, l.c.s. the space Ḃ∗η(Rd;F )(∼= Ḃ∗ηεF ) is
canonically isomorphic to the sequential completion, resp quasi-completion, resp. com-
pletion, of Ḃ∗η ⊗ǫ F . Thus, by taking F = Ḃ∗η1(Rm) where η1 is continuous positive
ultrapolynomially bounded weight of class †, we have the canonical isomorphism of l.c.s.

Ḃ∗η(Rd; Ḃ∗η1(R
m)) ∼= Ḃ∗η(Rd)εḂ∗η1(R

m) ∼= Ḃ∗η(Rd)⊗̂ǫḂ∗η1(R
m).

The above results allows us to prove the following proposition which will be essential for
the proof of the main result from the following section.

Proposition 4.10. Let ηj be positive continuous ultrapolynomially bounded weights of
class † on Rdj , for j = 1, 2. Then η = η1 ⊗ η2 is a positive continuous ultrapolynomially
bounded weight of class † and Ḃ∗η(Rd1+d2) ∼= Ḃ∗η1(Rd1)⊗̂ǫḂ∗η2(Rd2).

Proof. That η is a continuous positive ultrapolynomially bounded weight of class † on
Rd1+d2 is obvious. By the above discussion, it is enough to prove Ḃ∗η(Rd1+d2) ∼= Ḃ∗η1(Rd1 ; Ḃ∗η2(Rd2));
but the proof of this fact is analogous to that of [32, Proposition 4] and we omit it. �

5. Existence of convolution of two ultradistributions

Denote by C0 the set of all g ∈ C0(R
d) such that g(x) > 0 for all x ∈ Rd. For g ∈ C0

and r > 0 (resp. (rp) ∈ R and denote Rα =
∏|α|

j=1 rj), we define ˜̃DMp

L∞
η ,g,r (resp.

˜̃DMp

L∞
η ,g,(rp)

)

to be the space of all ϕ ∈ C∞(Rd) such that

pg,r(ϕ) = sup
α∈Nd

r|α| ‖gDαϕ‖L∞
η

Mα
<∞

(
resp. pg,(rp)(ϕ) = sup

α∈Nd

‖gDαϕ‖L∞
η

MαRα
<∞

)
.

One easily obtains that ˜̃DMp

L∞
η ,g,r (resp. ˜̃DMp

L∞
η ,g,(rp)

) becomes a (B)-space when equipped

with the norm pq,r (resp. pg,(rp)). For g ∈ C0 define

˜̃D(Mp)
L∞
η ,g = lim

←−
r→∞

˜̃DMp

L∞
η ,g,r, resp. ˜̃D{Mp}

L∞
η ,g = lim

←−
(rp)∈R

˜̃DMp

L∞
η ,g,(rp)

.

For each g ∈ C0,
˜̃D∗L∞

η ,g is a complete l.c.s. We define an order � on C0 as follows: g � g1

when g(x) ≤ g1(x) for all x ∈ Rd. Since for g, g1 ∈ C0, g2(x) = max{g(x), g1(x)}, x ∈ Rd,
is again in C0, (C0,�) becomes a directed set. If g, g1 ∈ C0 with g � g1, one has that
˜̃D∗L∞

η ,g1
is continuously injected into ˜̃D∗L∞

η ,g under the canonical inclusion mapping. Hence,

we can define as l.c.s.
˜̃D(Mp)
L∞
η

= lim
←−
g∈C0

˜̃D(Mp)
L∞
η ,g, resp. ˜̃D{Mp}

L∞
η

= lim
←−
g∈C0

˜̃D{Mp}
L∞
η ,g .

Clearly, ˜̃D∗L∞
η

is complete.

Lemma 5.1. As sets D∗L∞
η
= ˜̃D∗L∞

η
and the identity mapping D∗L∞

η
→ ˜̃D∗L∞

η
is continuous.

Moreover, D∗L∞
η

and ˜̃D∗L∞
η

have the same bounded sets.
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Proof. It is easy to verify that the inclusion mapping D∗L∞
η
→ ˜̃D∗L∞

η
is a well-defined and

continuous injection. We prove the surjectivity in the Roumieu case as the Beurling case is

analogous. Let ϕ ∈ ˜̃D{Mp}
L∞
η

but ϕ 6∈ D{Mp}
L∞
η

. So there exists (rp) ∈ R such that ‖ϕ‖L∞
η ,(rp) =

∞. Let g1(x) = e−|x|. Clearly g1 ∈ C0. Hence C = pg1,(rp)(ϕ) < ∞. For j ∈ Z+, let
Kj = {x ∈ Rd| |x| ≤ j}. As g1 is positive, Cj = sup

α
sup
x∈Kj

|Dαϕ(x)| / (η(x)MαRα) < ∞

for j ∈ Z+. Since ‖ϕ‖L∞
η ,(rp) = ∞, Cj monotonically increases to ∞. Hence we can find

α(j) ∈ Nd and x(j) ∈ Rd, j ∈ Z+, such that |x(j)| + 1 ≤ |x(j+1)| and
∣∣∣Dα(j)

ϕ(x(j))
∣∣∣ ≥

jη(x(j))Mα(j)Rα(j) for all j ∈ Z+. Let ρj = |x(j)| and set g0(ρj) = j−1/2, for j ∈ Z+.
Define g0 : [0,∞) → (0,∞) linearly on the intervals (ρj , ρj+1) and by the constant 1 on
[0, ρ1). Then g0 is continuous monotonically decreasing and tends to 0 when ρ→ ∞. Let
g(x) = g0(|x|) for x ∈ Rd. It is easy to verify that g ∈ C0. Observe that

g(x(j))
∣∣∣Dα(j)

ϕ(x(j))
∣∣∣

η(x(j))Mα(j)Rα(j)

≥
√
j → ∞, as j → ∞,

i.e., pg,(rp)(ϕ) = ∞ which is a contradiction. It remains to prove that D∗L∞
η

and ˜̃D∗L∞
η

have the same bounded sets. Clearly, each bounded set in the former space is bounded in
the latter. We prove the converse in the Roumieu case, the Beurling case being similar.

Let B be a bounded subset of ˜̃D{Mp}
L∞
η

which is not bounded in D{Mp}
L∞
η

. Thus, there exists

(rp) ∈ R such that sup
ϕ∈B

‖ϕ‖L∞
η ,(rp) = ∞. Similarly as in the proof of the surjectivity, we

can find ϕj ∈ B, α(j) ∈ Nd and x(j) ∈ Rd, j ∈ Z+, such that |x(j)| + 1 ≤ |x(j+1)| and∣∣∣Dα(j)
ϕj(x

(j))
∣∣∣ ≥ jη(x(j))Mα(j)Rα(j) for all j ∈ Z+. By defining g ∈ C0 as above, one

obtains

g(x(j))
∣∣∣Dα(j)

ϕj(x
(j))
∣∣∣

η(x(j))Mα(j)Rα(j)

≥
√
j → ∞, as j → ∞,

i.e., supϕ∈B pg,(rp)(ϕ) = ∞ which is a contradiction. �

Lemma 5.2. For each g ∈ C0 and r > 0 (resp (rp) ∈ R), the set

B̃ =

{
g(a)r|α|Dαδa
η(a)Mα

∣∣∣ a ∈ R
d, α ∈ N

d

} (
resp. B̃ =

{
g(a)Dαδa
η(a)MαRα

∣∣∣ a ∈ R
d, α ∈ N

d

})

is precompact in D′∗L1
η
.

Proof. Let B be a bounded subset of Ḃ∗η and consider the neighborhood of zero B◦ in
D′∗L1

η
. In the Beurling case, for r′ = 2r,

sup
ϕ∈B

sup
a,α

∣∣∣∣
〈
r′|α|Dαδa
η(a)Mα

, ϕ

〉∣∣∣∣ = sup
ϕ∈B

sup
a,α

r′|α| |Dαϕ(a)|
η(a)Mα

= sup
ϕ∈B

‖ϕ‖L∞
η ,r′ = C ′ <∞

and in the Roumieu case, for (r′p) = (rp/2) denote R
′
α =

∏|α|
j=1 r

′
j , to obtain

sup
ϕ∈B

sup
a,α

∣∣∣∣
〈

Dαδa
η(a)MαR′α

, ϕ

〉∣∣∣∣ = sup
ϕ∈B

sup
a,α

|Dαϕ(a)|
η(a)MαR′α

= sup
ϕ∈B

‖ϕ‖L∞
η ,(r′p) = C ′ <∞.

Set C = C ′ + 1. Thus, there exists p0 ∈ Z+ such that for all |α| ≥ p0, a ∈ Rd, ϕ ∈ B,
∣∣∣∣
〈
r|α|Dαδa
η(a)Mα

, ϕ

〉∣∣∣∣ ≤ (2C‖g‖L∞)−1, resp.

∣∣∣∣
〈

Dαδa
η(a)MαRα

, ϕ

〉∣∣∣∣ ≤ (2C‖g‖L∞)−1.
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Since g ∈ C0 there exists c ≥ 1 such that g(x) ≤ 1/(2C) for all |x| ≥ c. Now, observe
that the set

˜̃B =

{
g(a)r|α|Dαδa
η(a)Mα

∣∣∣ |a| ≤ c, |α| ≤ p0

}
, resp. ˜̃B =

{
g(a)Dαδa
η(a)MαRα

∣∣∣ |a| ≤ c, |α| ≤ p0

}
,

is bounded in E ′(Rd) and since the latter space is Montel it must be precompact in

E ′(Rd) and thus also in D′∗L1
η
. Hence there exists a finite subset H = {f1, ..., fn} ⊆ ˜̃B

such that ˜̃B ⊆ H + B◦. Fix b ∈ Rd with |b| ≥ c and β ∈ Nd with |β| ≥ p0 and

set f0 = g(b)r|β|Dβδb/(η(b)Mβ) ∈ B̃ (resp. f0 = g(b)Dβδb/(η(b)MβRβ) ∈ B̃). Define

H̃ = H∪{f0}. If |α| ≤ p0 and |a| ≤ c, then, by construction, there exists fj ∈ H such that
g(a)r|α|Dαδa/(η(a)Mα)−fj ∈ B◦ (resp. g(a)Dαδa/(η(a)MαRα)−fj ∈ B◦). If |α| ≥ p0 or
|a| ≥ c then g(a)r|α|Dαδa/(η(a)Mα)− f0 ∈ B◦ (resp. g(a)Dαδa/(η(a)MαRα)− f0 ∈ B◦).

Hence B̃ is precompact in D′∗L1
η
. �

We denote by D∗L∞
η ,c the space D∗L∞

η
equipped with the topology of compact convex

circled convergence from the duality 〈D′∗L1
η
,D∗L∞

η
〉 (cf. Theorem 3.6).

Proposition 5.3. The spaces D∗L∞
η ,c and

˜̃D∗L∞
η

are isomorphic as l.c.s.

Proof. Lemma 5.1 states that these spaces are algebraically isomorphic. Let ε > 0, g ∈ C0,

r > 0, resp. (rp) ∈ R and consider the neighborhood of zero V = {ϕ ∈ ˜̃D(Mp)
L∞
η

| pg,r(ϕ) ≤ ε}
(resp. V = {ϕ ∈ ˜̃D{Mp}

L∞
η

| pg,(rp)(ϕ) ≤ ε}) in ˜̃D∗L∞
η
. For these g and r (resp. (rp)), define

B̃ as in the statement of Lemma 5.2. The quoted lemma states that B̃ is precompact in

D′∗L1
η
and hence so is its convex circled hull ˜̃B. Denoting by ˜̃B◦ the polar of ˜̃B with respect

to the duality 〈D′∗L1
η
,D∗L∞

η
〉, one easily verifies that ε ˜̃B◦ ⊆ V . Thus the topology of D∗L∞

η ,c

is stronger than the topology of ˜̃D∗L∞
η
. Conversely, let B◦ be the polar of a convex circled

precompact subset B of D′∗L1
η
. Proposition 3.5 implies that there exist a precompact subset

B1 of L1
η and an ultradifferential operator P (D) of class ∗ such that each f ∈ B can be

represented by f = P (D)F for some F ∈ B1. Let P (D) =
∑

α cαD
α. There exist C, r > 0

(resp. (rp) ∈ R and C > 0), such that |cα| ≤ Cr|α|/Mα (resp. |cα| ≤ C/(MαRα), where

Rα =
∏|α|

j=1 rj). Since B1 is precompact in L1
η, we conclude that for each n ∈ Z+ there

exists kn ≥ 1 such that supF∈B1

∫
|x|≥kn

|F (x)|η(x)dx ≤ 2−n. Without losing generality we

can assume that kn+1 ≥ kn + 1, ∀n ∈ Z+. Define g0 : [0,∞) → (0,∞) by g0(kn) = 1/n
and linearly on (kn, kn+1) to be continuous. Furthermore, define g0(ρ) = 1 on [0, k1). Set
g(x) = g0(|x|). Clearly g ∈ C0. For n ∈ Z+ denote Kn = {x ∈ Rd| |x| ≥ kn} and set

K0 = Rd. Set t = 2r (resp. (tp) = (rp/2) and Tp =
∏p

j=1 tj). Then, for ψ ∈ ˜̃D∗L∞
η

and

f ∈ B, in the Roumieu case, we have

|〈ψ, f〉| ≤
∫

Rd

|P (−D)ψ(x)||F (x)|dx

≤ C
∑

α

2−|α|
∫

Rd

g(x) |Dαψ(x)|
η(x)MαTα

· |F (x)|η(x)
g(x)

dx

≤ C1pg,(tp)(ψ)
∞∑

n=0

∫

Kn\Kn+1

|F (x)|η(x)
g0(|x|)

dx
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≤ C1pg,(tp)(ψ)

(
‖F‖L1

η
+
∞∑

n=1

n+ 1

2n

)
≤ C2pg,(tp)(ψ)

and similarly, in the Beurling case, supf∈B |〈ψ, f〉| ≤ C2pg,t(ψ). Thus, by defining

V =
{
ϕ ∈ ˜̃D(Mp)

L∞
η

∣∣ pg,t(ϕ) ≤ C−12

} (
resp. V =

{
ϕ ∈ ˜̃D{Mp}

L∞
η

∣∣ pg,(tp)(ϕ) ≤ C−12

})
,

we have V ⊆ B◦. �

Since ˜̃D∗L∞
η

is complete l.c.s., the above proposition implies that D∗L∞
η ,c is complete

l.c.s. and its topology is generated by the system of seminorms pg,r, g ∈ C0, r > 0, resp.
pg,(rp), g ∈ C0, (rp) ∈ R. Now, it is easy to verify that S∗† (Rd) →֒ D∗L∞

η ,c. In fact, one can

prove by a similar technique as in the proof of ii) of Lemma 2.4 that given ψ ∈ D∗L∞
η ,c,

ϕnψ ∈ S∗† (Rd) and ϕnψ → ψ in D∗L∞
η ,c, where ϕn ∈ S∗† (Rd), n ∈ Z+, is the sequence of ii)

of Lemma 2.4. Thus, Ḃ∗η →֒ D∗L∞
η ,c and denoting by (D∗L∞

η ,c)
′
b the strong dual of D∗L∞

η ,c, we

have the continuous inclusion (D∗L∞
η ,c)

′
b → D′∗L1

η
. Moreover, we have the following

Proposition 5.4. The spaces (D∗L∞
η ,c)

′
b and D′∗L1

η
are isomorphic as l.c.s.

Proof. If X is a l.c.s. with X ′ being its dual, the topology c of compact convex circled
convergence on X ′ is clearly stronger than the weak topology. Moreover, every compact
convex circled subset of X is clearly weakly compact, thus X ′c has weaker topology than
the Mackey topology on X ′. Hence (X ′c)

′ is algebraically isomorphic to X . Considering
the duality 〈D′∗L1

η
,D∗L∞

η ,c〉, we obtain that the dual of D∗L∞
η ,c is algebraically isomorphic to

D′∗L1
η
. The topology of D′∗L1

η
is the topology of uniform convergence on all equicontinuous

subsets of D∗L∞
η ,c. But, D′∗L1

η
is a complete barreled l.c.s. (in fact D′{Mp}

L1
η

is an (F )-space and

D′(Mp)

L1
η

is barreled by Theorem 3.6) hence its topology is in fact the topology of uniform

convergence on all strongly bounded subsets of (D′∗L1
η
)′b = D∗L∞

η
. But Lemma 5.1 implies

that the bounded subsets of D∗L∞
η

and D∗L∞
η ,c are the same, hence (D∗L∞

η ,c)
′
b and D′∗L1

η
are

isomorphic as l.c.s. �

Remark 5.5. By using similar technique as in the proof of Lemma 4.5 one can prove
that every bounded subset of D∗L∞

η ,c is precompact and since the latter space is complete,

also relatively compact. Hence D∗L∞,c furnishes an elegant example of complete semi-
Montel space which is not (infra)barreled since it is not reflexive (cf. Theorem 3.6 and
Proposition 5.4).

We need the following technical lemma whose proof is simple and we therefore omit
it.

Lemma 5.6. The multiplication (ϕ, ψ) → ϕψ is continuous bilinear mapping in the
following cases · : D∗L∞

η
(Rd) × S∗† (Rd) → S∗† (Rd), · : D∗L∞

η ,c(R
d) × S∗† (Rd) → S∗† (Rd),

· : D∗L∞(Rd)×D∗L∞
η
(Rd) → D∗L∞

η
(Rd) and · : D∗L∞,c(R

d)×D∗L∞
η ,c(R

d) → D∗L∞
η ,c(R

d).

For ϕ ∈ C(Rd) we define ϕ∆ ∈ C(R2d) by ϕ∆(x, y) = ϕ(x+ y). To consider the prob-
lem on the existence of convolution of two ultradistributions with restrict our attention
to the case η(x) = 1.

Definition 5.7. Let f1, f2 ∈ S ′∗† (Rd). We say that the convolution of f1 and f2 exists if

for each ϕ ∈ S∗† (Rd), (f1 ⊗ f2)ϕ
∆ ∈ D′∗L1(R2d) and we define their convolution by

〈f1 ∗ f2, ϕ〉 = D′∗
L1(R

2d)〈(f1 ⊗ f2)ϕ
∆, 1x,y〉D∗

L∞,c
(R2d), ∀ϕ ∈ S∗† (Rd),
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where 1x,y is the function that is identically equal to 1; from now on denoted only by 1.

A priori it is not clear that if f1 and f2 are as in this definition, the convolution
f1 ∗ f2 is a well defined element of S ′∗† (Rd). To prove this, consider the linear mapping

F : S∗† (Rd) → D′∗L1(R2d), F (ϕ) = (f1 ⊗ f2)ϕ
∆. If we consider F as a linear mapping

from S∗† (Rd) to S ′∗† (R2d) it is clearly continuous, hence it has closed graph. But since

for each ϕ ∈ S∗† (Rd), (f1 ⊗ f2)ϕ
∆ ∈ D′∗L1(R2d) its graph is closed in S∗† (Rd) × D′∗L1(R2d).

Now, S∗† (Rd) is ultrabornological (since it is bornological and complete) and D′∗L1(R2d)

is a webbed space of De Wilde since D′(Mp)

L1 (R2d) is the strong dual of an (F )-space (cf.

[24, Theorem 11, p. 64]) and since D′{Mp}

L1 (R2d) is an (F )-space (cf. [24, Theorem 4, p.
55]). The closed graph theorem of De Wilde [24, Theorem 2, p. 57] implies that F is
continuous. Now, observe that f1 ∗ f2 is the composition of the two continuous mappings
F : S∗† (Rd) → D′∗L1(R2d) and 〈·, 1〉 : D′∗L1(R2d) → C (cf. Theorem 3.6).

Theorem 5.8. Let f1, f2 ∈ S ′∗† (Rd). The following statements are equivalent

i) the convolution of f1 and f2 exists;
ii) for all ϕ ∈ S∗† (Rd), (ϕ ∗ f̌1)f2 ∈ D′∗L1(Rd);

iii) for all ϕ ∈ S∗† (Rd), (ϕ ∗ f̌2)f1 ∈ D′∗L1(Rd);

iv) for all ϕ, ψ ∈ S∗† (Rd), (ϕ ∗ f̌1)(ψ ∗ f2) ∈ L1(Rd).

Proof. i) ⇒ ii). Let θ, ψ, χ ∈ S∗† (Rd). Clearly ψ(x+ y)(χ̌ ∗ ϕ)(y) ∈ S∗† (R2d). We have
〈(
(ψ ∗ f̌1)f2

)
∗ χ, θ

〉
= 〈f1 ⊗ f2, ψ(x+ y)(χ̌ ∗ θ)(y)〉.

Let ϕn ∈ S∗† (Rd), n ∈ Z+, be as in ii) of Lemma 2.4. One easily verifies that ψ(x +

y)ϕn(x)(χ̌∗ θ)(y) → ψ(x+ y)(χ̌∗ θ)(y) in S∗† (R2d) (cf. the proof of ii) of Lemma 2.4) and

ϕn(x)(χ̌ ∗ θ)(y) → 1x ⊗ (χ̌ ∗ θ)(y) in D∗L∞,c(R
2d). Hence

〈f1 ⊗ f2, ψ(x+ y)(χ̌ ∗ θ)(y)〉
= lim

n→∞
〈f1 ⊗ f2, ψ(x+ y)ϕn(x)(χ̌ ∗ θ)(y)〉 = lim

n→∞
〈(f1 ⊗ f2)ψ

∆, ϕn(x)(χ̌ ∗ θ)(y)〉

= 〈(f1 ⊗ f2)ψ
∆, 1x ⊗ (χ̌ ∗ θ)(y)〉,

where the last equality follows by i) and Proposition 5.4. Thus
〈(
(ψ ∗ f̌1)f2

)
∗ χ, θ

〉
=

〈(f1⊗f2)ψ∆, 1x⊗ (χ̌∗θ)(y)〉. Again, i) and Proposition 5.4 imply that there exist C > 0,
g ∈ C0 and r > 0, resp. (rp) ∈ R, such that

∣∣〈(f1 ⊗ f2)ψ
∆, 1x ⊗ (χ̌ ∗ θ)(y)〉

∣∣ ≤ Cpg,r(1x ⊗ (χ̌ ∗ θ)(y)) ≤ C1‖θ‖L∞ , resp.∣∣〈(f1 ⊗ f2)ψ
∆, 1x ⊗ (χ̌ ∗ θ)(y)〉

∣∣ ≤ Cpg,(rp)(1x ⊗ (χ̌ ∗ θ)(y)) ≤ C1‖θ‖L∞ .

Since S∗† (Rd) is dense in C0(R
d), Theorem 3.4 implies that (ψ ∗ f̌1)f2 ∈ D′∗L1(Rd). The

proof of i) ⇒ iii) is analogous.
ii) ⇒ iv). By similar arguments as in the discussion after Definition 5.7, using the De

Wilde closed graph theorem, one can prove that the mapping ϕ 7→ (ϕ ∗ f̌1)f2, S∗† (Rd) →
D′∗L1(Rd), is continuous. Hence, for fixed χ ∈ Ḃ∗(Rd), the mapping ϕ 7→

〈
(ϕ ∗ f̌1)f2, χ

〉
,

S∗† (Rd) → C, is continuous. On the other hand, for fixed ϕ ∈ S∗† (Rd), the mapping

χ 7→
〈
(ϕ ∗ f̌1)f2, χ

〉
, Ḃ∗(Rd) → C, is continuous by ii). Thus the bilinear mapping

G : S∗† (Rd) × Ḃ∗(Rd) → C, G(ϕ, χ) =
〈
(ϕ ∗ f̌1)f2, χ

〉
, is separately continuous. Since

S(Mp)

(Ap)
(Rd) and Ḃ(Mp)(Rd) are (F )-spaces, resp. S{Mp}

{Ap}
(Rd) and Ḃ{Mp}(Rd) are barreled

(DF )-spaces, G is continuous. Thus G defines a continuous map G̃ : S∗† (Rd)⊗̂Ḃ∗(Rd) → C
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where the topology on the tensor product is π = ǫ (S∗† (Rd) is nuclear).

Consider the linear transformation on R2d, Θ(x, y) = (x + y, y). It induces topolog-

ical isomorphism Θ̃ : θ 7→ θ ◦ Θ on S∗† (R2d) and on Ḃ∗(R2d). Hence tΘ̃ is topological

isomorphism on S ′∗† (R2d) and on D′∗L1(R2d).

For ϕ, χ ∈ S∗† (Rd), we have

G̃(ϕ⊗ χ) = 〈(ϕ ∗ f̌1)f2, χ〉 = 〈f1 ⊗ f2, ϕ(x+ y)χ(y)〉 = 〈tΘ̃(f1 ⊗ f2), ϕ⊗ χ〉.

Since S∗† (Rd)⊗S∗† (Rd) is dense in S∗† (R2d), tΘ̃(f1⊗ f2) = G̃ ∈
(
S∗† (Rd)⊗̂Ḃ∗(Rd)

)′
. There

exist C > 0 and equicontinuous subset H ′ of S ′∗† (Rd) and equicontinuous subset K ′ of

D′∗L1(Rd) such that

|G̃(θ)| ≤ C sup
u∈H′

sup
v∈K ′

|〈u⊗ v, θ〉|(5.1)

for all θ ∈ S∗† (Rd) ⊗ Ḃ∗(Rd). It is easy to verify that the set W = {Φ ∈ S ′∗† (R2d)|Φ =

u ⊗ v, u ∈ H ′, v ∈ K ′} is equicontinuous subset of S ′∗† (R2d). Since S∗† (R2d) is continu-

ously injected into S∗† (Rd)⊗̂Ḃ∗(Rd), (5.1) holds for all θ ∈ S∗† (R2d). As H ′ and K ′ are

equicontinuous subsets of S ′∗† (Rd) and D′∗L1(Rd) respectively, there exist C1 > 0 and r > 0

(resp. (rp) ∈ R) such that for all ϕ ∈ S∗† (Rd) and χ ∈ Ḃ∗(Rd)

sup
u∈H′

|〈u, ϕ〉| ≤ C1σr(ϕ) and sup
v∈K ′

|〈v, χ〉| ≤ C1‖χ‖L∞,r

(
resp. sup

u∈H′

|〈u, ϕ〉| ≤ C1σ(rp)(ϕ) and sup
v∈K ′

|〈v, χ〉| ≤ C1‖χ‖L∞,(rp)

)
.

We continue the proof in the Roumieu case, since the Beurling case is similar. By Lemma
1.1, we can assume that (rp) is such that Rp+q ≤ 2p+qRpRq for all p, q ∈ Z+. Let

(r′p) = (rp/(2H)). For θ ∈ S{Mp}

{Ap}
(R2d) and u ∈ H ′ and v ∈ K ′ we have

|〈u(x)⊗ v(y), θ(x, y)〉|

= |〈u(x), 〈v(y), θ(x, y)〉〉| ≤ C1 sup
α∈Nd

sup
x∈Rd

|〈v(y), Dα
xθ(x, y)〉| eBrp (|x|)

MαRα

≤ C2
1 sup
α,β∈Nd

sup
x,y∈Rd

∣∣Dα
xD

β
y θ(x, y)

∣∣ eBrp(|x|)

MαMβRαRβ

≤ C2 sup
α,β∈Nd

sup
x,y∈Rd

∣∣Dα
xD

β
y θ(x, y)

∣∣ eBrp (|x|)

Mα+βR
′
α+β

.

Let ϕ, ψ ∈ S{Mp}

{Ap}
(Rd) be fixed. For χ ∈ S{Mp}

{Ap}
(Rd), clearly

χϕ,ψ(x, y) =

∫

Rd

ϕ(x− y + t)ψ(t− y)χ(t)dt ∈ S{Mp}
{Ap}

(R2d).

Moreover, observe that

eBrp (|x|) ≤ 2eBrp (2|x−y+t|)eBrp(2|y−t|) ≤ 2e
Br′p

(|x−y+t|)
e
Br′p

(|t−y|)

and thus

sup
α,β

sup
x,y

eBrp (|x|)
∣∣Dα

xD
β
yχϕ,ψ(x, y)

∣∣
Mα+βR′α+β

≤ C3‖χ‖L∞ .
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Observe the mapping Fϕ,ψ : S{Mp}

{Ap}
(Rd) → C, Fϕ,ψ(χ) = G̃(χϕ,ψ). By the above estimates,

we have |Fϕ,ψ(χ)| ≤ C4‖χ‖L∞ . Since S{Mp}
{Ap}

(Rd) is dense in C0(R
d) this mapping can be

continuously extended to F̃ϕ,ψ : C0(R
d) → C. Observe that, for χ ∈ S{Mp}

{Ap}
(Rd),

F̃ϕ,ψ(χ) = 〈tΘ̃(f1 ⊗ f2), χϕ,ψ〉 = 〈f1 ⊗ f2 ⊗ 1t, ϕ(x+ t)ψ(t− y)χ(t)〉
= 〈(ϕ ∗ f̌1)(ψ ∗ f2), χ〉.

Thus (ϕ ∗ f̌1)(ψ ∗ f2) ∈ M1(Rd). But (ϕ ∗ f̌1)(ψ ∗ f2) is a continuous function, hence
(ϕ ∗ f̌1)(ψ ∗ f2) ∈ L1(Rd). The proof of iii) ⇒ iv) is similar.

iv) ⇒ i). By similar arguments as in the discussion after Definition 5.7, using De
Wilde closed graph theorem, one verifies that the bilinear mapping G : S∗† (Rd)×S∗† (Rd) →
L1(Rd), G(ϕ, ψ) = (ϕ ∗ f̌1)(ψ ∗ f2), is separately continuous, hence continuous since

S(Mp)

(Ap)
(Rd) is an (F )-space, resp. S{Mp}

{Ap}
(Rd) is a barreled (DF )-space. Keeping in mind

S∗† (R2d) = S∗† (Rd)⊗̂S∗† (Rd) where the topology on the tensor product is π = ǫ (S∗† (Rd) is

nuclear), G extends to a continuous mapping G̃ : S∗† (R2d) → L1(Rd). Denote by V the
continuous mapping

S∗† (R2d)× Ḃ∗(Rd)
Id×Id−−−→ S∗† (R2d)× C0(R

d)
G̃×Id−−−→ L1(Rd)× C0(R

d)
〈·,·〉−−→ C,

where the last bilinear mapping is the duality between M1(Rd) and C0(R
d) (L1(Rd) is

closed subspace of M1(Rd)). V extends to a continuous mapping Ṽ : S∗† (R2d)⊗̂Ḃ∗(Rd) →
C, where the topology on the tensor product is π = ǫ (S∗† (R2d) is nuclear). Fix θ1, θ2 ∈
S∗† (Rd). The mapping Fθ1,θ2 : Ḃ∗(R2d) → S∗† (R2d), Fθ1,θ2(χ) = (θ1 ⊗ θ2)χ, is continuous,

hence so is the mapping Fθ1,θ2 ⊗ Id : Ḃ∗(R2d) ⊗ǫ Ḃ∗(Rd) → S∗† (R2d) ⊗ǫ Ḃ∗(Rd). By

Proposition 4.10, Fθ1,θ2 ⊗ Id extends to a continuous mapping Fθ1,θ2⊗̂Id : Ḃ∗(R3d) →
S∗† (R2d)⊗̂Ḃ∗(Rd). Denote by Ũθ1,θ2 the continuous mapping Ṽ ◦(Fθ1,θ2⊗̂Id) : Ḃ∗(R3d) → C.

For ϕ, ψ, χ ∈ S∗† (Rd), we have

Ũθ1,θ2(ϕ⊗ ψ ⊗ χ) = 〈f1(x)⊗ f2(y)⊗ 1t, θ1(x+ t)θ2(t− y)ϕ(x+ t)ψ(t− y)χ(t)〉.
Since S∗† (Rd) ⊗ S∗† (Rd) ⊗ S∗† (Rd) is dense in S∗† (R3d), for w ∈ S∗† (R3d) there exists a

net {w̃λ}λ∈Λ ⊆ S∗† (Rd) ⊗ S∗† (Rd) ⊗ S∗† (Rd) which converges to w in S∗† (R3d). Thus, for

w ∈ S∗† (R3d), we have

Ũθ1,θ2(w) = 〈f1(x)⊗ f2(y)⊗ 1t, θ1(x+ t)θ2(t− y)w(x+ t, t− y, t)〉
Let ϕn ∈ S∗† (Rd), n ∈ Z+, be as in ii) of Lemma 2.4 and for m,n ∈ Z+ and χ ∈ S∗† (R2d)

define wn,m(x, y, t) = ϕn(x− y)χ(x− t, t− y)ϕm(x) ∈ S∗† (R3d). Then

Ũθ1,θ2(wn,m) = 〈f1(x)⊗ f2(y)⊗ 1t, θ1(x+ t)θ2(t− y)ϕn(x+ y)ϕm(x+ t)χ(x, y)〉
= 〈f1(x)⊗ f2(y), (θ1ϕm) ∗ θ̌2(x+ y)ϕn(x+ y)χ(x, y)〉.

One easily verifies that θ1ϕm → θ1 in S∗† (Rd), hence
(
(θ1ϕm) ∗ θ̌2

)∆ → (θ1 ∗ θ̌2)∆ in

D∗L∞(R2d). Lemma 5.6 implies that for each fixed n ∈ Z+,

(θ1ϕm) ∗ θ̌2(x+ y)ϕn(x+ y)χ(x, y) → θ1 ∗ θ̌2(x+ y)ϕn(x+ y)χ(x, y), in S∗† (R2d),

wn,m(x, y, t) → ϕn(x− y)χ(x− t, t− y) = wn(x, y, t), in D∗L∞,c(R
2d),

as m→ ∞. If we let m→ ∞ in the above equality, by using Proposition 5.4, we have

Ũθ1,θ2(wn) = 〈f1(x)⊗ f2(y), θ1 ∗ θ̌2(x+ y)ϕn(x+ y)χ(x, y)〉, ∀n ∈ Z+.
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One easily verifies that ϕn(x + y) → 1x,y and ϕn(x − y) → 1x,y in D∗L∞,c(R
2d). Set

w(x, y, t) = χ(x − t, t − y) ∈ D∗L∞,c(R
3d). If we let n → ∞ in this equality, Lemma 5.6

and Proposition 5.4 imply

Ũθ1,θ2(w) = 〈f1(x)⊗ f2(y), θ1 ∗ θ̌2(x+ y)χ(x, y)〉 = 〈(f1 ⊗ f2)(θ1 ∗ θ̌2)∆, χ〉.
Since Ũθ1,θ2 ∈ D′∗L1(R3d), by Proposition 5.4 there exist C > 0, g ∈ C0 and r > 0 (resp.
(rp) ∈ R) such that

∣∣∣Ũθ1,θ2(w)
∣∣∣ ≤ Cpg,r(w) ≤ C1‖χ‖L∞(R2d),2r

(
resp.

∣∣∣Ũθ1,θ2(w)
∣∣∣ ≤ Cpg,(rp)(w) ≤ C1‖χ‖L∞(R2d),(rp/2)

)
.

We obtain that for each θ1, θ2 ∈ S∗† (Rd), (f1 ⊗ f2)(θ1 ∗ θ2)∆ ∈ D′∗L1(R2d). By using De
Wilde closed graph theorem once again, one proves that the bilinear mapping (θ1, θ2) 7→
(f1 ⊗ f2)(θ1 ∗ θ2)∆, S∗† (Rd)× S∗† (Rd) → D′∗L1(R2d) is continuous. Fix χ ∈ S∗† (R2d). Since

D′∗L1(R2d) is bornological (cf. Theorem 3.6 for the Beurling case), Theorem 3.4 implies
that the mapping f 7→ f ∗ χ, D′∗L1(R2d) → L1(R2d) is continuous. Hence the bilinear
mapping Qχ : S∗† (Rd) × S∗† (Rd) → L1(R2d), Qχ(θ1, θ2) =

(
(f1 ⊗ f2)(θ1 ∗ θ2)∆

)
∗ χ, is

continuous. We continue the proof in the Roumieu case, as the Beurling case is similar.

For (rp) ∈ R denote by X(rp) the closure of S∗† (Rd) in SMp,(rp)
Ap,(rp)

. There exists (rp) ∈ R

such that Qχ extends to a continuous bilinear mapping Q̃χ : X(rp) × X(rp) → L1(R2d).

Take (lp) ∈ R with (lp) ≤ (rp) such that SMp,(lp)
Ap,(lp)

⊆ X(rp) (for the construction of such (lp)

see the proof of Proposition 2.5). For this (lp), Proposition 2.2 implies that there exist

u ∈ SMp,(lp)

Ap,(lp)
and P (D) of class {Mp} such that P (D)u = δ. Moreover, by the way we

choose (lp), there exist θ̃n ∈ S∗† (Rd), n ∈ Z+, such that θ̃n → u in X(rp). Observe that for

arbitrary but fixed θ ∈ S∗† (Rd), we have
(
(f1 ⊗ f2)(θ ∗ P (D)θ̃n)

∆
)
∗ χ = Qχ(P (D)θ, θ̃n), ∀n ∈ Z+.

By construction, the right hand side tends to Q̃χ(P (D)θ, u) in L1(R2d). For ϕ ∈ S∗† (R2d),
for the left hand side we have〈(

(f1 ⊗ f2)(θ ∗ P (D)θ̃n)
∆
)
∗ χ, ϕ

〉
=
〈
f1 ⊗ f2, (P (D)θ ∗ θ̃n)∆χ̌ ∗ ϕ

〉
.

One easily verifies that for each ψ ∈ S∗† (Rd), (ψ ∗ θ̃n)∆ → (ψ ∗ u)∆ in D∗L∞(R2d). Hence,

Lemma 5.6 implies (P (D)θ ∗ θ̃n)∆χ̌ ∗ ϕ → (P (D)θ ∗ u)∆χ̌ ∗ ϕ in S∗† (R2d). Observe that

P (D)θ ∗ u = θ ∗ P (D)u = θ in S ′∗† (Rd). Clearly P (D)θ ∗ u is C∞ function, hence the
equality also holds pointwise. We obtain that(

(f1 ⊗ f2)(θ ∗ P (D)θ̃n)
∆
)
∗ χ→

(
(f1 ⊗ f2)θ

∆
)
∗ χ weakly in S ′∗† (R2d).

But the latter space is Montel, hence the convergence also holds in the strong topology.
We obtain

(
(f1 ⊗ f2)θ

∆
)
∗ χ = Q̃χ(P (D)θ, u) ∈ L1(R2d). Since χ ∈ S∗† (R2d) is arbitrary,

Theorem 3.4 implies that (f1 ⊗ f2)θ
∆ ∈ D′∗L1(R2d). �

Remark 5.9. If the convolution of f1 and f2 exists, ii) and iii) of Theorem 5.8 imply that
〈f1 ∗ f2, ψ〉 = 〈(ψ ∗ f̌1)f2, 1〉 = 〈(ψ ∗ f̌2)f1, 1〉. This can be proved by using the sequence
{ϕn}n∈Z+ ⊆ S∗† (Rd) from ii) of Lemma 2.4 via a similar argument as in the proof of
i) ⇒ ii) of Theorem 5.8.

As direct consequence of this remark and Theorem 5.8, we obtain the following useful
corollary.
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Corollary 5.10. Let the convolution of f1 and f2 exists. Then the convolution of f2 and
f1 also exists and f1 ∗ f2 = f2 ∗ f1. If P (D) is ultradifferential operator of class ∗, then
the convolution of f1 and P (D)f2 exists and the convolution of P (D)f1 and f2 also exists
and P (D)(f1 ∗ f2) = f1 ∗ P (D)f2 = P (D)f1 ∗ f2.
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[32] S. Pilipović, B. Prangoski, On the convolution of Roumieu ultradistributions through the ǫ tensor

product, Monatsh. Math. 173 (2014), 83–105.
[33] B. Prangoski, Laplace transform in spaces of ultradistributions, Filomat 27 (2013), 747–760.
[34] B. Prangoski, Pseudodifferential operators of infinite order in spaces of tempered ultradistributions,

J. Pseudo-Differ. Oper. Appl. 4 (2013), 495–549.
[35] H. H. Schaefer, Topological vector spaces, Springer-Verlag, New York-Heidelberg-Berlin, 1970.
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