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a b s t r a c t

The modern calculation of textual sentiment involves a myriad of choices as to the actual
calibration. We introduce a general sentiment engineering framework that optimizes the
design for forecasting purposes. It includes the use of the elastic net for sparse data-driven
selection and the weighting of thousands of sentiment values. These values are obtained
by pooling the textual sentiment values across publication venues, article topics, sentiment
construction methods, and time. We apply the framework to the investigation of the value
added by textual analysis-based sentiment indices for forecasting economic growth in
the US. We find that the additional use of optimized news-based sentiment values yields
significant accuracy gains for forecasting the nine-month and annual growth rates of the
US industrial production, compared to the use of high-dimensional forecasting techniques
based on only economic and financial indicators.

© 2018 The Author(s). Published by Elsevier B.V. on behalf of International Institute of
Forecasters. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Understanding the current and future states of the econ-
omy is crucial for timely and efficient economic policy and
business decision-making. Forecasts of economic variables
such as the country’s gross domestic product, industrial
production, consumer spending, and the unemployment
rate are followed closely by policymakers in order to assess
the state of the economy. It seems self-evident that not
only the readily-available quantitative information but also
the qualitative information in news reports is useful for
obtaining this assessment.

In practice, however, the dominant approach is to use
exclusively the available quantitative information for
economic growth prediction. In fact, most often, the
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macroeconomic variables are forecast using a large panel of
macroeconomic indicators that reflects the economic en-
vironment; see Stock and Watson (2002). In addition, sur-
veys such as the University of Michigan Consumer
Sentiment Index or the Conference Board’s Consumer Con-
fidence Index for theUS, and the European Economic Senti-
ment Index (ESI) for Europe, can contain information about
the current and future economic growth. The US survey-
based sentiment indices are used by Bram and Ludvigson
(1998) and Ludvigson (2004) for forecasting US household
expenditure and consumer spending, while the ESI is used
by Gelper and Croux (2010) for forecasting national and
aggregated European industrial production growth rates.
Finally, financial indicators that reflect economic and fi-
nancial expectations, as well as credit conditions, are used
by Espinoza, Fornari, and Lombardi (2012) for forecasting
long-term US and Euro area GDP growth.

This paper complements the readily-available quan-
titative information (i.e., macroeconomic, financial, and
survey-based indicators) with predictors obtained from a
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large set of sentiment values expressed by authors of news
discussing a country’s economy, with the aim of obtaining
timely forecasts of the country’s economic growth. The
approach starts off with a rich (big) data environment of
a virtually infinite number of texts. These texts need to
be selected, transformed into sentiment values, and then
aggregated. The potential high-dimensionality of the data
becomes an issue, as we are interested only in extracting
the relevant information from the text and creating infor-
mative indices for the prediction of economic growth.

We address this challenge by proposing a methodology
that starts by computing thousands of sentiment values
which capture the tone expressed by the authors of news
items that discuss topics related to the country’s economic
growth. It then maps the hordes of sentiment values into
a single economic growth prediction using aggregation
based on (1) a sentiment computation method (e.g., using
various lexicons), (2) the topic (e.g., ‘‘real estate market’’
or ‘‘job creation’’) and (3) time (e.g., short and long-term
sentiment indices). We then use a data-driven calibration
approach based on penalized least squares regression to
combine the indices optimally so as to forecast a variable
of interest. We refer to the resulting optimized aggregate
value of the sentiment as a text-based sentiment index.
This index is a linear combination of the original sentiment
values. This is a choice of design that allows us to perform
an attribution analysis of the sentiment prediction in order
to gauge the contributions of the various textual sentiment
indices to the prediction.

In addition to being flexible, timely, and data-rich, the
proposed methodology has the advantage that its design
can be backtested. In a real-time setting, its design adapts
itself to the changing forecasting environment; that is,
the weights attributed to each component of the final
sentiment index change according to the economic envi-
ronment and the targeted variable to be forecast. Gelper
and Croux (2010) find that letting the aggregation weights
of each component of the survey-based ESI be data-driven
improves its forecasting performance compared to the
ad-hoc weights set by the European Commission. This
feature is integrated into our textual sentiment index by
construction. Furthermore, it also removes to a certain
extent most of the subjective decisions that a forecaster
has to make before the forecasting exercise. Indeed, the
optimization process automatically chooses which senti-
ment computation methods are used for each topic (topic-
specific sentiment calculation), which topic is included in
the textual-sentiment index (removal of non-predictive
topics), and how past values of each component of the
textual-sentiment index are considered (structured lag per
component). Thus, this adaptive scheme is more flexible
than text-based (sentiment) indices with fixed designs,
like the Economic Policy Uncertainty (EPU) index of Baker,
Bloom, and Davis (2016). Moreover, the latter is not opti-
mized for forecasting and not aimed at the extraction of
sentiment.

This paper contributes to the increasing body of lit-
erature on the use of text- and news-based measures as
sources of information for forecasting and assessing the
economy (see e.g. Baker et al., 2016; Shapiro, Sudhof,
& Wilson, 2018; Thorsrud, 2016, 2018; Tobback, Naudts,

Daelemans, de Fortuny, & Martens, 2018). We exploit the
sentiment information in news articles incrementally to
the information included in themacroeconomic indicators.
Two approaches exist for dealing with the high-
dimensionality of the latter. First, via dimensionality re-
duction through (dynamic) factor models (for a review,
see e.g. Stock & Watson, 2011). In this case, one assumes
that a small number of unobserved factors drive the econ-
omy. Many methods have been developed for tackling the
problem of estimating the latent factors (see Bräuning &
Koopman, 2014; Doz, Giannone, & Reichlin, 2011, 2012;
Stock &Watson, 2002) and choosing the appropriate num-
ber of factors (see Alessi, Barigozzi, & Capasso, 2010; Bai &
Ng, 2002). Second, via penalized regressionmodels used as
a replacement for or in conjunction with factor models. Bai
and Ng (2008) combine penalized regression with factor
models for first selecting a set of predictors and then
constructing the factors from them. Different variants of
this approach are tested by Kim and Swanson (2014, 2018),
and Smeekes andWijler (2018). The proposed optimization
of textual sentiment can be applied in conjunction with
those traditional methods for a wide set of forecasting
problems.

We illustrate the methodology for the case of fore-
casting economic growth for the United States, and find
that, for an out-of-sample evaluation window from Jan-
uary 2001 to December 2016, the text-based sentiment
indices computed from the news in major US newspapers
have additional predictive power for the nine-month and
annual growth rates of the US industrial production in-
dex, controlling for the standard use of macroeconomic,
sentiment-survey, and financial variables. Moreover, we
test the extent to which each dimension of the sentiment
index (sentiment calculationmethod, topic, and time)mat-
ters, and find that the optimization of all dimensions is
important for achieving a high forecasting accuracy, but
that the most relevant is the time dimension, followed
by the topic and then the sentiment calculation method.
Our result is shown to be robust to various choices of
implementation.

In an attempt to disseminate the methodology and ren-
der the results reproducible, we have released the R pack-
age sentometrics (Ardia, Bluteau, Borms, & Boudt, 2017,
2018), which implements all of the steps described in this
paper in the R statistical language with efficient C++ code.
We hope that this paper and the accompanying package
will encourage practitioners such as government institu-
tions and academics to use and test our framework for
optimizing the use of textual sentiment for forecasting
their variable(s) of interest.

The rest of the paper proceeds as follows. Section 2
introduces themethodology. Section 3 presents the empir-
ical study. Section 4 concludes.

2. Methodology

The variable being predicted is the h-period logarithmic
change in the variable Yt , expressed in percentage points:

yht ≡ 100 × (ln Yt+h − ln Yt ) , (1)

where t = 1, 2, . . . , T is a time index. We require yht to
be covariance stationary, which is typically the case when
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Table 1
Total number of documents related to a given topic.
Topic # Cluster Topic # Cluster

ECONOMIC CONDITIONS 25,522 1 IMPORT TRADE 15,709 3
COMPANY EARNINGS 20,116 1 INTEREST RATES 14,018 3
RECESSION 15,907 1 PRICE INCREASES 12,233 3
COMPANY PROFITS 11,075 1 INFLATION 11,841 3
SALES FIGURES 8,051 1 CURRENCIES 10,281 3
ECONOMIC GROWTH 7,904 1 PRICE CHANGES 9,363 3
BUDGET DEFICITS 6,656 1 ECONOMIC POLICY 7,270 3
OUTPUT & DEMAND 6,200 1 BOND MARKETS 4,027 3
MANUFACTURING OUTPUT 4,924 1 COMMODITIES PRICES 1,264 3
ECONOMIC STIMULUS 3,798 1 DEBT CRISIS 841 3
GROSS DOMESTIC PRODUCT 3,541 1 HOUSING MARKET 14,296 4
ECONOMIC DECLINE 2,818 1 REAL ESTATE DEVELOPMENT 11,144 4
CONSUMPTION 530 1 HOME PRICES 10,133 4
WAGES & SALARIES 37,157 2 CONSUMER CONFIDENCE 3,623 5
EMPLOYMENT 23,993 2 ECONOMIC SURVEYS 963 5
EMPLOYMENT GROWTH 11,708 2 BUSINESS CLIMATE & CONDITIONS 790 5
UNEMPLOYMENT RATES 10,070 2 BUSINESS CONFIDENCE 75 5
JOB CREATION 7,846 2 RETAILERS 32,695 6
PRICES 49,207 3 OIL & GAS INDUSTRY 20,384 6
EXPORT TRADE 19,390 3 MANUFACTURING FACILITIES 12,889 6
OIL & GAS PRICES 17,784 3 UTILITY RATES 3,215 6
INTERNATIONAL TRADE 17,029 3 RETAIL SECTOR PERFORMANCE 896 6

Number of topics 44
Number of articles 338,408
Average number of topics per article 1.50

Notes: The table presents the numbers of articles in the corpus from major US newspapers that are related to a given topic. The list of topics is selected
manually from the full list of topics identified by the LexisNexis SmartIndexingTM classifier, which provides a set of topics to each article in the database.
Non-economics-related topics have been removed, resulting in a corpus that focuses exclusively on the US economy. Documents with fewer than 200
words are removed. Note that each article may be related to multiple topics. Topics are also organized into clusters of topics. The clusters are constructed
manually and identified as: 1: GDP output, 2: Job market, 3: Prices & interest rate, 4: Real estate, 5: Surveys, 6: Others.

Yt represents a country’s economic activity (e.g., its gross
domestic product or industrial production) or price level
(e.g., the consumer price index or the exchange rate), and
similarly for corporate variables, like a firm’s sales or stock
price. In our application, yht is the logarithmic growth in
industrial production of the US over horizons ranging from
one to twelvemonths. Note that, due to the publication lag,
Yt may not be known at time t .

Let T be the day for which we need a prediction of yhT .
Specifically, we want to estimate the expected value of yhT
given the information available at time T ; that is, E(yhT |

IT ). This is a common problem in time series forecasting,
where the information set IT typically consists of the usual
available quantitative information, such as past values of
Yt , as well asmacroeconomic and financial metrics (see e.g.
Espinoza et al., 2012; Stock &Watson, 2002). However, we
expand the information set by also including various sen-
timent values extracted from a corpus of texts published
up to date T . We describe the methodology, as depicted in
Fig. 1, below.

2.1. Data preparation

Step 1: Classify texts by topic and use expert opinion to choose
a subset of topics in order to select the potentially relevant
texts. We assume that all texts are categorized by a set of
topic-markers. These topic-markers are usually provided
by the publishers of the texts or extracted from the texts
directly. In our application, we use the corpus of major
US newspapers from LexisNexis for which topics are read-
ily available using LexisNexis’ proprietary SmartIndexingTM

technology. Alternative techniques for topic identification
include the use of likelihood-based techniques using prob-
abilisticmodels such as the latent Dirichlet allocation (for a
recent review, see Liu, Tang, Dong, Yao, & Zhou, 2016). For
example, the latent Dirichlet allocation has been used re-
cently by Thorsrud (2016) in conjunctionwith the dynamic
factormodel developed by Thorsrud (2018) for nowcasting
the Norwegian GDP growth. It also includes keywords-
based identification such as the keywords that Baker et al.
(2016) used for identifying EPU-related texts, or, if topic-
labelled news are available for a training set, identification
via a support vector machine classifier such as per Tobback
et al. (2018).1 Expert opinion is then used to exclude the
topics that can be qualified beforehand as being irrelevant
for forecasting the variable of interest yhT . The resulting
topic-markers for our application to forecasting economic
growth are reported in Table 1. The corpus consists of the
texts that discuss at least one of the selected topics. The
corpus is organized in terms of the publication date t , with
t = 1, . . . , T , where Nt is the number of texts in the corpus
of texts that were published at time t . We use n to index
the texts available at time t , with n = 1, . . . ,Nt .

Step 2: Compute the sentiment for each text n of corpus t
using Lmethods. For each text, we compute the underlying
sentiment using L different textual sentiment computation
methods. For a general review of the available methods,
we refer the reader to Ravi and Ravi (2015). The methods

1 Other high-accuracymachine-learning classificationmethods are, of
course, viable.
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Fig. 1. Methodology. Notes: The figure displays the nine steps of the methodology in diagram form.

can differ from each other in terms of the item classified
(e.g., word, sentence, paragraph), the method of classifica-
tion (e.g., supervised or unsupervised), and the aggregation
method used to obtain a single value per text (e.g., equal-
weighting, inverse frequency weighting), among others. In
our application, we use the simple bag-of-words approach
to compute the net sentiment using L different lexicons to
classify thewords as positive, negative, or neutral, and thus

obtain L different sentiment values for each text document
n = 1, . . . ,Nt , published at time t = 1, . . . , T , which we
denote by sn,t,l, for l = 1, . . . , L.

2.2. Aggregating sentiment into a prediction

At this stage, we have L textual sentiment computation
methods, and thus L vectors st,l ≡ (s1,t,l, . . . , sNt ,t,l)

′ of
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size Nt × 1, for each day t and each of the Nt texts. The
next steps aim to reduce the dimensionality of the available
texts (i.e., the total number of texts is N1 + · · · + NT ).
To that end, we first compute the daily sentiment per
topic-marker by aggregating across the sentiment of texts
published on a given day, then aggregate over time. We
choose a linearmapping, as this allows us to perform senti-
ment attribution. We do not use aggregation to reduce the
dimensionality of the number of methods L, as it is small
compared to the cross-section and time series dimensions,
and can be handled at the estimation stage through penal-
ized regression.

Step 3:Obtain K topic-based sentiments for each corpus n and
method l. We compute sentiment values for each topic-
marker by aggregating across the sentiment values of the
texts associated with each topic-marker. Formally, we de-
fine the text-to-topic aggregation matrix Wt of dimension
K × Nt for each day t such that the L vectors Wtst,l (l =

1, . . . , L) of dimension K × 1 capture the daily sentiment
for each of the K topics. In the application, each row of Wt
is divided by its total sum, which corresponds to equally
weighting the texts for each topic. The equal-weighting
approach has the advantage of simplicity. An alternative
approach for calibrating the text-to-topic aggregation ma-
trix Wt could be to use expert opinion or a data-driven
procedure to overweight the sources of news (i.e., type of
journal or publisher) that are deemedmore informative for
predicting economic growth.

Step 4: Obtain time series aggregated values for each topic
k and method l. Next, we aggregate over time. We take a
maximum time-aggregation lag τ (0 ≤ τ < T ), and, for a
given l, stack the vectors column-by-column intoK×(τ+1)
matrices as follows:

Vt,l ≡

[
| |

Wt−τ st−τ ,l · · · Wtst,l
| |

]
. (2)

We do this for l = 1, . . . , L, and then stack the matrices
row-by-row into a LK × (τ + 1) matrix:

Vt ≡

⎡⎢⎣Vt,1
...

Vt,L

⎤⎥⎦ . (3)

Given Vt and a suitable time aggregation matrix B of size
(τ +1)×B, we then construct the final vector of size LKB×1
of textual sentiment predictors st as:

st ≡ vec(VtB) , (4)

where vec(·) is the vectorization operator.2
Weuse a data-driven calibration of the aggregationma-

trix B to strike a balance between a strong decay inweights
for obtaining timeliness on the one hand, and, on the other
hand, an equal-weighting approach for obtaining efficiency
when all time-lags are equally informative. To do so, we
rely on the Beta weighting function, which is often used
in the mixed-data sampling literature (see Ghysels, Sinko,

2 The vectorization operator stacks the columns of a matrix into a
vector one on top of another.

& Valkanov, 2007). The approach requires two parameters
a > 0 and b > 0:

c(i; a, b) ≡
f ( i

τ
; a, b)∑τ

i=1 f (
i
τ
; a, b)

, (5)

where f (x; a, b) ≡
xa−1(1−x)b−1Γ (a+b)

Γ (a)Γ (b) is the Beta density
function and Γ (·) is the Gamma function.

Given a grid {ai, bi}Bi=1, the (τ+1)×B aggregationmatrix
is given by:

B ≡

⎡⎢⎢⎢⎢⎢⎢⎣

c(1; a1, b1) c(1; aB, bB)
... · · ·

...

c( i
τ
; a1, b1) c( i

τ
; aB, bB)

... · · ·
...

c(0; a1, b1) c(0; aB, bB)

⎤⎥⎥⎥⎥⎥⎥⎦ . (6)

Step 5: Calibrate to optimize the forecast precision. The next
and final aggregation step is to aggregate these textual
sentiment indices optimally, given a variable of interest. To
this end, we define the following model:

yht = α + γ ′xt + β′st + εt , t = 1, . . . , T , (7)

where α is an intercept, xt is a M × 1 vector of (non-
textual sentiment) variables available at time t , γ is the
corresponding vector of parameters, β ≡ (β1, . . . , βP )′
is a vector of parameters associated with the P textual-
sentiment indices (P = LKB), and εt is an error term at time
t . Typically, xt includes ys, where ys is the dependent vari-
able up to time t , that is s ≤ t . In practice, in economics we
often have s < t due to the release lag faced by economic
indicators. It is also common to include macroeconomic
and financial metrics, or the information obtained from
surveys.

We use a penalized least squares criterion to estimate
the regression in Eq. (7). Penalization is needed in order
to regularize the estimation of the high-dimensional pa-
rameters γ and β. Given the high correlation between the
sentiment variables, we use the elastic net regularization
of Zou and Hastie (2005) to deal with both the high degree
of collinearity in the regressors and the need for variable
selection.3

For ease of presentation, let us define zt ≡ (x′
t , s′

t )
′ and

θ ≡ (γ ′, β′)′, both of size (M + P) × 1. In our context,
the optimization problem of the elastic net can then be
expressed as:

min
α̃,̃θ

{
1
T

T∑
t=1

[
yht −

(
α̃ + θ̃

′z̃t
)]2

+ λ1

[
λ2∥̃θ∥1 + (1 − λ2)∥̃θ∥2

2

]}
, (8)

where ∥ · ∥p is the Lp-norm, λ1 ≥ 0 is the parameter that
sets the level of regularization and 0 ≤ λ2 ≤ 1 is the

3 All calibrations are performed using the R package glmnet (Fried-
man, Hastie, & Tibshirani, 2010). Various models with sparsity features
exist, such as the adaptive elastic net of Zou and Zhang (2009). However,
we find that these methods do not improve the forecasting performance
significantly in our application to forecasting US growth.
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weight between the two types of penalties. The elastic net
regularization nests both the Ridge regularization of Ho-
erl and Kennard (1970) (when λ2 = 0) and the LASSO
regularization (when λ2 = 1) introduced by Tibshirani
(1996). The variable z̃t is the standardized version of zt
with components z̃i,t ≡ (zi,t − avi)/stdi, where avi and stdi
are the sample mean and standard deviation of {zi,t; t =

1, . . . , T }, respectively. The standardization is crucial in
penalized regressions, as the penalty depends on the scale
of the components of θ.

Once the estimation is done, θ̃ is rescaled to give the
corresponding optimal unstandardized vector θ̂. The un-
standardized regression parameter can be recovered by
rescaling each component of θ̃; θ̂i ≡

θ̃i
stdi

(i = 1, . . . ,M +

P). An additional value must then be subtracted from the
regression intercept to account for the centering of the
series:

α̂ ≡ α̃ −

M+P∑
i=1

θ̃i

stdi
avi . (9)

The implementation of the elastic net in Eq. (8) requires
the calibration of the penalty parameters λ1 and λ2. We
follow Zou, Hastie, and Tibshirani (2007) andminimize the
so-called BIC-like criterion, where BIC stands for Bayesian
information criterion.4 Let the vector ŷhλ1,λ2

of size T ×1 be
the forecast of yh ≡ (yh1, . . . , y

h
T )

′ obtained by fixing λ1 and
λ2. The BIC-like criterion is defined as:

BICλ1,λ2 ≡
∥yh − ŷhλ1,λ2

∥
2
2

Tσ 2 +
ln T
T

d̂f (̂yhλ1,λ2
) , (10)

where σ 2 is defined as the variance of the forecast error
given by the largest d̂f (̂yhλ1,λ2

). In Eq. (10), d̂f (̂yhλ1,λ2
) is

an estimator of the number of degrees of freedom of the
elastic net given ŷhλ1,λ2

(see Tibshirani & Taylor, 2012). In
the special case where λ2 = 1 (i.e., LASSO regularization),
d̂f (̂yhλ1,1) is equal to the number of non-zero parameters.5

Step 6: Forecasting. As the estimator θ̂ contains the vectors
γ̂ and β̂, our forecast at time T is given by:

ŷhT ≡ α̂ + γ̂ ′xT + β̂
′sT . (11)

2.3. Forecast precision and attribution

Given the predicted values of yhT , it is critical to evaluate
whether the computational cost of text-based prediction

4 In our study, the small sample size and the cross-correlation gen-
erated by the overlapping data when h > 1 make the cross-validation
calibration methodology unstable. We also test for other BIC-type cri-
teria such as the extended BIC of Chen and Chen (2008) and the high-
dimensional BIC of Wang and Zhu (2011). The performance does not
improve significantly in our empirical application.
5 We use a grid-search to find the pair (λ̂1 , λ̂2) that minimizes

BICλ1,λ2 . More specifically, we use the elements of the vector λ2 ≡

(0, 0.1, 0.3, 0.5, 0.7, 0.9, 1) as candidate values of λ2 and generate a vec-
tor λ1,λ2,i of size 100, where λ2,i is the ith element of λ2 , for each value in
λ2 , using the strategy outlined by Friedman et al. (2010). This gives 100
pairs per candidate λ2 , for a total of 700 pairs (λ2 is of size seven). The pair
(λ1, λ2) that uses the largest number of degrees of freedom to compute σ 2

is found by computing the degrees of freedom given by each pair. Then,
the pair (λ̂1, λ̂2) is the pair that minimizes BICλ1,λ2 .

pays off in terms of a higher out-of-sample precision than
when the forecast is obtained using a simpler time se-
ries model. Another step in validating the outcome is to
attribute the contribution of each topic to the predicted
value.

Step 7: Forecast precision evaluation. We evaluate the fore-
casting performance using the root mean squared fore-
cast error (RMSFE) and the mean absolute forecast error
(MAFE). Let ehi,t ≡ yht − ŷhi,t be the error term for model i at
time t for a horizon hwhere ŷhi,t is the forecast. The RMSFE
and MAFE measures of model i at horizon h are defined
by:

RMSFEh
i ≡

√ 1
TF

T+TF∑
t=T+1

(ehi,t )2, MAFEh
i ≡

1
TF

T+TF∑
t=T+1

|ehi,t | ,

(12)

where T is the size of the estimation sample and TF is the
number of out-of-sample observations.

Statistical techniques like the Diebold and Mariano
(1995) (DM) test or the model confidence set (MCS) proce-
dure of Hansen, Lunde, and Nason (2011) can then be used
to evaluate the significance of the differences in forecasting
precision betweenmodels.6 When comparing nestedmod-
els, as we do in our application, the p-value of the DM test
has a non-standard distribution.We recommend the use of
the critical values obtained using the bootstrap approach
of Clark and McCracken (2001).

Step 8: Attribution. Thus far, our exposition has been a
bottom-up story of aggregating the sentiments of individ-
ual texts into a prediction of economic growth through
cross-sectional, time series, and elastic netweighting. Once
this prediction has been obtained, it is important to at-
tribute the obtained prediction to the individual texts from
the top down at various granularity levels. In fact, thanks
to the linearity of the methodology, it is straightforward
to retrieve the forecast as a function of the individual text
sentiment sn,t,l:

ŷhT = α̂ + γ̂ ′xT

+

T∑
t=(T−τ )

Nt∑
n=1

L∑
l=1

K∑
k=1

B∑
b=1

β̂
′el,k,b · Wt,k,nBT−t,b · sn,t,l,

(13)

where el,k,b is a basis vector of size LKB × 1 that extracts
the relevant regression parameter from β̂ given l, k and b;
Wt,k,n is the (k, n)-element ofWt ; andBT−t,b is the (T−t, b)-
element of the matrix B. It is easy to see from Eq. (13) that
the weight ωn,t,l that is attributed to the sentiment sn,t,l is
equal to:

ωn,t,l =

K∑
k=1

B∑
b=1

β̂
′el,k,b · Wt,k,nBT−t,b , (14)

6 In the DM approach, it is standard to implement the test statistic
with a heteroscedasticity and autocorrelation robust (HAC) standard error
estimator, such as per Andrews (1991) andAndrews andMonahan (1992),
while the MCS approach relies on a (block) bootstrap estimator for the
variance.
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such that:

ŷhT = α̂ + γ̂ ′xT +

T∑
t=(T−τ )

Nt∑
n=1

L∑
l=1

ωn,t,l · sn,t,l . (15)

Clearly, it is not feasible to analyze all (n, t, l)-combinations.
Thus, we proceed by grouping them by common attributes,
such as the time or topic. For example, we can obtain the
attribution of topic g (1 ≤ g ≤ K ) by fixing k = g
and computing the attribution by integrating the other
dimensions:

ag ≡

T∑
t=(T−τ )

Nt∑
n=1

L∑
l=1

B∑
b=1

β̂
′el,g,b · Wt,g,nBT−t,b · sn,t,l . (16)

3. Application to forecasting US economic growth

We illustrate the use of the complete optimized sen-
timent calibration framework for forecasting economic
growth in the United States. Our corpus consists of all
articles published in major US newspapers for which doc-
uments are available in LexisNexis.7 We quantify the eco-
nomic value of the sentiment calibration by evaluating the
forecasting gains compared to benchmark approaches that
use only the readily available quantitative macroeconomic
and financial information in the merged datasets of Mc-
Cracken and Ng (2016) and Goyal and Welch (2008). We
begin by introducing the data and the models that we
compare, then present our main results and interpret the
attribution that we obtain.

3.1. Data and descriptive statistics

3.1.1. Quantitative data
We aim to forecast the log-growth of US industrial pro-

duction at the one-month (h = 1), three-month (h = 3),
six-month (h = 6), nine-month (h = 9), and twelve-month
(h = 12) horizons.We transform the level of industrial pro-
duction into the h-month log-growth in percentage points:
yht ≡ 100 × (ln IPt+h − ln IPt), where IPt is the industrial
production realized at time t . Fig. 2 presents the industrial
production time series from January 1996 to December
2016.

The workhorse approach to the forecasting of economic
growth is the factor model proposed by Stock and Watson
(2002). It involves predicting economic growth using the
most important principal components from a large panel of
macroeconomic variables. Thus, we retrieve all economy-
related time series from the FRED-MD historical vintage
databases for every month from August 1999 to December
2016 (see McCracken & Ng, 2016). For vintages before
August 1999, we use the data as of August 1999. FRED-MD
is a large publicly available database of economic variables
that satisfy the filtering criteria established by Stock and

7 LexisNexis provides an easy way of searching for and collecting rel-
evant news from over 26,000 news sources, including online content.
Their SmartIndexingTM technology classifies each text by a wide range of
meta-information, such as subject, company, person, and country, thus
simplifying the collection process and reducing the chance of a false
positive inclusion of news in the dataset or in a particular subject. More
information can be found at https://www.nexis.com.

Watson (1996). The number of variables contained in the
database ranges from 105 to 128 for our time period. These
variables are divided into various categories; see Table A.1
of the Appendix for an example with the FRED-MD 2016–
12 dataset. Using past vintages allows us to get rid of the
look-ahead bias.8

In addition to the macroeconomic variables, we also
consider financial indicators. We use the dataset of Goyal
and Welch (2008), which consists of 16 financial metrics
such as dividend ratios, long/short term yields, stock vari-
ances, etc. We add to this dataset the Chicago Board of
Exchange’s forward-looking volatility index (VIX).9 Finally,
we add to the list of variables the media-attention EPU in-
dex and six survey-based Conference Board indices (CB).10
We apply standard transformations to render the variables
stationary; see Table A.1 of the Appendix for details.

3.1.2. Qualitative data: corpus
We compute textual sentiment indices for the US by

retrieving the set of news that consists of all English articles
from ‘‘Major US Newspapers’’ in the LexisNexis database
with reference to the US. The LexisNexis ‘‘Major US News-
papers’’ source category consists of the Daily News, the
Journal of Commerce, Los Angeles Times, Orange County
Register, Pittsburgh Post Gazette, St. Louis Post Dispatch,
Star Tribune, Tampa Bay Times, Atlanta Journal–
Constitution, Christian Science Monitor, Daily Oklahoman,
New York Post, New York Times, Philadelphia Daily News,
Philadelphia Inquirer, Tampa Tribune, Washington Post,
and USA Today. The dates range from January 1, 1994, to
December 31, 2016. We apply the following filters:

• We use the geographic location to ensure that we
select only news that is relevant to the US (relevance
score greater than or equal to 85 in LexisNexis).

• We use the topic filter and filter out non-economics-
related topics.

• To be assigned to a topic, the newsmust have amajor
reference to the topic (relevance score greater than or
equal to 85 in LexisNexis).

• Each article must have at least 200 words.

Table 1 presents the topics selected, the number of doc-
uments associated with each and a cluster categorization
of each topic for a cluster-based attribution analysis. The
final corpus amounts to a total of 338,408 articles and 44
topics over six clusters. The six clusters of topics, which
have been constructed manually by identifying economic
concepts that are closely related, are: ‘‘GDP output’’, ‘‘Job
market’’, ‘‘Prices & interest rate’’, ‘‘Real estate’’, ‘‘Surveys’’,

8 Macroeconomic FRED-MD data are available from Michael
McCracken’s website at https://research.stlouisfed.org/econ/mccracken/
fred-databases.
9 Financial data are available from Amit Goyal’s website at http://

www.hec.unil.ch/agoyal and VIX data from the Federal Reserve Bank of
St. Louis at https://fred.stlouisfed.org/series/VIXCLS.
10 EPU data are available from http://www.policyuncertainty.com and
CB data fromhttps://www.conference-board.org/data/consumerconfiden
ce.cfm. The CB data include the leading economic index, the coincident
economic index, the lagging economic index, the employment trend in-
dex, the consumer confidence: present situation index, and the consumer
confidence: expectations index.

https://www.nexis.com
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Fig. 2. US industrial production. Notes: The figure presents the US industrial production from January 1996 to December 2016 (192monthly observations).
The gray zone indicates the crisis period, which spans the period July 2007 to December 2009 (30 months).

and ‘‘Others’’. The last consists of all remaining topics. Note
that a news article may refer to more than one topic, as the
average number of topics per article is 1.50.11

3.1.3. Qualitative data: sentiment calculation
We measure the textual sentiment using standard

lexicon-based sentiment analysis. The fundamental idea
of lexicon-based sentiment analysis (also referred to as
the bag-of-words approach) is the qualification of linguis-
tic patterns (e.g., words or sentences) as positive, neg-
ative, or neutral using predefined lists called lexicons.
Most studies use the Harvard General Inquirer lexicon
(2550 positive words and 3695 negative words).12 This
dictionary is built independently of any particular nar-
rative text and may not be the most suitable choice for
text analysis of the economic domain. Thus, this implies
the need to use specialized financial dictionaries for the
analysis of financial and economic discourses, such as those
developed by Henry (2008) (105 positive words and 85
negative words) and Loughran and McDonald (2011) (354
positive words and 2355 negative words).13 We also use
four lexicons that are popular in the sentiment analysis lit-
erature: (i) the SentiWordNet lexicon of Baccianella, Esuli,
and Sebastiani (2016) (8898 positive words and 11,029
negative words), (ii) the SenticNet lexicon of Cambria,

11 LexisNexisdoes not providewithin-text topic identification,making it
impossible to identifywhich part of the text discusseswhich topic. Ideally,
one would have a single topic per text, to avoid contaminated sentiment
indices.
12 The Harvard General Inquire lexicon is available at http://www.wjh.
harvard.edu/~inquirer/homecat.htm.
13 The Loughran &McDonald lexicon is available at https://sraf.nd.edu/
textual-analysis/resources.

Poria, Bajpai, and Schuller (2016) (11,775 positive words
and 11,852 negative words), (iii) the SO-CAL lexicon of
Taboada, Brooke, Tofiloski, Voll, and Stede (2011) (1643
positive words and 1647 negative words), and (iv) the NRC
lexicon of Mohammad and Turney (2010) (2227 positive
words and 3241 negative words).14

Another aspect of sentiment analysis is valence-shifting
words (see Polanyi&Zaenen, 2006). Valence-shiftingwords
are words such as ‘‘very’’ or ‘‘barely’’, that affect the context
of nearby words. We only consider words that deal with
negativity by inverting the sentiment of the first word
following it from positive to negative and vice versa.15

Once the list of positive and negative words has been
established, we then calculate the (net) sentiment of each
text document as the relative spread between the numbers
of positive and negative words:

sn,t,l ≡
N+

n,t,l − N−

n,t,l

N+

n,t,l + N−

n,t,l + N0
n,t,l

, (17)

where N+

n,t,l is the number of positive words in document
n on day t for lexicon l, N−

n,t,l is the number of negative
words, and N0

n,t,l is the number of neutral words. N+

n,t,l and
N−

n,t,l can also be defined as the sum of the positive and
negative scores, respectively, in the case where the lexicon
weights the words according to the degree of positiveness

14 These four lexicons are available through the R package lexi-
cons (Rinker, 2018). SentiWordNet, SenticNet, and SO-CAL are weighted
lexicons, where words are weighted according to their degree of positive-
ness or negativeness.
15 The list of negative valence-shiftingwords considered is: ain’t, aren’t,
can’t, couldn’t, didn’t, doesn’t, don’t, hasn’t, isn’t, mightn’t, mustn’t, neither,
never, no, nobody, nor, not, shan’t, shouldn’t, wasn’t, weren’t, won’t, wouldn’t.

http://www.wjh.harvard.edu/~inquirer/homecat.htm
http://www.wjh.harvard.edu/~inquirer/homecat.htm
https://sraf.nd.edu/textual-analysis/resources
https://sraf.nd.edu/textual-analysis/resources


1378 D. Ardia, K. Bluteau and K. Boudt / International Journal of Forecasting 35 (2019) 1370–1386

Fig. 3. Yearly lexicon-based averages of the individual news articles’ sentiments. Notes: The figure presents the seven lexicon-based yearly averages of the
individual news articles’ sentiment for the period from 1994 to 2016. Sentiment values are standardized for readability purposes. The gray zone indicates
the 2007–2009 crisis period.

and negativeness, in contrast to classifying them as either
positive or negative.16 This use of the net sentiment mea-
sure, computed as the difference between the frequencies
of positive words (positive sentiment) and negative words
(negative sentiment) normalized by the total number of
words, is widespread in the literature (see e.g. Arslan-
Ayaydin, Boudt, & Thewissen, 2016, and the references
therein). Our application uses the net sentiment measure
from seven lexicons, thus leading to L = 7 sentiment
calculation methods.

Fig. 3 presents the yearly (standardized) averages of
the individual news article sentiments computed using
each of the seven lexicons in turn.17 First, we see that
the time-variation in the seven lexicon-based sentiment
averages coincides with the economic cycle. In particular,
we observe large common drops during the dot-com bub-
ble burst of 2001 and the financial crisis of 2008. These
events are preceded by large, almost linear, increases in
the yearly average. In addition to the common behaviors
of the seven lexicon-based indices, we also observe cross-
sectional variability. The cross-sectional variability is to be
expected, as no single lexicon offers a perfect estimate of
the sentiment embedded in the text, and the words classi-
fied as positive and negative in each lexicon differ. Thus,we
are reducing the risk of selecting the wrong lexicon simply
by the reasoning that the choice of the lexicon would be
irrelevant if no cross-sectional variation was observed.

16 This is the case for the SentiWordNet, SenticNet, and SO-CAL lexi-
cons, for example.
17 The sentiment values are standardized (i.e., we subtracted themeans
and divided the series by their standard deviations) for readability pur-
poses.

3.1.4. Qualitative data: aggregation of sentiment
We build the aggregation matrices Wt (t = 1, . . . , T )

such that each of the 44 topics is summarized by a sen-
timent index. The time series aggregation matrix B con-
tains Beta weights generated from the grid {1, 3, 4, 7} ×

{1, 3, 4, 7} for a total of 16 time-aggregation weights; see
Fig. 4. We set the value τ = 180 days. This gives a total of
P = LKB = 7 × 44 × 16 = 4928 sentiment indices.

Fig. 5 presents the yearly average of the 44 topic-based
sentiment indices calculated using the Loughran &McDon-
ald lexicon.18 Similarly to the yearly average of the non-
aggregated sentiment shown in Fig. 3, we see a general
decrease in all sentiment indices in the years 2001 and
2008. We also note a significant degree of variability in
the cross-section of the yearly averages. This indicates that
different topics may have different informational contents.
This suggests that failing to consider the topic dimension
and simply letting all news be part of an overarching topic
could be sub-optimal, as we would lose important cross-
sectional information.

3.2. Models

The forecasting models that we consider are nested in
the linear framework in Eq. (7). The benchmark models
M1a and M2a include the lagged value of the dependent
variable and the macroeconomic, survey-based, and finan-
cial indicators (xt ), or factors derived from those variables
(ft ). In addition, the alternative specificationsM1b andM2b
also include the 4928 textual-based sentiment indices (st ).

18 We observe the same pattern for other lexicons.
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Fig. 4. Beta weights. Notes: The figure presents the time-aggregation weights of the Beta function for the grid {1, 3, 4, 7} × {1, 3, 4, 7} for a total of 16
weighting schemes.

More precisely, we study the following specifications:

M1a : yht = αh
0 + αh

1y
h
t−h + (γh)′xt + εh

t (18)

M1b : yht = αh
0 + αh

1y
h
t−h + (γh)′xt + (βh)′st + εh

t (19)

and:

M2a : yht = αh
0 + αh

1y
h
t−h + (γh)′ft + εh

t (20)

M2b : yht = αh
0 + αh

1y
h
t−h + (γh)′ft + (βh)′st + εh

t (21)

for t = 1, . . . , T months, where ft are factors extracted
from xt using the ICp1 criterion of Bai and Ng (2002). This
criterion performs well compared to the other candidate
information criteria in the various Monte Carlo experi-
ments of Bai and Ng (2002). More detail about the con-
struction of the factors is provided in Appendix A.1.19 Note
that we are now dealing with a monthly frequency, as
opposed to the daily frequency used in the construction of
the sentiment indices.

Allmodels are estimated using the elastic net procedure
in Eq. (8).We enforce the inclusion of the lagged dependent
variable in the model specification, and therefore exclude
it from the penalization of the elastic net. Each model is
estimated on a rolling window basis of 60 months.

Because of the overlapping nature of yht when h > 1,
we evaluate each model using the h-month-ahead obser-
vations. That is, if the sample window ranges frommonths

19 We justify the use of principal components in conjunction with
the Bai and Ng (2002) information criterion by noting that Smeekes and
Wijler (2018) showed this method to perform well at forecasting the
growth in the US industrial production relative to more complex factor
and penalized regression models.

t = 1 to t = 60, we evaluate the out-of-sample perfor-
mance using the observation for month t = 60 + h.

The out-of-sample forecasting performance is evalu-
ated using the RMSFE and MAFE measures. We evaluate
M1b (M2b) againstM1a (M2a) using the Diebold and Mar-
iano (1995) test with the approach of Clark andMcCracken
(2001) for nested models at the 5% significance level.20
Weaccount for possible changes in out-of-sample forecast-
ing performances over time by analyzing the full out-of-
sample period and three sub-periods: pre-crisis, crisis, and
post-crisis. The complete sample is from January 2001 (Jan-
uary 2003 for h = 12) to December 2016 (192 observations
for h = 1 and 168 for h = 12). The pre-crisis period is from
January 2001 (January 2003 for h = 12) to June 2007 (78
observations for h = 1 and 54 for h = 12). The crisis period
is from July 2007 to December 2009 (30 observations),
and finally, the post-crisis period is from January 2010 to
December 2016 (84 observations).

3.3. Main results

3.3.1. Model’s forecasting performance comparison
Table 2 presents the RMSFE and MAFE measures for the

four model specifications and the five forecasting horizons

20 The bootstrapped distribution is computed using 5000 block boot-
strap samples, with the optimal block length determined from the fit
of an autoregressive model. The variance of the mean loss difference is
computed using the HAC standard error estimator of Andrews (1991)
and Andrews and Monahan (1992).
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Fig. 5. Yearly average of the 44 topic sentiment indices. Notes: The figure presents the yearly average of 44 sentiment indices for the period from 1996
to 2016. Sentiment values are computed using the Loughran and McDonald (2011) lexicon. Each time series is standardized for the sake of comparability
across topics. The topics are organized into clusters on the y-axis and delimited by black and gray text labeling. Black rectangles indicate that there is no
news for that particular topic during that year.

over the four timewindows.We focus our analysis on com-
paring the value added by using sentiment information,
either as raw inputs (i.e., M1b vs. M1a) or through factors
(M2b vs. M2a), when forecasting economic growth, con-
trolling for readily available predictors. A gray cell indicates
that the outperformance is statistically significant at the 5%
significance level according to the DM test.

For the full sample, we see that textual sentiment-
related specifications do not add forecasting power be-
yond that contained in the macroeconomic, survey-based,
and financial indicators at the one- to six-month horizons.
However, at the nine- to twelve-month horizons, they ex-
hibit the best performances, and the results are significant
according to the DM test for both the RMSFE and MAFE
measures.

This gain in outperformance as the forecasting hori-
zon grows was also observed by Ulbricht, Kholodilin, and
Thomas (2017) for news-derived economic sentiment
indices in the context of forecasting German industrial
production, and is consistent with the ‘‘time-lag’’ effect
in economics. While financial markets can react (quasi)

instantaneously to the sentiment expressed in economic
news, it takes time for that sentiment to affect economic
behaviors (consumption, production, investments), and
thus to become visible in the published economic growth
figures (see George et al., 1999). This may explain why the
sentiment becomes more predictive of economic growth
over longer horizons.

Looking at the pre-crisis period, we can see that the
textual-sentiment-related specifications outperform their
benchmark according to the DM test at the twelve-month
horizon. The post-crisis period, however, shows outper-
formance for the nine- and twelve-month horizons. Fi-
nally, unlike the other periods, during the crisis period
the sentiment-related specification only shows outperfor-
mance at the six-month and nine-month horizons, and
even then, only according to the RMSFE measure.

Overall, we observe that textual-sentiment-related
specifications provide additional forecasting power over
traditional macroeconomic, financial, and survey indica-
tors at long horizons.
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Table 2
Forecasting results.

Notes: The table presents the root mean squared forecast errors (RMSFE) and the mean absolute forecast errors
(MAFE) for models M1a (benchmark model with raw variables), M1b (M1a augmented by textual sentiments),
M2a (benchmark model with factors), and M2b (M2a augmented by textual sentiments). Lower RMSFE and
MAFE values are preferred.We consider the one- (h = 1), three- (h = 3), six- (h = 6), nine- (h = 9), and twelve-
month (h = 12) log-growth of the US industrial production. The full out-of-sample period is from January 2001
(January 2003 for h = 12) to December 2016 (192 observations for h = 1 and 168 for h = 12). The out-of-
sample pre-crisis period is from January 2001 to June 2007 (78 observations for h = 1 and 54 for h = 12). The
out-of-sample crisis period is from July 2007 to December 2009 (30 observations). The out-of-sample post-crisis
period is from January 2010 to December 2016 (84 observations). A gray cell indicates that the extended model
is superior to the benchmark model (i.e., M1b against M1a and M2b against M2a) for a given horizon at the
5% significance level. Testing is based on the Diebold and Mariano (1995) test statistic implemented with the
heteroscedasticity and autocorrelation robust (HAC) standard error estimators of Andrews (1991) and Andrews
and Monahan (1992), and with p-values computed using the bootstrap, following Clark and McCracken (2001).

3.3.2. Attribution
A common criticism of big data approaches to economic

forecasting is that their results seem to come from a ‘‘black
box’’. This criticism is easy to counter in our setting, since
the attribution analysis described in Step 8 of Section 2
allows us to pinpoint the contribution of each sentiment
value to the growth prediction. Given a large number of
sentiment values, we can analyze the attribution at the
intermediate level of the grouping per cluster of topics
from the categorization shown in Table 1.

Fig. 6 presents the normalized attributions of these clus-
ters for the twelve-month forecasts obtained with model
M1b, where we divide each of its elements by the L2-norm
of the attribution vector at that date.21 This procedure
makes it easier to perform comparisons across different
dates. Note first that there is a persistence in the attri-
bution of each cluster over time. This is consistent with
the presence of stable information value in the selection
and weighting used when engineering the textual senti-
ment index for predicting economic growth. Over the full

21 The results for model M2b are similar, and are available from the
authors upon request.

sample, we find that ‘‘GDP output’’, ‘‘Price & interest rates’’
and ‘‘Survey’’ clusters contribute the most to the predicted
growth, though they dominate the predictions at different
times. In the pre-crisis period, texts published about ‘‘GDP
output’’ are the main predictors. During the crisis, those
discussing the surveys are selected and weighted to have
the biggest impact on the predictions. Finally, post-crisis,
the ‘‘Price & interest rates’’-related texts dominate the pre-
dictions.

3.4. Importance of the optimization of each dimension

We now proceed to analyze the impacts of some of the
modeling choices employed in our study.

We analyze the extent to which the optimization of
the lexicon-, topic- and time-dimensions is relevant in
predicting the industrial production growth. To that end,
we compare the extended specifications M1b and M2b
with four alternatives in which we (with equal weights)
aggregate: (i) the lexicon dimension (denoted LEX), (ii) the
topic dimension (denoted TOPIC), (iii) the time dimension
(denoted TIME), and (iv) all dimensions (denoted ALL).
Thus, the last approach is the naive way of calculating a



1382 D. Ardia, K. Bluteau and K. Boudt / International Journal of Forecasting 35 (2019) 1370–1386

Fig. 6. Forecast attribution. Notes: The figure presents the cluster attribution of model M1b for the out-of-sample forecasts of the twelve-month US
industrial production log-growth. The period ranges from January 2003 to December 2016 (180 monthly observations). The attribution vector for a given
date is scaled by dividing each element of the attribution vector by the L2-norm of the attribution vector for that date. The gray zone indicates the July
2007 to December 2009 crisis period. A positive (negative) value indicates that the topic contributes positively (negatively) to the forecast, and therefore
increases (decreases) the forecast of the US industrial production log-growth.

Table 3
Robustness results: aggregation of dimensions.

Notes: The table presents the forecasting results when the various dimensions (lexicon, topic, and time) are
aggregated. We compare the results of the extended models M1b and M2b with those of four alternative
approaches in which we (with equal weights) aggregate: (i) the lexicon-dimension (denoted LEX), (ii) the
topic-dimension (denoted TOPIC), (iii) the time-dimension (denoted TIME), and (iv) all dimensions (denoted
ALL). A light (dark) gray cell indicates that the extended model (M1b or M2b) is superior (inferior) at the 5%
significance level according to the Diebold and Mariano (1995) test statistic. See Table 2 for details.

sentiment index and adding it to the set ofmacroeconomic,
survey, and financial variables. Note that these dimension
reductions are only special cases of the methodology. The
results for the full out-of-sample period are reported in
Table 3. We can observe that, according to the lowest
RMSFEs and MAFEs, the optimization of all dimensions is
preferable. This is principally the case at the nine-month
and particularly the twelve-month horizons. The time di-
mension seems to be the most important one to optimize,
followed by the topic and lexicon dimensions.

4. Conclusion

Do textual sentiment indices provide any added value
to the prediction accuracy of economic growth relative to
the use of the information contained in macroeconomic,
financial, or survey-based variables? Answering this ques-
tion requires one first to capture the relevant sentiment-
based growth prediction from a textual analysis of news
releases. The latter is a big data problem, given the large
number of texts that are published every day, the number
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Table A.1
List of variables.
Index Code Variable Description Index Code Variable Description

Group 1: Output and income Group 4: Orders and inventories
1 5 RPI Real Personal Income 7 1 NAPMII ISM: Inventories Index
2 5 W875RX1 Real Personal Income ex Transfer Receipts 8 5 ACOGNO New Orders for Consumer Goods
3 5 INDPRO IP Index 9 5 AMDMNOx New Orders for Durable Goods
4 5 IPFPNSS IP: Final Products and Nonindustrial Supplies 10 5 ANDENOx New Orders for Non-defense Capital Goods
5 5 IPFINAL IP: Final Products (Market Group) 11 5 AMDMUOx Unrolled Orders for Durable Goods
6 5 IPCONGD IP: Consumer Goods 12 5 BUSINVx Total Business Inventories
7 5 IPDCONGD IP: Durable Consumer Goods 13 2 ISRATIOx Total Business: Inventories to Sales Ratio
8 5 IPNCONGD IP: Nondurable Consumer Goods 14 2 UMCSENTx Consumer Sentiment Index
9 5 IPBUSEQ IP: Business Equipment
10 5 IPMAT IP: Materials Group 5: Money and credit
11 5 IPDMAT IP: Durable Materials 1 6 M1SL M1 Money Stock
12 5 IPNMAT IP: Nondurable Materials 2 6 M2SL M2 Money Stock
13 5 IPMANSICS IP: Manufacturing (SIC) 3 5 M2REAL Real M2 Money Stock
14 5 IPB51222s IP: Residential Utilities 4 6 AMBSL St. Louis Adjusted Monetary Base
15 5 IPFUELS IP: Fuels 5 6 TOTRESNS Total Reserves of Depository Institutions
16 1 NAPMPI ISM Manufacturing: Production Index 6 7 NONBORRES Reserves Of Depository Institutions
17 2 CUMFNS Capacity Utilization: Manufacturing 7 6 BUSLOANS Commercial and Industrial Loans

8 6 REALLN Real Estate Loans at All Commercial Banks
Group 2: Consumption and order 9 6 NONREVSL Total Nonrevolving Credit
1 2 HWI Help–Wanted Index for United 10 2 CONSPI Nonrevolving Consumer Credit to Personal Income
2 2 HWIURATIO Ratio of Help Wanted/No. Unemployed 11 6 MZMSL MZMMoney Stock
3 5 CLF16OV Civilian Labor Force 12 6 DTCOLNVHFNM Consumer Motor Vehicle Loans Outstanding
4 5 CE16OV Civilian Employment 13 6 DTCTHFNM Total Consumer Loans and Leases Outstanding
5 2 UNRATE Civilian Unemployment Rate 14 6 INVEST Securities in Bank Credit at All Commercial Banks
6 2 UEMPMEAN Average Duration of Unemployment (Weeks)
7 5 UEMPLT5 Civilians Unemployed – Less Than 5 Weeks Group 6: Interest rate and exchange rates
8 5 UEMP5TO14 Civilians Unemployed for 5–14 Weeks 1 2 FEDFUNDS Effective Federal Funds Rate
9 5 UEMP15OV Civilians Unemployed – 15 Weeks & Over 2 2 CP3Mx 3–Month AA Financial Commercial Paper Rate
10 5 UEMP15T26 Civilians Unemployed for 15–26 Week 3 2 TB3MS 3–Month Treasury Bill
11 5 UEMP27OV Civilians Unemployed for 27 Weeks and Over 4 2 TB6MS 6–Month Treasury Bill
12 5 CLAIMSx Initial Claims 5 2 GS1 1–Year Treasury Rate
13 5 PAYEMS All Employees: Total Nonfarm 6 2 GS5 5–Year Treasury Rate
14 5 USGOOD All Employees: Goods–Producing Industries 7 2 GS10 10–Year Treasury Rate
15 5 CES1021000001 All Employees: Mining and Logging: Mining 8 2 AAA Moody’s Seasoned AAA Corporate Bond Yield AAA Bond
16 5 USCONS All Employees: Construction 9 2 BAA Moody’s Seasoned BAA Corporate Bond Yield BAA Bond
17 5 MANEMP All Employees: Manufacturing 10 1 COMPAPFFx 3–Month Commercial Paper Minus FEDFUNDS CP–FF Spread
18 5 DMANEMP All Employees: Durable goods 11 1 TB3SMFFM 3–Month Treasury C Minus FEDFUNDS 3 mo–FF Spread
19 5 NDMANEMP All Employees: Nondurable goods 12 1 TB6SMFFM 6–Month Treasury C Minus FEDFUNDS 6 mo–FF Spread
20 5 SRVPRD All Employees: Service-Providing Industries 13 1 T1YFFM 1–Year Treasury C Minus FEDFUNDS 1 yr–FF Spread
21 5 USTPU All Employees: Trade, Transportation & Utilities 14 1 T5YFFM 5–Year Treasury C Minus FEDFUNDS 5 yr–FF Spread
22 5 USWTRADE All Employees: Wholesale Trade 15 1 T10YFFM 10–Year Treasury C Minus FEDFUNDS 10 yr-FF Spread
23 5 USTRADE All Employees: Retail Trade 16 1 AAAFFM Moody’s AAA Corporate Bond Minus FEDFUNDS AAA–FF Spread
24 5 USFIRE All Employees: Financial Activities 17 1 BAAFFM Moody’s BAA Corporate Bond Minus FEDFUNDS BAA–FF Spread
25 5 USGOVT All Employees: Government 18 5 TWEXMMTH Trade Weighted U.S. Dollar Index: Major Currencies Ex rate: avg
26 1 CES0600000007 Avg Weekly Hours: Goods-Producing 19 5 EXSZUSx Switzerland/U.S. Foreign Exchange Rate
27 2 AWOTMAN Avg Weekly Overtime Hours: Manufacturing 20 5 EXJPUSx Japan/U.S. Foreign Exchange Rate
28 1 AWHMAN Avg Weekly Hours: Manufacturing 21 5 EXUSUKx U.S./U.K. Foreign Exchange Rate
29 1 NAPMEI ISM Manufacturing: Employment Index 22 5 EXCAUSx Canada/U.S. Foreign Exchange Rate
30 6 CES0600000008 Avg Hourly Earnings: Goods–Producing
31 6 CES2000000008 Avg Hourly Earnings: Construction Group 7: Prices
32 6 CES3000000008 Avg Hourly Earnings: Manufacturing 1 6 WPSFD49207 PPI: Finished Goods

2 6 WPSFD49502 PPI: Finished Consumer Goods
Group 3: Housing 3 6 WPSID61 PPI: Intermediate Materials
1 4 HOUST Housing Starts: Total New Privately Owned 4 6 WPSID62 PPI: Crude Materials
2 4 HOUSTNE Housing Starts, Northeast 5 6 OILPRICEx Crude Oil, Spliced WTI and Cushing
3 4 HOUSTMW Housing Starts, Midwest 6 6 PPICMM PPI: Metals and Metal Products:
4 4 HOUSTS Housing Starts, South 7 1 NAPMPRI ISM Manufacturing: Prices Index
5 4 HOUSTW Housing Starts, West 8 6 CPIAUCSL CPI: All Items
6 4 PERMIT New Private Housing Permits (SAAR) 9 6 CPIAPPSL CPI: Apparel
7 4 PERMITNE New Private Housing Permits, Northeast (SAAR) 10 6 CPITRNSL CPI: Transportation
8 4 PERMITMW New Private Housing Permits, Midwest (SAAR) 11 6 CPIMEDSL CPI: Medical Care
9 4 PERMITS New Private Housing Permits, South (SAAR) 12 6 CUSR0000SAC CPI: Commodities
10 4 PERMITW New Private Housing Permits, West (SAAR) 13 6 CUSR0000SAD CPI: Durables

14 6 CUSR0000SAS CPI: Services
Group 4: Orders and inventories 15 6 CPIULFSL CPI: All Items Less Food
1 5 DPCERA3M086SBEA Real Personal Consumption Expenditures 16 6 CUSR0000SA0L2 CPI: All Items Less Shelter
2 5 CMRMTSPLx Real Manu. and Trade Industries Sales 17 6 CUSR0000SA0L5 CPI: All Items Less Medical Care
3 5 RETAILx Retail and Food Services Sales 18 6 PCEPI Personal Cons. Exp: Chain Index
4 1 NAPM ISM: PMI Composite Index 19 6 DDURRG3M086SBEA Personal Cons. Exp: Durable goods
5 1 NAPMNOI ISM: New Orders Index 20 6 DNDGRG3M086SBEA Personal Cons. Exp: Nondurable goods
6 1 NAPMSDI ISM: Supplier Deliveries Index 21 6 DSERRG3M086SBEA Personal Cons. Exp: Services

(continued on next page)
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Table A.1 (continued).
Index Code Variable Description Index Code Variable Description

Group 8: Stock market Group 9: Goyal and Welch (2008) financial variables
1 5 S&PIDX S&P 500 Common Stock Price Index: Composite 11 1 LTY Long Term Government Yield
2 5 S&PINDUS Indust S&P’s Common Stock Price Index: Industrials 12 1 LTR Long Term Government Bond Rate of Return
3 2 S&PDIV Div yield S&P’s Composite Common Stock: Dividend Yield S&P Div Yield 13 1 TMS Term Spread
4 2 S&PPE PE ratio S&P’ Composite Common Stock: Price-Earnings Ratio S&P PE Ratio 14 1 DYS Difference Between BAA and AAA-rated Corporate Bond Yield
5 1 VXOCLSx VXO 15 1 DRS Difference Between the Rate of Return of BAA and AAA–rated Corporate Bond

16 1 INF Inflation
Group 9: Goyal and Welch (2008) financial variables
1 1 SR S&P 500 Return Group 10: Others
2 1 RF Risk Free Rate 1 2 VIX VIX index
3 1 DP Log Dividend on S&P 500 Minus log S&P 500 2 2 EPU Economic Policy Uncertainty Index for the US
4 1 DY Log Dividend on S&P 500 Minus log Lagged S&P 500 3 2 LEI Conference Board Leading Economic Index
5 1 EP Log Earnings on S&P 500 Minus log S&P 500 4 2 CEI Conference Board Coincident Economic Index
6 1 DP Log Dividend on S&P 500 Minus log Earnings 5 2 LAG Conference Board Lagging Economic Index
7 1 SVAR Sum of Square Return on the S&P 500 6 2 CCI Conference Board Consumer Confidence Index
8 1 BM Average Book Value of Dow Jones over the Down Jones industrial 7 2 PSI Conference Board Present Situation Index
9 1 NEE 12-Month Sum of net Issue on NYSE over Capitalization of NYSE 8 2 EXI Conference Board Expectations Index
10 1 TB Treasury Bills

This table summarizes themacroeconomic, financial, and additional media–attention and survey–based variables used in our study. The column ‘‘Code’’ refers to one of the following data transformations for a time series: 1: no transformation, 2: level–difference, 3: second
level–difference, 4: log, 5: log–difference, 6: second log–difference, 7: growth rate. FRED–MDvintage datasets (Groups 1–8) are available fromhttps://research.stlouisfed.org/econ/mccracken/fred-databases, financial variables (Group 9) fromhttp://www.hec.unil.ch/agoyal,
VIX from https://fred.stlouisfed.org/series/VIXCLS, EPU index from http://www.policyuncertainty.com, and Chicago conference board indices from https://www.conference-board.org/data/consumerconfidence.cfm (all in Group 10).

https://research.stlouisfed.org/econ/mccracken/fred-databases
http://www.hec.unil.ch/agoyal
https://fred.stlouisfed.org/series/VIXCLS
http://www.policyuncertainty.com
https://www.conference-board.org/data/consumerconfidence.cfm
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of possible historical dates on which news releases may
have predictive value for the future economic activity, and
the various methods of calculating sentiment. We show
how to overcome this dimensionality issue by introducing
a framework that optimizes sentiment aggregation for the
prediction of economic growth using topics-based aggre-
gation, time series aggregation, and predictive regressions
by means of the elastic net regularization.

We test the predictive power of text-based sentiment
indices by forecasting the growth in US industrial pro-
duction using major newspapers from the news database
LexisNexis over the period January 2001 to December 2016.
We find that the proposed optimized text-based senti-
ment analysis can improve the forecasting performance
for predicting the nine-month and annual growth rates
significantly.

To help practitioners and academics to implement our
methodology inpractice,wehave released the open-source
R package sentometrics (Ardia et al., 2017, 2018). The
package is designed in such a way that each step of the
methodology, from sentiment calculation to time series
aggregation, can be configured for specific needs. Thus, it
not only allows one to replicate the configuration used in
our empirical application, but also allows for extensions
and modifications.

The potential scope of applications of the proposed
optimized textual sentiment analysis framework goes far
beyond the forecasting of economic growth. In futurework,
wewill consider applying the framework to the quantifica-
tion of brand reputation when forecasting firm sales, and
the study of spillover effects between types of newsmedia.
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Appendix

A.1. Factor model

The high dimensionality of xt means that it is practical
to reduce the dimensionality of xt by assuming that they
are driven by a small number of common factors; see for
instance Stock and Watson (2011). Let XT ≡

[
x1 |· · · | xT

]′

be a T × M matrix of covariates and FT ≡
[
f1 |· · · | fT

]′ be
the T × R matrix of latent common factors of XT . We have
the following regression problem:

XT = FTΛ + εt , (A.1)

where Λ is the R × M matrix of loadings and εt is an
error term at time t . We estimate the latent factors by
minimizing the following expression:

V (FT ,Λ) ≡
1
MT

M∑
i=1

T∑
t=1

(xi,t − λift )2 , (A.2)

whereλi is the ith rowofΛ. Under someassumptions, prin-
cipal component (PC) analysis provides us with estimates
ofΛ and FT with R = min{M, T }. However, with PC, some
factors can be considered as pure noise. We estimate the
optimal number of factors R byminimizing the information
criterion proposed by Bai and Ng (2002):

ICp1(k) ≡ ln
(
V (̂FkT , Λ̂

k
)
)

+ k
(
M + T
MT

)
ln

(
MT

M + T

)
,

(A.3)

where F̂kT and Λ̂
k
are the first k columns of the PC estimator

of FT and the first k rows of the PC estimator ofΛ. The value
k ∈ {1, . . . , kmax} that leads to theminimal ICp1 gives us the
number of factors to use in the forecastingmodelsM2a and
M2b in Eqs. (20)–(21). We follow Bai and Ng (2002) and set
kmax = 8. Other values were tested but led to qualitatively
similar results.
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