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Abstract

Advancing the sparse regularity method, we prove one-sided

and two-sided regularity inheritance lemmas for subgraphs

of bijumbled graphs, improving on results of Conlon, Fox,

and Zhao. These inheritance lemmas also imply improved

H-counting lemmas for subgraphs of bijumbled graphs, for

some H.
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1 INTRODUCTION

Over the past 40 years, the regularity method has developed into a powerful tool in discrete mathe-

matics, with applications in combinatorial geometry, additive number theory and theoretical computer

science (see [12, 15, 18, 21] for surveys).

The regularity method relies on Szemerédi’s celebrated regularity lemma [25] and a correspond-

ing counting lemma. Roughly speaking, the regularity lemma states that each graph can (almost) be

partitioned into a bounded number of regular pairs. More precisely, a pair (U,W) of disjoint sets of

vertices in a graph G is 𝜀-regular if, for all U′ ⊆ U and W ′ ⊆ W with |U′| ≥ 𝜀|U| and |W ′| ≥ 𝜀|W|,
we have |𝑑(U′,W ′) − 𝑑(U,W)| ≤ 𝜀, where 𝑑(U,W) ∶= e(U,W)∕(|U||W|) is the density of the pair
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2 ALLEN ET AL.

(U,W) and e(U,W) is the number of edges between U and W in G. The regularity lemma then says

that every graph G has a vertex partition V1∪̇… ∪̇Vm into almost equal-sized sets such that all but at

most 𝜀m2 pairs (Vi,Vj) are 𝜀-regular and m is bounded by a function depending on 𝜀 but not on G.

The counting lemma complements the regularity lemma and states that in systems of regular pairs

the number of copies of any fixed graph H is roughly as predicted by the densities of the regular pairs.

In particular, if H is a graph with vertex set V(H) = [m] ∶= {1,… ,m} and G is an m-partite graph with

partition V1∪̇… ∪̇Vm of V(G) such that (Vi,Vj) is 𝜀-regular whenever ij ∈ E(H), then the number of

(labeled) copies of H in G with vertex i in Vi for each i ∈ V(H) is
∏

ij∈E(H)

(
𝑑(Vi,Vj)± 𝛾

)
⋅
∏

i∈[m] |Vi|,
as long as 𝜀 is sufficiently small.

Such a counting lemma can easily be proved with the help of the fact that neighborhoods in dense

regular pairs are large and therefore “inherit” regularity. More precisely, if (X,Y), (Y ,Z), and (X,Z) are

𝜀-regular and have density 𝑑 ≫ 𝜀 then for most vertices x ∈ X it is true that |N(x) ∩ Y| = (𝑑 ± 𝜀)|Y|
and |N(x) ∩Z| = (𝑑 ± 𝜀)|Z|. Hence one can easily deduct from 𝜀-regularity that the pair

(
N(x) ∩Y ,Z

)
is 𝜀′-regular (this is called one-sided inheritance) and the pair

(
N(x) ∩ Y ,N(x) ∩ Z

)
is 𝜀′-regular (this

is called two-sided inheritance) for some 𝜀′. Using this regularity inheritance, the counting lemma

follows by induction on the number of vertices m of H.

For sparse graphs G, that is, G with n vertices and o(n2) edges, the error term in the definition

of 𝜀-regularity is too coarse, and hence the regularity method is, as such, not useful for such graphs.

There are, however, sparse analogs of the regularity lemma, which “rescale” the error term and hence

are meaningful for sparse graphs.

Definition 1 (sparse regularity). Let p > 0 and G be a graph. Let U,W ⊆ V(G) be disjoint. The

p-density of (U,W) is 𝑑p(U,W) ∶= e(U,W)∕(p|U||W|). The pair (U,W) is (𝜀, p)-regular if, for all

U′ ⊆ U and W ′ ⊆ W with |U′| ≥ 𝜀|U| and |W ′| ≥ 𝜀|W|, we have

||𝑑p(U
′,W ′) − 𝑑p(U,W)|| ≤ 𝜀.

It is (𝜀, 𝑑, p)-regular if, moreover, 𝑑p(U,W) ≥ 𝑑 − 𝜀. An (𝜀)-regular pair (U,W) is an (𝜀, p)-regular

pair with density 𝑑(U,W) = p.

The sparse regularity lemma (see [13,23]) states that the vertex set of any graph can be partitioned

into sets, most pairs of which are (𝜀)-regular. However, a corresponding counting lemma for (𝜀)-regular

pairs is not true in general: one can construct, say, balanced 4-partite graphs such that every pair of

parts induces an (𝜀, 𝑑, p)-regular pair with 𝜀 ≪ 𝑑, but which do not contain a single copy of K4 (see,

eg, [7, p. 11]).

Nevertheless, counting lemmas are known for sparse graphs G with additional structural properties.

In the case that G is a subgraph of a random graph establishing such a counting lemma was a famous

open problem, the so-called KŁR-Conjecture [14], which was settled only recently [4, 6, 22]. Proving

an analogous result for subgraphs G of pseudorandom graphs has been another central problem in the

area. The study of pseudorandom graphs was initiated by Thomason [26, 27] (see also [19] for more

background information on pseudorandom graphs), who considered a notion of pseudorandomness

very closely related to that of bijumbledness.

Definition 2 (bijumbled). A pair (U,V) of disjoint sets of vertices in a graph Γ is called

(p, 𝛾)-bijumbled in Γ if, for all pairs (U′,V ′) with U′ ⊆ U and V ′ ⊆ V , we have

||e(U′,V ′) − p|U′||V ′||| ≤ 𝛾
√|U′||V ′|.
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A graph Γ is said to be (p, 𝛾)-bijumbled if all pairs of disjoint sets of vertices in Γ are (p, 𝛾)-bijumbled

in Γ. A bipartite graph Γ with partition classes U and V is (p, 𝛾)-bijumbled if the pair (U,V) is

(p, 𝛾)-bijumbled in Γ.

After partial results were obtained in [16], Conlon, Fox, and Zhao [7] recently proved a gen-

eral counting lemma for subgraphs of bijumbled graphs. This counting lemma has various interesting

applications for subgraphs of bijumbled graphs, including a removal lemma, Turán-type results, and

Ramsey-type results.

For obtaining counting lemmas for sparse graphs the most straightforward approach is to try

to mimic the strategy for the proof of the dense counting lemma outlined above. The main obsta-

cle here is that in sparse graphs it is no longer true that neighborhoods of vertices in regular pairs

are typically large and therefore trivially induce regular pairs—they are of size pn ≪ 𝜀n. One

can overcome this difficulty by establishing that, under certain conditions, typically these sparse

neighborhoods nevertheless inherit sparse regularity. Inheritance lemmas of this type were first con-

sidered by Gerke, Kohayakawa, Rödl, and Steger [11]. Conlon, Fox, and Zhao [7] proved inheritance

lemmas for subgraphs of bijumbled graphs. The main results of the present paper are inheritance lem-

mas which require weaker bijumbledness conditions. The first result establishes one-sided regularity

inheritance.

Lemma 3 (One-sided inheritance lemma). For each 𝜀′, 𝑑 > 0 there are 𝜀, c > 0 such that for all

0 < p < 1 the following holds. Let G ⊆ Γ be graphs and X,Y ,Z be disjoint vertex sets in V(Γ). Assume

that

• (X,Y) is (p, cp3∕2
√|X||Y|)-bijumbled in Γ,

• (Y ,Z) is
(
p, cp2(log2

1

p
)−1∕2

√|Y||Z|)-bijumbled in Γ, and

• (Y ,Z) is (𝜀, 𝑑, p)-regular in G.

Then, for all but at most at most 𝜀′|X| vertices x of X, the pair
(
NΓ(x) ∩ Y ,Z

)
is (𝜀′, 𝑑, p)-regular

in G.

Comparing this result with the analog by Conlon, Fox, and Zhao in [7, Proposition 5.1], we need Γ

to be a factor (p log2
1

p
)1∕2 less jumbled when |X| = |Y| = |Z|. The second result establishes two-sided

regularity inheritance under somewhat stronger bijumbledness conditions.

Lemma 4 (Two-sided inheritance lemma). For each 𝜀′, 𝑑 > 0 there are 𝜀, c > 0 such that for all

0 < p < 1 the following holds. Let G ⊆ Γ be graphs and X,Y ,Z be disjoint vertex sets in V(Γ). Assume

that

• (X,Y) is (p, cp2
√|X||Y|)-bijumbled in Γ,

• (X,Z) is (p, cp3
√|X||Z|)-bijumbled in Γ,

• (Y ,Z) is (p, cp5∕2
(

log2
1

p

)− 1

2

√|Y||Z|)-bijumbled in Γ, and

• (Y ,Z) is (𝜀, 𝑑, p)-regular in G.

Then, for all but at most 𝜀′|X| vertices x of X, the pair
(
NΓ(x) ∩ Y ,NΓ(x) ∩ Z

)
is (𝜀′, 𝑑, p)-regular

in G.

Here Γ needs to be a factor p less jumbled when |X| = |Y| = |Z| than in [7, Proposition 1.13].

We remark that the bijumbledness conditions in our results imply that these implicitly are statements

about sufficiently large graphs (see Lemma 7). Our proofs use the counting lemma for C4 of Conlon,

Fox, and Zhao [7] as a fundamental ingredient.
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1.1 Applications

Blow-up lemmas

Blow-up lemmas are an important tool in the regularity method, which make it possible to derive

results about large or even spanning subgraphs in certain graph classes (see, eg, [20]). In [2] a blow-up

lemma which works relative to sparse jumbled graphs is proved. The proof of this lemma relies on our

regularity inheritance lemmas, Lemmas 3 and 4.

Resilience theorems in jumbled graphs

As an application of the blow-up lemma for jumbled graphs in [1] resilience problems for jumbled

graphs with respect to certain spanning subgraphs are considered. The study of such problems dates

back to [3] where the name fault-tolerance was used, but lately the term resilience has come into vogue,

following Sudakov and Vu [24].

In [1] Lemmas 3 and 4 together with the blow-up lemma for jumbled graphs are used to derive the

following sparse version of the bandwidth theorem (proved for dense graphs in [5]).

Theorem 5 [1] For each 𝜀 > 0, Δ ≥ 2, and k ≥ 1, there exists a constant c > 0 such that the

following holds for any p > 0. Given 𝛾 ≤ cpmax(4,(3Δ+1)∕2)n, suppose Γ is a
(
p, 𝛾

)
-bijumbled graph, G

is a spanning subgraph of Γ with 𝛿(G) ≥
(

k−1

k
+ 𝜀

)
pn, and H is a k-colorable graph on n vertices with

Δ(H) ≤ Δ and bandwidth at most cn. Suppose further that there are at least c−1p−6𝛾2n−1 vertices in

V(H) that are not contained in any triangles of H. Then G contains a copy of H.

Note that the bijumbledness requirement implicitly places a lower bound on p. It is necessary to

insist on some vertices of H not being in any triangles of H, but the number c−1p−6𝛾2n−1 comes from

the requirements of Lemma 4, and improvement there would immediately improve this statement.1

This is a very general resilience result, covering for example Hamilton cycles, clique factors, and much

more. Note that although a Hamilton cycle might not be 2-colorable, in [1] a more complicated variant

of the above statement is proved which allows occasional vertices to receive a (k + 1)st color.

Counting lemmas

The most obvious application of our inheritance lemmas is to prove stronger counting lemmas than

those in [7]. The results we obtain are not much stronger than those in [7], so we do not regard this as

a main contribution of this paper. However, we feel it is worth providing the stronger results for future

use, and that the (rather different to that in [7]) approach we take is worth highlighting.

Recall that for a dense graph G and fixed H the counting lemma provides matching upper and lower

bounds on the number of copies of H in G. By contrast, when G is a subgraph of a sparse bijumbled

graph Γ, we formulate two separate counting lemmas. The one-sided counting lemma gives only a

lower bound on the number of copies of H in G, while the two-sided counting lemma gives in addition

a matching upper bound.2 The motivation for formulating two separate lemmas is that for many graphs

H, the bijumbledness requirement onΓ to prove a one-sided counting lemma is significantly less than to

prove a two-sided counting lemma, and for many applications the one-sided counting lemma suffices.

1As we discuss in Section 1.2, we believe that one can improve Lemma 4 in order to obtain c−1p−4𝛾2n−1 uncovered vertices.

This is the best achievable using inheritance lemmas, but we are not sure whether the constructions giving a lower bound on

inheritance lemmas can be modified to give a matching lower bound in this setting.
2Somewhat confusingly, the terms one-sided/two-sided refer to completely different aspects in the one-sided/two-sided counting

lemmas and the one-sided/two-sided inheritance lemmas. Both are standard terminology.
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The statements and proofs of our counting lemmas are quite technical, and we prefer to leave them

as an appendix to this paper. Comparison with the results of [7] is unfortunately also not straight-

forward, in part because the two-sided counting lemma in [7] actually provides better performance

than the one-sided counting lemma there in some important cases, such as for cliques. Briefly, our

one-sided counting lemma always performs at least as well as either of [7, Thms. 1.12 and 1.14], and

in some cases our results are better. For example, if H consists of 10 copies of K3 sharing a single

vertex, then our one-sided counting lemma requires (p, cp3)-jumbledness to lower bound the num-

ber of copies of H, whereas the results in [7] require (p, cp4)-bijumbledness. Our two-sided counting

lemma sometimes performs better than [7, Thm. 1.12]. Again, for 10 copies of K3 sharing a vertex, we

require
(
p, cp10.5

)
-bijumbledness while [7] requires

(
p, cp12

)
-bijumbledness. In general, our results

perform better when there are vertices of exceptionally high degree. For many interesting graphs (such

as 𝑑-regular graphs for any 𝑑 ≥ 3) the performance is identical.

Of course, these counting lemmas can also be immediately applied in the (relatively straightfor-

ward) applications presented in [7]. For most of these applications what one requires is a one-sided

counting lemma. In particular, by using the one-sided counting lemma resulting from our inher-

itance lemmas the bijumbledness requirements for the removal lemma [7, Thm. 1.1], the Turán

result [7, Thm. 1.4], and the Ramsey result [7, Thm. 1.6] can always be matched, and in some cases

be improved.

1.2 Optimality

Our one-sided inheritance lemma is probably not optimal. In the case when H is a clique, Conlon, Fox,

and Zhao [7] are able to obtain a one-sided counting lemma with a bijumbledness requirement matching

ours by using a completely different strategy. In particular, when H is a triangle, these counting lemmas

imply a triangle removal lemma for subgraphs of bijumbled graphs with 𝛽 = o(p3n). Such a result was

obtained earlier already in [17], where it was also conjectured that this can be improved to 𝛽 = o(p2n).

Conlon, Fox, and Zhao [7] conjecture the contrary. We sympathize with the former conjecture, and

believe that it would be extremely interesting to resolve this question. We think it unlikely that Lemma 4

is optimal and believe there is room for improvement in our proof strategy; any improvement would

disprove the conjecture of Conlon, Fox, and Zhao.

Organization

The remaining sections of this paper are devoted to the proofs of the inheritance lemmas. We start in

Section 2 with an overview of these proofs. Section 3 collects necessary auxiliary results on bijumbled

graphs and sparse regular pairs. In Sections 4 and 5 we prove various lemmas used in the proofs of

the inheritance lemmas: Section 4 establishes lemmas on counting copies of C4 in various bipartite

graphs, and Section 5 concerns a classification of pairs of vertices in such graphs according to their

codegrees. In Section 6 we prove Lemma 3 and in Section 7 Lemma 4.

Notation

For a graph G = (V ,E) we also write V(G) for the vertex set and E(G) for the edge set of G. We

write e(G) for the number of edges of G. For vertices v, v′ ∈ V and a set U ⊆ V we write NG(v;U)

and NG(v, v
′;U) for the G-neighborhood of v in U and common G-neighborhood of v and v′ in U,

respectively. Similarly, degG(v;U) ∶= |NG(v;U)| and degG(v, v
′;U) ∶= |NG(v, v

′;U)|. If U = V we

may omit U and, if G is clear from the context, we may also omit G.
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For disjoint vertex sets U,W ⊆ V the graph G[U,W] is the bipartite subgraph of G containing

exactly all edges of G with one end in U and the other in W. We write e(U,W) for the number of edges

in G[U,W].

2 PROOF OVERVIEW

We sketch the proof of Lemma 3 first. We label the pairs in Y as “typical,” “heavy,” or “bad,” according

to whether their G-common neighborhood in Z is not significantly larger than one would expect, or so

large as to be unexpected even in Γ, or intermediate. By using the bijumbledness of (Y ,Z) in Γ we can

show that the heavy pairs are so few that one can ignore them (Lemma 16).

Now suppose that x ∈ X is such that
(
NΓ(x;Y),Z

)
is either too dense or is not sufficiently regu-

lar. In either case, by several applications of the defect Cauchy-Schwarz inequality, we conclude that(
NΓ(x;Y),Z

)
contains noticeably more copies of C4 in G than one would expect if (Y ,Z) were a ran-

dom bipartite graph of the same density (Lemma 13). In particular, the average pair of vertices in

NΓ(x;Y) has noticeably more G-common neighbors in Z than one would expect. It follows that a sub-

stantial fraction of the pairs y, y′ in NΓ(x;Y) are bad or heavy. Since there are few heavy pairs, we see

that there are many bad pairs (Lemma 17).

On the other hand, because (Y ,Z) is regular, we can count copies of C4 in G crossing the pair

(Lemma 12, which is taken from [7]). A further application of the defect Cauchy-Schwarz inequality

tells us that a very small fraction of the pairs in Y are bad, and using the bijumbledness of (X,Y)

we conclude that there are few triples (x, y, y′) such that xy and xy′ are edges of Γ and (y, y′) is bad

(Lemma 18).

Putting these two statements together, we conclude that there are few x ∈ X such that
(
NΓ(x;Y),Z

)
is either too dense or is not sufficiently regular. By averaging, if there are few dense pairs there are

also few pairs which are too sparse. This completes the proof of Lemma 3.

The proof of Lemma 4 is very similar. We have to additionally classify the pairs in Y as typical,

heavy, or bad with respect to x ∈ X, which we do according to their G-common neighborhood in

NΓ(x;Z). Now Lemma 17 as before tells us that if x ∈ X is such that
(
NΓ(x;Y),Z

)
is either too dense or

is not sufficiently regular, then a substantial fraction of the pairs (y, y′) in NΓ(x;Y) are bad with respect

to x. Lemma 18 continues to tell us that there are few triples (x, y, y′) such that xy and xy′ are edges of

Γ and (y, y′) is bad, and Lemma 16 continues to tell us that we can ignore the heavy pairs. To complete

the argument as before, it remains to show that if (y, y′) is a typical pair, then there are few x such that

xy, xy′ ∈ Γ and (y, y′) is bad with respect to x. To prove this we do not use the requirement xy, xy′ ∈ Γ,

but simply bound, using bijumbledness of (X,Z), the number of x with abnormally many neighbors in

NG(y, y
′;Z). This step is where we require most bijumbledness. We believe it is wasteful, but were not

able to find a more efficient way.

3 PRELIMINARIES

3.1 Bijumbledness

One consequence of a pair (U,V) being (p, 𝛾)-bijumbled is that most vertices in U have about p|V|
neighbors in V .

Lemma 6 Let k ≥ 1, c′ > 0, and 0 < p < 1, and let (U,V) be a (p, c′pk
√|U||V|)-bijumbled pair in

a graph Γ. Then, for any 𝛾 > 0, we have

||{u ∈ U ∶ degΓ(u;V) ≠ (1 ± 𝛾)p|V|}|| ≤ 2(c′)2p2k−2𝛾−2|U|.
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Proof Let U+ ∶= {u ∈ U ∶ degΓ(u;V) > (1+𝛾)p|V|}. By bijumbledness applied to the pair (U+,V)

we have

(1 + 𝛾)p|U+||V| < e(U+,V) ≤ p|U+||V| + c′pk
√|U||V|√|U+||V|.

Simplifying this gives |U+| ≤ (c′)2p2k−2𝛾−2|U|. A similar calculation for the set U− of vertices in U

with fewer than (1 − 𝛾)p|V| neighbors in V yields the same bound on |U−|, and the result follows. ▪

Moreover, nontrivial bijumbled graphs cannot be very small.

Lemma 7 Let 0 < c′ ≤
1

4
, 0 < p ≤

1

4
and k ≥ 1. Let Γ be a graph, and let (U,V) be

(p, c′pk
√|U||V|)-bijumbled in Γ. Then we have

|U|, |V| ≥ 1

8
(c′)−2p1−2k.

Proof By Lemma 6, the number of vertices in U with more than 2p|V| neighbors in V is at most

2(c′)2p2k−2|U| ≤ 1

2
|U|. It follows that we can take a set U′ ⊆ U of min

{
1

4
p−1,

1

2
|U|} vertices, each

with degree at most 2p|V|. The union of their neighborhoods covers by definition at most
1

4
p−1

⋅2p|V| =
1

2
|V| vertices of V , so we can let V ′ be a subset of

1

2
|V| vertices in V with no edges between U′ and

V ′. Applying bijumbledness to the pair (U′,V ′), we have

0 = e
(
U′,V ′

)
≥ p|U′||V ′| − c′pk

√|U||V|√|U′||V ′| ,

which implies (c′)2p2k|U||V| ≥ p2|U′||V ′| = p2 min
{

1

4
p−1,

1

2
|U|} 1

2
|V|. Hence, we obtain

|U| ≥ 1

2
(c′)−2p2−2k min

{
1

4
p−1,

1

2
|U|}.

The inequality |U| ≥
1

4
(c′)−2p2−2k|U| is false for all U ≠ ∅ by our choice of c′, p, and k, so we

conclude that

|U| ≥ 1

8
(c′)−2p1−2k.

The same bound applies to |V|. ▪

Remark 8 Erdős and Spencer [8] (see also Theorem 5 in [9]) observed that there exists c > 0 such that

every m-vertex graph with density p contains two disjoint sets X and Y for which ||e(X,Y)−p|X||Y||| ≥
c
√

pm
√|X||Y|, as long as p(1− p) ≥ 1∕m. One can also recover Lemma 7 using this result. (See also

Remark 6 in [16].)

3.2 Sparse regularity

The slicing lemma, Lemma 9, states that large subpairs of regular pairs remain regular. Its proof, which

we omit, follows directly from Definition 1.

Lemma 9 (slicing lemma). For any 0 < 𝜀 < 𝛾 and any p > 0, any (𝜀, p)-regular pair (U,W) in G, and

any U′ ⊆ U and W ′ ⊆ W with |U′| ≥ 𝛾|U| and |W ′| ≥ 𝛾|W|, the pair (U′,W ′) is (𝜀∕𝛾, p)-regular in

G with p-density 𝑑(U,W) ± 𝜀.
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In the other direction, the following lemma shows that, under certain conditions, adding a few

vertices to either side of a regular pair cannot destroy regularity completely.

Lemma 10 Let 0 < 𝜀 <
1

10
and c ≤

1

10
𝜀3. Let G be a spanning subgraph of a graphΓ, let (U′,V ′) be a

pair of disjoint sets in V(Γ), and let U ⊆ U′ and V ⊆ V ′. Assume (U′,V ′) is (p, cp
√|U||V|)-bijumbled

in Γ and (U,V) is (𝜀, 𝑑, p)-regular in G.

If |U′| ≤ (
1 +

1

10
𝜀3
)|U| and |V ′| ≤ (

1 +
1

10
𝜀3
)|V|, then (U′,V ′) is (2𝜀, 𝑑, p)-regular in G.

Proof Let X ⊆ U′ with |X| ≥ 2𝜀|U′| and Y ⊆ V ′ with |Y| ≥ 2𝜀|V ′| be arbitrary. Using

(p, cp
√|U||V|)-bijumbledness of (U′,V ′) in Γ we have

e(X ∩ U,Y ⧵ V) ≤ eΓ(X ∩ U,Y ⧵ V) ≤ p|U| ⋅ 𝜀3

10
|V| + cp

√|U||V|
√

|U| ⋅ 𝜀3

10
|V| ≤ 1

5
𝜀3p|U||V|.

Similarly, we have

e(X ⧵ U,Y) ≤ p
𝜀3

10
|U| ⋅ (1 +

𝜀3

10

)|V| + cp
√|U||V|

√
𝜀3

10
|U| ⋅ (1 +

𝜀3

10

)|V| ≤ 1

5
𝜀3p|U||V|.

Moreover, since (U,V) is (𝜀, 𝑑, p)-regular, e(X ∩ U,Y ∩ V) = (𝑑 ± 𝜀)p|X ∩ U||Y ∩ V|. Hence

e(X,Y) = e(X ∩ U,Y ∩ V) + e(X ∩ U,Y ⧵ V) + e(X ⧵ U,Y)

= (𝑑 ± 𝜀)p|X ∩ U||Y ∩ V| ± 2

5
𝜀3p|U||V|

=
(
𝑑 ±

3

2
𝜀
)
p|X ∩ U||Y ∩ V|

= (𝑑 ± 2𝜀)p|X||Y|.

We conclude that (U′,V ′) is (2𝜀, 𝑑, p)-regular in G. ▪

3.3 Cauchy-Schwarz

We use the following “defect” form of the Cauchy-Schwarz inequality. This inequality and a proof can

be found in [10, Fact B].

Lemma 11 (Defect form of Cauchy-Schwarz). Let a1,… , ak be real numbers with average at least a.

If for some 𝛿 ≥ 0 at least 𝜇k of them average at least (1 + 𝛿)a, then

k∑
i=1

a2
i
≥ ka2

(
1 +

𝜇𝛿2

1−𝜇

)
,

and the same bound is obtained if at least 𝜇k of the ai average at most (1 − 𝛿)a.

4 COUNTING COPIES OF C4 IN REGULAR, IRREGULAR AND DENSE

PAIRS

The following counting lemma for counting C4 in (𝜀, 𝑑, p)-regular subgraphs of bijumbled graphs is

as given by Conlon, Fox, and Zhao [7, Proposition 4.13]. We write C4(G) for the number of unlabeled

copies of C4 in G.
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Lemma 12 (counting C4 in regular pairs). For any 𝜀 > 0, c > 0 and 𝑑 ∈ [0, 1] the following holds. If

(U,V) is a (p, cp2
√|U||V|)-bijumbled pair in a graph Γ, and G is a bipartite subgraph of Γ with parts

U and V which forms an (𝜀, 𝑑, p)-regular pair, then C4(G) =
1

4

(
𝑑4 ± 100(c + 𝜀)1∕2

)
p4|U|2|V|2.

The next lemma gives a lower bound on the number of copies of C4 in a bipartite graph of a given

density. Moreover, if this bipartite graph is not (𝜀)-regular we obtain an even stronger lower bound.

Observe that for this lemma we do not require that the pair is a subgraph of a pseudorandom graph.

Lemma 13 (counting C4 in dense pairs and irregular pairs). Let 0 < 𝜀L13 ≤ 10−3, let G be a bipartite

graph with vertex classes U and V of sizes m ≥ n ≥ 2𝜀−9
L13

respectively. Suppose that G has density

q ≥ 𝜀−10
L13

n−1∕2.

(a) C4(G) ≥ (1 − 𝜀8
L13
)q4 1

4
m2n2.

(b) If G is not (𝜀L13)-regular, then we have C4(G) ≥ (1 + 𝜀13
L13
)q4 1

4
m2n2.

Proof Assume G has density q. Clearly, we have

C4(G) =
∑

{u,u′}∈(U

2
)

(
deg(u, u′)

2

)
. (1)

Hence, for bounding this quantity we will analyze common neighborhoods of vertices in U. Let us first

bound the average

a ∶=

(
m

2

)−1 ∑
u≠u′∈U

deg(u, u′).

Observe that if a ≥ (1 + 𝜀8
L13
)q2n then, using Jensen’s inequality and facts that q ≥ 2𝜀−4

L13
n−1∕2 and

m ≥ n ≥ 2𝜀−9
L13

, we get

C4(G) ≥

(
m

2

)(
(1 + 𝜀8

L13
)q2n

2

)
≥

(1 + 𝜀8
L13
)(1 + 𝜀9

L13
)q4n2

2

(
m

2

)
≥ (1 + 𝜀8

L13
)q4 1

4
n2m2 ,

and thus are done. Hence we may assume in the following that

a ≤ (1 + 𝜀8
L13
)q2n. (2)

For obtaining a corresponding lower bound on a note that the average degree of the vertices in V is

qm. Hence by Jensen’s inequality we have

∑
v∈V

(
deg(v)

2

)
≥ n

(
qm

2

)
= n

qm(qm − 1)

2
≥ n

(1 − 𝜀20
L13
)q2m2

2
,

where the second inequality uses q ≥ q2 ≥ 𝜀−20
L13

m−1. Therefore

∑
{u,u′}∈(U

2
)

deg(u, u′) =
∑
v∈V

(
deg(v)

2

)
≥ n

(1 − 𝜀20
L13
)q2m2

2
≥ (1 − 𝜀20

L13
)q2

(
m

2

)
n.
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This gives

a ≥ (1 − 𝜀20
L13
)q2n. (3)

Moreover, we obtain from (1) and (2) that

C4(G) ≥
1

2

∑
{u,u′}∈(U

2
)

deg(u, u′)2 − (1 + 𝜀8
L13
)nq2

(
m

2

)
. (4)

For estimating the sum of squares in this inequality, we will use the defect form of Cauchy-Schwarz

(Lemma 11).

Let us first establish the first part of Lemma 13. We apply Lemma 11 with k =
(

m

2

)
, 𝜇 = 𝛿 = 0 (so

actually without defect) to obtain that

∑
{u,u′}∈(U

2
)

deg(u, u′)2 ≥

(
m

2

)
a2

(3)

≥

(
m

2

)
(1 − 𝜀20

L13
)2q4n2.

Hence, by (4), we have

C4(G) ≥
1

2

(
m

2

)
(1 − 𝜀20

L13
)2q4n2 − (1 + 𝜀8

L13
)nq2

(
m

2

)

≥ (1 − 2𝜀20
L13
)q4 n2

2

(
m

2

)
− n

(
m

2

)
q4
(
𝜀−10

L13
n−1∕2

)−2

≥ (1 − 𝜀8
L13
)q4 1

4
m2n2 ,

as desired, where we used q ≥ 𝜀−10
L13

n−1∕2 in the second inequality.

For the second part of the lemma, we will use a similar calculation, but we will apply Lemma 11

with 𝜇, 𝛿 > 0. So we need to find a subset Ũ ⊆ U of vertices whose average pair degrees differ

significantly from a.

The following definition will be useful. For a set Ũ ⊆ U, let

a(Ũ) ∶=

(|Ũ|
2

)−1 ∑
{u,u′}∈(Ũ

2
)

deg(u, u′) =

(|Ũ|
2

)−1 ∑
v∈V

(
deg(v, Ũ)

2

)
. (5)

Claim 14 If G is not (𝜀L13)-regular, then there is a set Ũ ⊆ U with |Ũ| ≥ 𝜀L13m such that

a(Ũ) ≥ (1 + 2𝜀5
L13
)q2n ≥ (1 + 𝜀5

L13
)a,

where the second inequality follows from (2).

Before we prove this claim, let us show how it implies the second part of our lemma. For this,

assume that G is not (𝜀L13)-regular, and let Ũ be the set guaranteed by Claim 14. Since |Ũ| ≥ 𝜀L13m,
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there are at least
(
𝜀L13m

2

)
≥

1

2
𝜀2

L13

(
m

2

)
pairs of vertices in Ũ. Thus we can use Lemma 11 with k ∶=

(
m

2

)
,

𝜇 = 𝜀2
L13
∕2 and 𝛿 = 𝜀5

L13
to infer that

∑
{u,u′}∈(U

2
)

deg(u, u′)2 ≥

(
m

2

)
a2
(

1 +
𝜀12

L13

2

)

(3)

≥

(
m

2

)
(1 − 𝜀20

L13
)2q4n2

(
1 +

𝜀12
L13

2

)

≥

(
m

2

)(
1 +

𝜀12
L13

4

)
q4n2.

Together with (4) this gives the desired

C4(G) ≥
1

2

(
m

2

)(
1 +

𝜀12
L13

4

)
q4n2 − (1 + 𝜀8

L13
)nq2

(
m

2

)

≥
1

2

(
m

2

)(
1 +

𝜀12
L13

5

)
q4n2 ≥ (1 + 𝜀13

L13
)q4 1

4
n2m2 ,

where again we used q ≥ 𝜀−10
L13

n−1∕2 in the second inequality.

It remains to prove the claim.

Proof of Claim 14 Since G is not (𝜀L13)-regular there are sets U′ ⊆ U and V ′ ⊆ V with |U′| = 𝜀L13m

and |V ′| = 𝜀L13n such that either

𝑑(U′,V ′) > (1 + 𝜀L13)q or 𝑑(U′,V ′) < (1 − 𝜀L13)q. (6)

Now we distinguish three cases.

First suppose that 𝑑(U′,V) ≥
(
1 +

𝜀3
L13

10

)
q =∶ q̃. Then, using again Jensen’s inequality, we have

a(U′) =

(
𝜀L13m

2

)−1 ∑
v∈V

(
deg(v,U′)

2

)
≥

2

𝜀2
L13

m2
⋅ n

q̃𝜀L13m(q̃𝜀L13m − 1)

2

≥
2

𝜀2
L13

m2
⋅ n

(1 − 𝜀7
L13
)q̃2𝜀2

L13
m2

2

= (1 − 𝜀7
L13
)q̃2n ≥

(
1 +

𝜀3
L13

5

)
q2n ,

where the second inequality uses q̃ ≥ q ≥ 𝜀−8
L13
∕m and the last inequality uses 𝜀L13 ≤ 10−3. Hence we

can choose U′ as Ũ.

Secondly, suppose that 𝑑(U′,V) ≤
(
1 −

𝜀3
L13

10

)
q and let U′′ ∶= U ⧵ U′. Then

𝑑(U′′,V) =
𝑑(U,V)nm − 𝑑(U′,V)𝜀L13nm

(1 − 𝜀L13)nm
≥

q − (1 −
𝜀3

L13

10
)q𝜀L13

1 − 𝜀L13

≥

(
1 +

𝜀4
L13

10

)
q.
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Using an analogous calculation as in the previous case we obtain a(U′′) ≥ (1+ 2𝜀5
L13
)q2n and thus can

choose U′′ as Ũ.

Finally, suppose
(
1−

𝜀3
L13

10

)
q < 𝑑(U′,V) <

(
1+

𝜀3
L13

10

)
q. In this case we will use Ũ ∶= U′ and apply

Lemma 11 to bound

a(U′) ≥
1

𝜀2
L13

m2

(∑
v∈V

deg(v,U′)2 −
∑
v∈V

deg(v,U′)
)
. (7)

For this observe that

b ∶=
1

n

∑
v∈V

deg(v,U′) =
1

n
𝑑(U′,V)𝜀L13mn =

(
1 ±

𝜀3
L13

10

)
q𝜀L13m. (8)

On the other hand,

b(V ′) ∶=
1

𝜀L13n

∑
v∈V ′

deg(v,U′) =
1

𝜀L13n
𝑑(U′,V ′)𝜀2

L13
mn

and thus, by (6), we obtain that either

b(V ′) > (1 + 𝜀L13)q𝜀L13m ≥

(
1 +

𝜀L13

2

)
b

or

b(V ′) < (1 − 𝜀L13)q𝜀L13m ≤

(
1 −

𝜀L13

2

)
b.

Therefore, Lemma 11 applied with k ∶= n, 𝛿 ∶= 𝜀L13∕2, 𝜇 ∶= 𝜀L13, and with b instead of a implies that

∑
v∈V

deg(v,U′)2 ≥ n
(

1 −
𝜀3

L13

10

)2

q2𝜀2
L13

m2

(
1 +

𝜀3
L13

4(1 − 𝜀L13)

)
≥

(
1 +

𝜀3
L13

100

)
q2n ⋅ 𝜀2

L13
m2.

Together with (7) and (8) this gives

a(U′) ≥
(

1 +
𝜀3

L13

100

)
q2n −

(
1 +

𝜀3
L13

10

) qn

𝜀L13m
≥

(
1 +

𝜀3
L13

1000

)
q2n

as desired, where we used q ≥ 400𝜀−4
L13
∕m. ▪

▪

5 TYPICAL PAIRS, BAD PAIRS, HEAVY PAIRS

The proofs of our inheritance lemmas rely on estimating the number of copies of C4 which use certain

types of vertex pairs in one part of a regular pair which is a subgraph of a bijumbled graph. We will

consider vertex pairs that are atypical for the regular pair, which we call bad, and vertex pairs which

are even atypical for the underlying bijumbled graph, which we call heavy.
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Definition 15 (bad, heavy pairs). Let G be a graph and U and V be disjoint vertex sets in G. Let

q ∈ [0, 1] and 𝛿 > 0. We say that a pair uu′ of distinct vertices in U is (V , q, 𝛿)-bad in G if

degG(u, u
′;V) ≥ (1 + 𝛿)q2|V|.

Moreover, uu′ is (V , q)-heavy in G if

degG(u, u
′;V) ≥ 4q2|V|.

Pairs which are neither heavy nor bad (with certain parameters) will usually be called typical.

In a bijumbled graph we can establish good bounds on the number of copies of C4 which use heavy

pairs.

Lemma 16 (C4-copies using heavy pairs). LetΓ be a bipartite graph with partition classes U and V that

is
(
p, c′p3∕2(log2

1

p
)−1∕2

√|U||V|)-bijumbled. Assume further that for all u ∈ U we have degΓ(u;V) ≤

2p|V|.
Then the number of copies of C4 in Γ which use a pair in U which is (V , p)-heavy in Γ is less than

64(c′)2p4|U|2|V|2.

Proof We first fix u ∈ U and count the number of copies of C4 in Γ which use a pair that contains u

and is (V , p)-heavy. Let Wu ⊆ U ⧵{u} be the set of vertices u′ ∈ U ⧵{u} such that uu′ is a (V , p)-heavy

pair. We now split Wu according to the number of common neighbors the vertices of Wu have with u.

Since 4p2|V| ≤ deg(u, u′) ≤ 2p|V| for all u′ ∈ Wu, we can partition Wu into Wu = S1∪̇… ∪̇S⌊log2

1

p
⌋

with

St =
{

u′ ∈ Wu ∶ 2t−1
⋅ 4p2|V| ≤ |N(u, u′)| < 2t

⋅ 4p2|V|}

for t = 1, 2,… , ⌊log2
1

p
⌋. Since degΓ(u;V) ≤ 2p|V|, we can take a superset Nu ⊆ V of N(u) of size

2p|V|. Applying Lemma 6 to (U,Nu) with c′ replaced by c′(log2
1

p
)−1∕2, k = 1 and 𝛾 = 2t−1, we see

that the number of vertices in U with at least (1+ 𝛾)p|Nu| = (1+ 𝛾) ⋅ 2p2|V| neighbors in Nu is at most

2(c′)2(log2
1

p
)−122−2t|U|.

Since each vertex of St has at least 4 ⋅2t−1p2|V| ≥ (1+𝛾) ⋅2p2|V| neighbors in N(u) ⊆ Nu, we conclude

that

|St| ≤ 23−2t(c′)2|U|(log2
1

p
)−1.

For a fixed u′, the number of copies of C4 using u and u′ is
(|N(u,u′)|

2

)
≤

1

2
|N(u, u′)|2. Hence, the

total number of copies of C4 using u and any vertex of St is at most

|St|1

2

(
2t
⋅ 4p2|V|)2

≤ 64(c′)2p4|U||V|2(log2
1

p
)−1.

Summing over the at most log2
1

p
values of t, we conclude that the total number of copies of C4 in Γ

using u and some u′ ∈ Wu is at most 64(c′)2p4|U||V|2.

Finally, summing over all u ∈ U, the total number of copies of C4 in Γ using (V , p)-heavy pairs in

U is at most 64(c′)2p4|U|2|V|2 as desired. ▪
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Using this lemma we obtain a good lower bound on the number of bad pairs in subgraphs of

bijumbled graphs which are irregular or exceed a certain density.

Lemma 17 (many bad pairs). Given 𝑑 ∈ (0, 1) and 𝜀∗ ≤ 10−3, if 𝛿 ≤ (𝜀∗)14∕10, 𝜀 ≤ (𝜀∗)14𝑑∕100 and

c′ ≤ 𝑑2𝜀10∕100 then for any p ∈ (0, 1∕2) the following holds.

Let Γ be a graph and let G be a bipartite subgraph of Γ with vertex classes U and V. Assume further

that Γ is
(
p, c′p3∕2(log2

1

p
)−1∕2

√|U||V|)-bijumbled and degΓ(u;V) ≤ 2p|V| for all u ∈ U. If

(i) (U,V) has density at least (𝑑 − 𝜀)p and is not (𝜀∗, p)-regular in G, or

(ii) (U,V) has density at least (𝑑 + 𝜀∗)p in G,

then at least (𝜀∗)15𝑑4|U|2 pairs uu′ ∈
(

U

2

)
are (V , 𝑑p, 𝛿)-bad in G.

Proof Let Ph be the set of (V , p)-heavy pairs in Γ and Pb be the set of (V , 𝑑p, 𝛿)-bad pairs in G which

are not in Ph. Let Pt ∶=
(

U

2

)
⧵ (Pb ∪ Ph). Denote by Ch

4
the number of those copies of C4 in G that use

a pair in Ph, and define Cb
4

and Ct
4

similarly.

We claim that, if (i) or (ii) are satisfied, then

C4(G) ≥
(
1 + (𝜀∗)14

)
𝑑4p4 1

4
|U|2|V|2. (9)

Indeed, Lemma 7 implies that U and V are of size at least
1

8

(
c′(log2

1

p
)−1∕2p

)−2
≥

1

8
(c′p)−2 , and hence

𝜈0 ∶=
(

min{|U|, |V|})−1∕2
≤
√

8c′p. Now assume first that (i) holds. Then G has density at least

(𝑑 − 𝜀)p ≥ (𝜀∗)−10
√

8c′p ≥ (𝜀∗)−10𝜈0

because c′ ≤ 𝑑2𝜀10∕100 and 𝜀 ≤ 𝜀∗. But this is the condition we require to apply Lemma 13 with

𝜀L13 = 𝜀∗ and q = (𝑑 − 𝜀)p to G. By Lemma 13(b) we have

C4(G) ≥
(
1 + (𝜀∗)13

)
(𝑑 − 𝜀)4p4 1

4
|U|2|V|2 ≥ (1 + (𝜀∗)14)𝑑4p4 1

4
|U|2|V|2 ,

where we used 𝜀 ≤ (𝜀∗)14𝑑∕100 in the second inequality. Hence (9) holds in this case. If, on the other

hand, (ii) holds, then G has density at least (𝑑 + 𝜀∗)p ≥ 𝑑p ≥ 𝜀−10
√

8c′p ≥ 𝜀−10𝜈0, where we used

c′ ≤ 𝑑2𝜀10∕100 in the second inequality. Hence Lemma 13(a) applied with 𝜀L13 = 𝜀 and q = (𝑑 + 𝜀∗)p

gives

C4(G) ≥ (1 − 𝜀8)(𝑑 + 𝜀∗)4p4 1

4
|U|2|V|2 ≥ (1 + (𝜀∗)14)𝑑4p4 1

4
|U|2|V|2 ,

because 𝜀 ≤ (𝜀∗)14𝑑∕100, which means we also get (9) in this case.

Our next goal is to obtain a lower bound for Cb
4
. For this purpose observe that since degΓ(u;V) ≤

2p|V| for all u ∈ U Lemma 16 applies and we obtain Ch
4
≤ 64(c′)2p4|U|2|V|2. Moreover, each pair

uu′ ∈ Pt lies in at most
(degG(u,u

′;V)

2

)
≤
((1+𝛿)𝑑2p2|V|

2

)
≤

1

2
(1+𝛿)2𝑑4p4|V|2 copies of C4 in G by definition

of Pt. Hence

Ct
4
≤

(|U|
2

)
⋅

1

2
(1 + 𝛿)2𝑑4p4|V|2 ≤

1

4
(1 + 3𝛿)𝑑4p4|U|2|V|2.

Thus we conclude from (9) that

Cb
4
= C4(G) − Ch

4
− Ct

4
≥

( (𝜀∗)14𝑑4

4
− 64(c′)2 −

3𝛿𝑑4

4

)
p4|U|2|V|2
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≥ 8(𝜀∗)15𝑑4p4|U|2|V|2 ,

where we use 𝜀∗ ≤ 10−3, c′ ≤ 𝑑2𝜀10∕100, 𝛿 ≤ (𝜀∗)14∕10, and 𝜀 ≤ 𝜀∗.

Now observe that each pair uu′ in Pb is in at most

(
degΓ(u, u

′;V)

2

)
≤

(
4p2|V|

2

)
< 8p4|V|2

copies of C4 in G by definition of Pb. It follows that

|Pb| ≥ 8(𝜀∗)15𝑑4p4|U|2|V|2
8p4|V|2 = (𝜀∗)15𝑑4|U|2 ,

as desired. ▪

The next lemma provides an upper bound for the number of bad pairs in neighborhoods.

Lemma 18 (few bad pairs). Let 𝑑, 𝛿 > 0, let c′ ≤ 𝜀 ≤ 10−10𝛿6𝑑8, and p ∈ (0, 1). Let G ⊆ Γ and let

U,V ,W ⊆ V(Γ) be disjoint sets such that

(i) (U,V) is (p, c′p3∕2
√|U||V|)-bijumbled in Γ,

(ii) (V ,W) is (p, c′p2
√|V||W|)-bijumbled in Γ, and (𝜀, 𝑑, p)-regular in G, and

(iii) each v ∈ V has degΓ(v;U) = (1 ± 𝜀)p|U|.
Then, for the sets Pb(u) of pairs vv′ ∈

(
NΓ(u;V)

2

)
which are (W, 𝑑p, 𝛿)-bad in G, we have

∑
u∈U

||Pb(u)|| ≤
𝛿p2|U||V|2.

Proof Let Pb be the set of all pairs vv′ ∈
(

V

2

)
which are (W, 𝑑p, 𝛿)-bad in G. Our first step is to obtain

an upper bound on |Pb|.

Claim 19 |Pb| ≤ 1

2
𝛿
(|V|

2

)
.

Proof of Claim 19 We conclude from Lemma 7 applied to (V ,W) that |V|, |W| ≥
1

8
(c′)−2p−3 ≥

1

8
p−2𝜀−2. This implies

|V| − 1 ≥ (1 − 𝜀)|V| and (𝑑 − 𝜀)p|V| − 1 ≥ (1 − 𝜀)(𝑑 − 𝜀)p|V| , (10)

which we will use to estimate binomial coefficients.

Let 𝜇 be such that |Pb| = 𝜇
(|V|

2

)
. Our goal is to get an upper bound on 𝜇. For this purpose we

shall first use the defect form of Cauchy-Schwarz, Lemma 11, to get a lower bound on the number of

C4-copies in (V ,W) in terms of 𝜇. Then we combine this bound with the upper bound on the number

of C4-copies in regular pairs provided by Lemma 12.

For the application of Lemma 11 set avv′ ∶= degG(v, v
′;W) for each vv′ ∈

(
V

2

)
, and define

a′ ∶=

(|V|
2

)−1 ∑
vv′∈(V

2
)

avv′ =

(|V|
2

)−1 ∑
w∈W

(
degG(w;V)

2

)
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to be the average of the avv′ . Let us now first establish some bounds on a′. Since (V ,W) is

(𝜀, 𝑑, p)-regular in G, all but at most 𝜀|W| vertices of W have at least (𝑑 − 𝜀)p|V| neighbors in V . This

gives

a′ ≥

(|V|
2

)−1

(1 − 𝜀)|W|
(
(𝑑 − 𝜀)p|V|

2

)
(10)

≥ (1 − 𝜀)2(𝑑 − 𝜀)2p2|W| =∶ a. (11)

On the other hand, by Lemma 6, the number of vertices w ∈ W with degΓ(w;V) > 2p|V| is at most

2(c′p)2|W|. We conclude that

a′ ≤

(|V|
2

)−1(
|W|

(
2p|V|

2

)
+ 2(c′p)2|W|

(|V|
2

))

≤
(
4 + 2(c′)2

)
p2|W| ≤ 5p2|W|.

(12)

Now we apply Lemma 11 with k =
(|V|

2

)
and a, 𝛿 and 𝜇 as given. By (11) the avv′ average at least a.

Moreover, by definition all 𝜇k pairs vv′ ∈ Pb are (W, 𝑑p, 𝛿)-bad in G, that is, avv′ ≥ (1+ 𝛿)𝑑2p2|W| ≥
(1 + 𝛿)a by (11). Lemma 11 thus guarantees that

∑
vv′∈(V

2
)

a2
vv′

≥ ka2
(

1 +
𝜇𝛿2

1 − 𝜇

)
≥

(|V|
2

)
(1 − 𝜀)4(𝑑 − 𝜀)4p4|W|2(1 + 𝜇𝛿2)

(10)

≥
1

2
(1 − 𝜀)5(𝑑 − 𝜀)4(1 + 𝜇𝛿2)p4|V|2|W|2

≥
1

2
(𝑑 − 3𝜀)4(1 + 𝜇𝛿2)p4|V|2|W|2 ,

since (1 − 𝜀)5(𝑑 − 𝜀)4 ≥ (𝑑 − 3𝜀)4.

Hence the number of copies of C4 in G[V ,W] is

∑
vv′∈(V

2
)

(
avv′

2

)
=

1

2

∑
vv′∈(V

2
)

a2
vv′

−
1

2

∑
vv′∈(V

2
)

avv′

(12)

≥
1

4
(𝑑 − 3𝜀)4(1 + 𝜇𝛿2)p4|V|2|W|2 − |V|2 5

4
p2|W|

≥
1

4
(𝑑 − 4𝜀)4(1 + 𝜇𝛿2)p4|V|2|W|2 ,

where we used |W| ≥ 1

8
p−2𝜀−2 in the last inequality. On the other hand, since (V ,W) is (𝜀, 𝑑, p)-regular

in G, and (p, c′p2
√|V||W|)-bijumbled in Γ, Lemma 12 implies that the number of copies of C4 in

G[V ,W] is at most
1

4

(
𝑑4+100(c′+𝜀)1∕2

)
p4|V|2|W|2. Putting these two inequalities together we obtain

(𝑑 − 4𝜀)4(1 + 𝜇𝛿2) ≤ 𝑑4 + 100(c′ + 𝜀)1∕2.

Using the assumption that c′ ≤ 𝜀 ≤ 10−10𝛿6𝑑8, we deduce that 𝜇 ≤
1

2
𝛿 as desired. ▪

Now for each v ∈ V , let Vv ∶= {v′ ∈ V ∶ vv′ ∈ Pb}. Note that vv′ ∈ Pb(u) if and only if vv′ ∈ Pb

and u ∈ NΓ(v;U) and uv′ ∈ E(Γ). It follows that

∑
u∈U

|Pb(u)| = 1

2

∑
v∈V

eΓ
(
Vv,NΓ(v;U)

)
.



ALLEN ET AL. 17

Since (U,V) is (p, c′p3∕2
√|U||V|)-bijumbled in Γ, we have for each v ∈ V that

eΓ
(
Vv,NΓ(v;U)

)
≤ p|Vv| degΓ(v;U) + c′p3∕2

√|U||V|√|Vv| degΓ(v;U)

≤ (1 + 𝜀)p2|Vv||U| + c′p3∕2
√|U||V|√(1 + 𝜀)p|U||V|

=
(
(1 + 𝜀)|Vv| + c′

√
1 + 𝜀|V|)p2|U| ,

where we use assumption (iii) for the second inequality. We therefore obtain

∑
u∈U

|Pb(u)| ≤ 1

2

∑
v∈V

(
(1 + 𝜀)|Vv| + c′

√
1 + 𝜀|V|)p2|U|

≤ (1 + 𝜀)p2|Pb||U| + c′p2|V|2|U|
≤

1

2
(1 + 𝜀)𝛿p2

(|V|
2

)
|U| + c′p2|V|2|U|

≤ 𝛿p2|U||V|2,

as desired, where in the third inequality we use Claim 19. ▪

6 ONE-SIDED INHERITANCE

To prove Lemma 3 we combine Lemmas 17 and 18. The former asserts that any vertex x such

that
(
NΓ(x;Y),Z

)
is not (𝜀′, 𝑑, p)-regular in G creates many pairs in NΓ(x,Y) which are bad in

(Y ,Z) ⊆ G, whereas the latter upper bounds the sum over x ∈ X of the number of such

bad pairs.

Proof of Lemma 3 We may assume without loss of generality that 0 < 𝜀′ < 10−4. Given in addition

𝑑 > 0 set

𝛿 = 10−10(𝜀′)20𝑑4 , 𝜀 = 10−16(𝜀′)22𝑑16𝛿6 and c = 10−4𝜀10𝑑4𝛿2. (13)

As a preparation we first “clean up” the partition classes X, Y , Z as follows. We let Y ′ ⊆ Y be the

set of vertices y of Y with

degΓ(y;X) = (1 ± 𝜀)p|X| , degΓ(y;Z) = (1 ± 𝜀)p|Z| , and

degG(y;Z) = (𝑑 ± 𝜀)p|Z|. (14)

Observe that by Lemma 6 and by (𝜀, 𝑑, p)-regularity of (X,Y) in G we have

|Y ⧵ Y ′| ≤ 2c2p𝜀−2|Y| + 2c2p2𝜀−2|Y| + 2𝜀|Y| (13)

≤ 3𝜀|Y|. (15)

Hence, (X,Y ′) is (p,
3

2
cp3∕2

√|X||Y ′|)-bijumbled in Γ. We then let X′ ⊆ X be the set of vertices x of X

with

degΓ(x;Y ′) = (1 ± 𝜀)p|Y ′| and degΓ(x;Y ⧵ Y ′) ≤ 4𝜀p|Y|. (16)
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Similarly as before, we apply Lemma 6 once to (X,Y ′) with 𝛾 = 𝜀 and once to the pair (X,Y ⧵ Y ′) in

(X,Y) with 𝛾 =
1

3
and use (13) and (16) to obtain

|X ⧵ X′| ≤ 2(
3

2
c)2p𝜀−2|X| + 2

(
3c
)2

p|X| ≤ 𝜀p|X|. (17)

By Lemma 9 and because of (14) and (17) it follows that

(Y ′,Z) is (2𝜀, 𝑑, p)-regular in G and degΓ(y;X′) = (1 ± 3𝜀)p|X′| (18)

for each y ∈ Y ′. Moreover, (Y ′,Z) is
(
p,

3

2
cp2(log2

1

p
)−1∕2

√|Y ′||Z|)-bijumbled in Γ. Thus for each

x ∈ X′, because |Y ′| ≤ degΓ(x;Y ′)∕(p(1 − 𝜀)) by (16),

(Y ′,Z) is
(
p, 2cp3∕2(log2

1

p
)−1∕2

√|NΓ(x;Y ′)||Z|)-bijumbled in Γ. (19)

Finally, let X∗ be the set of vertices in X′ such that
(
NΓ(x;Y ′),Z

)
is not

(
𝜀′

2
, 𝑑, p

)
-regular in G.

We claim that
(
NΓ(x;Y),Z

)
is (𝜀′, 𝑑, p)-regular in G for all x ∈ X′ ⧵ X∗. In order to show this

we apply Lemma 10 with 𝜀L10 =
1

2
𝜀′ and cL10 = 2c, and with U = NΓ(x;Y ′), U′ = NΓ(x,Y) and

V = V ′ = Z. This is possible by (19), the definition of X∗, and because

|U′ ⧵ U| ≤ degΓ(x;Y ⧵ Y ′)
(16)

≤ 4𝜀p|Y| (13)

≤
1

10

(
𝜀′

2

)3

(1 − 3𝜀)p|Y|
≤

1

10

(
𝜀′

2

)3

degΓ(x;Y) ≤
1

10

(
𝜀′

2

)3|U| ,
(20)

where for the second to last inequality we use (15) and (16). We conclude that indeed
(
NΓ(x;Y),Z

)
is

(𝜀′, 𝑑, p)-regular in G. Therefore, by (17) it suffices to show that |X∗| ≤ 1

2
𝜀′|X| to complete the proof.

For this purpose, we define for each x ∈ X′

Pb(x) ∶=
{

yy′ ∈

(
NΓ(x;Y ′)

2

)
∶ yy′ is (Z, 𝑑p, 𝛿)-bad in G

}
.

and determine a lower bound on
∑

x∈X′ |Pb(x)| in terms of |X∗| with the help of Lemma 17 and an

upper bound in terms of |X′| with the help of Lemma 18.

For the lower bound, fix x ∈ X∗. By (14) the density of
(
NΓ(x;Y ′),Z

)
in G is at least (𝑑 − 𝜀)p.

Hence, by (13), (14), (19) and the definition of X∗ we may apply Lemma 17 with parameters 𝑑, 𝜀∗ =
𝜀′

2
,

𝛿, 𝜀L17 = 2𝜀, c′ = 2c and p to the pair
(
NΓ(x;Y ′),Z

)
in G, in the bijumbled graph (Y ,Z) in Γ, using

condition (i) of this lemma. We obtain |Pb(x)| ≥ (
𝜀′

2

)15
𝑑4 degΓ(x;Y ′)2, and therefore

∑
x∈X′

|Pb(x)| ≥
∑
x∈X∗

|Pb(x)|
(16)

≥ |X∗| ⋅
(
𝜀′

2

)15

𝑑4(1 − 𝜀)2p2|Y ′|2. (21)

For the upper bound we use Lemma 18 with input 𝛿, 𝜀L18 = 3𝜀, and c′ = 2c, and setting U = X′, V = Y ′

and W = Z, which we may do by (13), (15), (17), and (18). The conclusion is that
∑

x∈X′ |Pb(x)| ≤
𝛿p2|X′||Y ′|2. Together with (21) this gives

(
𝜀′

2

)15
𝑑4(1− 𝜀)2|X∗| ≤ 𝛿|X′| ≤ 𝛿|X| and therefore by (13)

we indeed have |X∗| ≤ 1

2
𝜀′|X|. ▪
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7 TWO-SIDED INHERITANCE

The proof of Lemma 4 follows a similar pattern to that of Lemma 3.

Proof of Lemma 4 Assume without loss of generality that 0 < 𝜀′ < 10−4. Given 𝑑 > 0, we set

𝜀∗ = 10−20(𝜀′)14𝑑 , 𝛿 = 10−20𝑑4(𝜀∗)31 ,

𝜀 = 10−20(𝜀∗)30𝛿6𝑑8 and c = 10−3𝑑2𝜀10𝛿.
(22)

We now “clean up” the partition classes X, Y , Z as follows. First, let Y ′ ⊆ Y be the set of vertices y ∈ Y

with

degΓ(y;Z) = (1 ± 𝜀)p|Z| , and degΓ(y;X) = (1 ± 𝜀)p|X|. (23)

By Lemma 6 and (22) we have

|Y ⧵ Y ′| ≤ 2c2(log2
1

p
)−1p3𝜀−2|Y| + 2c2p2𝜀−2|Y| ≤ 𝜀|Y|. (24)

We let X′ ⊆ X be the set of vertices x ∈ X with

degΓ(x;Y ′) = (1 ± 𝜀)p|Y ′| , degΓ(x;Y ⧵ Y ′) ≤ 2𝜀p|Y| , and

degΓ(x;Z) = (1 ± 𝜀)p|Z|. (25)

Again, by Lemma 6 and (22) we have

|X ⧵ X′| ≤ 2 ⋅ 8c2p2𝜀−2|X| + 2c2p4𝜀−2|X| ≤ 𝜀p|X|. (26)

By Lemma 9, by (23) and by (26), we obtain

(Y ′,Z) is (2𝜀, 𝑑, p)-regular in G and degΓ(y;X′) = (1 ± 3𝜀)p|X′| (27)

for each y ∈ Y ′. Moreover, (Y ′,Z) is
(
p, 2cp5∕2

(
log2

1

p
)−1∕2

√|Y ′||Z|)-bijumbled in Γ. Thus for each

x ∈ X′, because |Y ′| ≤ degΓ(x;Y ′)∕(p(1 − 𝜀)) and |Z| ≤ degΓ(x;Z)∕(p(1 − 𝜀)) by (25),

(Y ′,Z) is
(
p, 2cp3∕2(log2

1

p
)−1∕2

√|NΓ(x;Y ′)||NΓ(x;Z)|)-bijumbled in Γ. (28)

For x ∈ X′ let

Yx ∶= NΓ(x;Y ′) and Zx ∶= NΓ(x;Z).

Define

X∗
1
∶=

{
x ∈ X′ ∶ 𝑑G(Yx,Zx) ≥ (𝑑 − 𝜀∗)p and (Yx,Zx)G is not

(
𝜀′

2
, 𝑑, p

)
-regular

}
,

X∗
2
∶=

{
x ∈ X′ ∶ 𝑑G(Yx,Zx) ≥

(
𝑑 + (𝜀∗)2

)
p
}
,

and let X∗ ∶= X∗
1
∪X∗

2
. Finally, let X∗∗ be the set of x ∈ X′ ⧵X∗ such that

(
Yx,Zx

)
has density less than

(𝑑 − 𝜀∗)p in G.
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We claim that
(
NΓ(x;Y),Zx

)
is (𝜀′, 𝑑, p)-regular in G for all x ∈ X′ ⧵ (X∗ ∪X∗∗). This again follows

from Lemma 10, which we apply with 𝜀L10 =
1

2
𝜀′ and cL10 = 2c, and with U = Yx, U′ = NΓ(x,Y),

V = V ′ = Zx. This is possible by (28), because
(
Yx,Zx

)
is (

1

2
𝜀′, 𝑑, p)-regular in G by the definition of X∗

and X∗∗, and because |U′| ≤ (
1 +

1

10
(

1

2
𝜀′)3

)|U| by a calculation analogous to (20). We conclude that

indeed
(
NΓ(x;Y),Zx

)
is (𝜀′, 𝑑, p)-regular in G. Therefore, by (26) it suffices to show that |X∗| ≤ 1

3
𝜀′|X|

and |X∗∗| ≤ 1

3
𝜀′|X| to complete the proof.

We start with the former. For each x ∈ X′, let

P∗
b
(x) ∶=

{
yy′ ∈

(
Yx

2

)
∶ yy′ is

(
Zx, 𝑑p, 𝛿

)
-bad in G

}
.

To bound |X∗|, we will again estimate
∑

x∈X′ |P∗
b
(x)| in two different ways. The first part is given by

the following claim.

Claim 20
∑

x∈X′ |P∗
b
(x)| ≥ ∑

x∈X∗ |P∗
b
(x)| ≥ 10−10(𝜀∗)30𝑑4p2|X∗||Y ′|2.

Proof This bound will follow from Lemma 17. We first need to “clean up” the pairs (Yx,Zx) for the

application of this lemma. Let Y ′
x ⊆ Yx consist of the vertices y ∈ Yx with degΓ(y;Zx) ≤ 2p|Zx|. The

pair (Yx,Zx) is (p, 2cp3∕2
(

log2
1

p

)−1∕2√|Yx||Zx|)-bijumbled since |Yx||Zx| = (1 ± 𝜀)2p2|Y||Z| by (28).

So Lemma 6 and (22) imply |Yx ⧵ Y ′
x| ≤ 8c2

(
log2

1

p

)−1
p|Yx| ≤ 𝜀p|Yx|. Moreover,

(Y ′
x,Zx) is

(
p, 4cp3∕2

(
log2

1

p

)−1∕2
√|Y ′

x||Zx|)-bijumbled. (29)

We now first consider vertices x ∈ X∗
1
. To bound |P∗

b
(x)| we want to apply Lemma 17 to

(Y ′
x,Zx), using condition (i) of Lemma 17. For this purpose we will first show that (Y ′

x,Zx) is also not(
𝜀′

4
, 𝑑, p

)
-regular in G. Indeed, by (22) and (29) we can apply the contrapositive of Lemma 10 with

𝜀L10 =
𝜀′

4
and cL10 = 4c, and with U = Y ′

x, U′ = Yx, V = V ′ = Zx because

|Yx ⧵ Y ′
x| ≤ 𝜀p|Yx| ≤ 2𝜀p|Y ′

x| ≤ 1

10
(𝜀′∕4)3|Y ′

x|.

Since (Yx,Zx) is not
(
𝜀′

2
, 𝑑, p

)
-regular in G, this lemma implies that (Y ′

x,Zx) is also not
(
𝜀′

4
, 𝑑, p

)
-regular

in G as claimed. Hence, by (22), (29), the definition of X∗
1

and the definition of Y ′
x we may apply

Lemma 17 to (Y ′
x,Zx) with input 𝑑, 𝜀∗

L17
=

𝜀′

4
, 𝛿, 𝜀L17 = 𝜀∗, c′ = 4c and p. We conclude that

||P∗
b
(x)|| ≥

(
𝜀′

4

)15
𝑑4|Y ′

x|2
(22),(25)

≥ 10−10(𝜀∗)30𝑑4p2|Y ′|2.

It remains to consider x ∈ X∗
2
. In this case we want to use Lemma 17(ii). To obtain the required

density condition, observe that

eΓ(Yx ⧵ Y ′
x,Zx) ≤ p ⋅ 𝜀p|Yx||Zx| + 2cp3∕2

(
log2

1

p

)−1∕2
√|Yx||Zx|

√
𝜀p|Yx||Zx|

(22)

≤
1

3
(𝜀∗)2p2|Yx||Zx|.
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Since 𝑑G(Yx,Zx) ≥
(
𝑑 + (𝜀∗)2

)
p, it follows that 𝑑G(Y

′
x,Zx) ≥

(
𝑑 +

1

3
(𝜀∗)2

)
p by (22). Hence, by (22)

and (29) we can apply Lemma 17 to (Y ′
x,Zx) with input 𝑑, 𝜀∗

L17
=

1

3
(𝜀∗)2, 𝛿, 𝜀L17 = 𝜀 and c′ = 4c and

conclude that

P∗
b
(x) ≥

( (𝜀∗)2

3
)15𝑑4|Y ′

x|2
(22)

≥ 10−10(𝜀∗)30𝑑4p2|Y ′|2.

Summing over all x ∈ X∗ = X∗
1
∪ X∗

2
, the claim follows. ▪

The next claim establishes a complementing upper bound for
∑

x∈X′ |P∗
b
(x)|.

Claim 21
∑

x∈X′ |P∗
b
(x)| ≤ 𝛿p2|X||Y ′|2.

Proof In order to estimate
∑

x∈X′ |P∗
b
(x)| we will distinguish between the contribution made to this

sum by the pairs

Pb ∶=
{

yy′ ∈

(
Y ′

2

)
∶ yy′ is

(
Z, 𝑑p,

𝛿

2

)
-bad in G

}

and that made by the pairs Pt ∶=
(

Y ′

2

)
⧵ Pb.

For the former let Pb(x) ∶= {yy′ ∈
(

Yx

2

)
∶ yy′ is (Z, 𝑑p,

𝛿

2
)-bad in G}. We use the very rough bound

∑
x∈X′

|P∗
b
(x) ∩ Pb| ≤

∑
x∈X′

|Pb(x)| ,

which holds since P∗
b
(x) ∩ Pb ⊆ Pb(x) for all x ∈ X′. By Lemma 18 applied to X′,Y ′,Z with

parameters 𝑑, 𝛿L18 =
1

2
𝛿, c′ = 2c, 𝜀L18 = 3𝜀, which we can do by (22), (27) and since (Y ′,Z) is

(2𝜀, 𝑑, p)-regular in G, we thus have

∑
x∈X′

|P∗
b
(x) ∩ Pb| ≤

∑
x∈X′

|Pb(x)| ≤ 1

2
𝛿p2|X′||Y ′|2 ≤

1

2
𝛿p2|X||Y ′|2. (30)

For the contribution of Pt on the other hand, define

Vb(yy′) ∶= {x ∈ X′ ∶ degΓ
(
x,NG(y, y

′;Z)
)
≥ (1 + 𝛿)𝑑2p2|Zx|}

for yy′ ∈
(

Y ′

2

)
. Observe that we have yy′ ∈ P∗

b
(x) for some x ∈ X′ if and only if x ∈ NΓ(y, y

′;X′) and

x ∈ Vb(yy′). It follows that
∑
x∈X′

|P∗
b
(x) ∩ Pt| ≤

∑
yy′∈Pt

|Vb(yy′)|.

Now let yy′ ∈ Pt be fixed. We have degG(y, y
′;Z) ≤

(
1 +

1

2
𝛿
)
𝑑2p2|Z| by definition of Pt. Let Zyy′ be a

superset of NG(y, y
′;Z) of size

(
1 +

1

2
𝛿
)
𝑑2p2|Z|. By assumption, (X,Z) is (p, cp3

√|X||Z|)-bijumbled,

and so (X,Zyy′ ) is (p, c𝑑−1p2
√|X||Zyy′ |)-bijumbled. Lemma 6, with parameters 𝛾 = 𝜀, c′ = c𝑑−1,

k = 2, then gives

||{x ∈ X′ ∶ degΓ(x;Zyy′ ) ≥ (1 + 𝜀)p|Zyy′ |}|| ≤ 2c2𝑑−2p2𝜀−2|X|. (31)
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Since

(1 + 𝛿)𝑑2p2|Zx|
(25)

≥ (1 + 𝛿)𝑑2p2(1 − 𝜀)p|Z| (22)

≥ (1 + 𝜀)p|Zyy′ |

and by the choice of Zyy′ , the left-hand side of (31) is at least |Vb(yy′)|. Summing over all yy′ ∈ Pt we

conclude

∑
x∈X′

|P∗
b
(x) ∩ Pt| ≤

∑
yy′∈Pt

|Vb(yy′)| ≤ 2c2𝑑−2p2𝜀−2|X||Y ′|2 (22)

≤
1

2
𝛿p2|X||Y ′|2.

Together with (30) this proves the claim. ▪

Claims 20 and 21 imply 10−10(𝜀∗)30𝑑4p2|X∗||Y ′|2 ≤ 𝛿p2|X||Y ′|2 and hence

|X∗| ≤ 1010𝛿𝑑−4(𝜀∗)−30|X| ≤ 𝜀∗|X| ≤ 1

3
𝜀′|X| , (32)

by (22). It remains to bound |X∗∗|. Let X′′ ∶= X′ ⧵ X∗.

Claim 22 |X∗∗| ≤ 2𝜀∗|X′′| ≤ 1

3
𝜀′|X|.

Proof Let 𝜇 ∶= |X∗∗||X′′|−1. We bound 𝜇 by considering the number T of triples xyz with x ∈ X′′,

y ∈ Y ′, z ∈ Z which are such that xy, xz ∈ E(Γ) and yz ∈ E(G). Observe that T =
∑

x∈X′′ eG

(
Yx,Zx

)
and

eG(Yx,Zx) = 𝑑G(Yx,Zx) degΓ(x;Y ′) degΓ(x;Z)
(25)

≤ 𝑑G

(
Yx,Zx

)
(1 + 𝜀)2p2|Y ′||Z|

for each x ∈ X′′. Since X∗ ∩ X′′ = ∅ we get by the definition of X∗ and X∗∗

T ≤

(
|X∗∗|(𝑑 − 𝜀∗)p + |X′′ ⧵ X∗∗|(𝑑 + (𝜀∗)2p)

)
(1 + 𝜀)2p2|Y ′||Z|

=
(
𝜇(𝑑 − 𝜀∗) + (1 − 𝜇)(𝑑 + (𝜀∗)2)

)
(1 + 𝜀)2p3|X′′||Y ′||Z|

≤
(
𝑑 − 𝜇𝜀∗ + (𝜀∗)2 + 3𝜀

)
p3|X′′||Y ′||Z|.

(33)

For obtaining a lower bound on T , let Y ′′ ⊆ Y ′ be the set of vertices y ∈ Y ′ with

degG(y;Z) ≥ (𝑑 − 𝜀)p|Z| and degΓ(y;X′′) ≥ (1 − 𝜀)p|X′′|.

Since (Y ,Z) is (𝜀, 𝑑, p)-regular in G and (X′′,Y) is (p, 2cp2
√|X′′||Y|)-bijumbled in Γ, applying

Lemma 6 we obtain |Y ′ ⧵ Y ′′| ≤ |𝜀|Y| + 8c2p2𝜀−2|Y| ≤ 2𝜀|Y| by (22). Now, each y ∈ Y ′′ con-

tributes at least T(y) ∶= eΓ
(
NΓ(y,X

′′),NG(y,Z)
)

triples to T . As (X,Z) is (p, cp3
√|X||Z|)-bijumbled

the definition of Y ′′ thus implies that

T(y) ≥ p ⋅ (1 − 𝜀)p|X′′|(𝑑 − 𝜀)p|Z| − cp3
√|X||Z|√(1 − 𝜀)p|X′′|(𝑑 − 𝜀)p|Z|

(22)

≥ (𝑑 − 3𝜀)p3|X′′||Z| ,

for each y ∈ Y ′′. We conclude that

T ≥
∑
y∈Y ′′

T(y) ≥
(|Y ′| − 2𝜀|Y|)(𝑑 − 3𝜀)p3|X′′||Z| ≥ (𝑑 − 10𝜀)p3|X′′||Y ′||Z|.
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Together with (33) this gives 𝑑 −𝜇𝜀∗+(𝜀∗)2 + 3𝜀 ≥ 𝑑 − 10𝜀 and so 𝜇 ≤ 𝜀∗+ 13𝜀(𝜀∗)−1 ≤ 2𝜀∗ by (22)

as desired. ▪

Claim 22 and (32) prove the lemma. ▪
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APPENDIX A. COUNTING LEMMAS

In this appendix we formulate a sparse one-sided counting lemma and a sparse two-sided counting

lemma (requiring stronger bijumbledness), which both follow from our inheritance lemmas.

Given a graph H with V(H) = [m], a graph G, and vertex subsets V1,… ,Vm of V(G), we write

n(H;G) for the number of labeled copies of H in G with i in Vi for each i. Observe that the quantity

n(H;G) depends on the choice of the sets V1,… ,Vm, but this choice will always be clear from the

context. Given 0 < p ≤ 1, we write

𝑑(H;G) ∶=
∏

ij∈E(H)

𝑑p(Vi,Vj).

Again, this quantity depends on the choice of V1,… ,Vm, and again this will always be clear from the

context.

Still for any given graph H with vertex set [m], which we think of as having order 1,… ,m, and

given u, v ∈ [m], we define

N+(v) ∶=
{

w ∈ NH(v)∶ w > v
}
,

N−(v) ∶=
{

w ∈ NH(v)∶ w < v
}
,

N<u(v) ∶=
{

w ∈ NH(v)∶ w < u
}
.
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Finally, we let kreg(H) be the smallest number with the following properties for each 1 ≤ i ≤ m.

For each j ≥ i such that ij ∈ E(H)

kreg(H) ≥
1

2
|N−(i)| + 1

2
|N<i(j)| +

⎧
⎪⎪⎪⎨⎪⎪⎪⎩

3

2
if ∃k > i∶ jk ∈ E(H)

2 if ∃k > i∶ jk, ik ∈ E(H)

3 if ∃k > i∶ jk, ik ∈ E(H) and

|N<i(k)| ≤ |N<i(j)|
1 otherwise

and for each j, j′ ≥ i such that ij, jj′ ∈ E(H)

kreg(H) ≥
1

2
|N<i(j)| + 1

2
|N<i(j′)| +

{
2.501 if ij′ ∈ E(H) ,

2.001 otherwise.

Informally, the idea is that (p, cpkreg(H))-bijumbledness is enough to use Lemmas 3 and 4 to find copies

of H in G one vertex at a time, in the natural order 1,… ,m. The following lemma formalizes this.

Lemma 23 (One-sided counting lemma). For every graph H with V(H) = [m] and every 𝛾 > 0, there

exist 𝜀, c > 0 such that the following holds. Let G and Γ be graphs with G ⊆ Γ, and let V1,… ,Vm be

subsets of V(G). Suppose that for each edge ij ∈ H, the sets Vi and Vj are disjoint, and the pair (Vi,Vj)

is (𝜀, p)-regular in G and (p, cpkreg(H)
√|Vi||Vj|)-bijumbled in Γ. Then we have

n(H;G) ≥
(
𝑑(H;G) − 𝛾

)
pe(H)

∏
i∈V(H)

|Vi|.

The proof of this lemma is similar to the proof of [7, Lemma X]. It is also contained in the proof

of Lemma 24, so we omit the details.

The jumbledness requirement in our two-sided counting lemma depends on another graph param-

eter, which is also different from the parameter in the two-sided counting lemma in [7] and may appear

somewhat exotic at first sight. We shall later compare this parameter to other more common graph

parameters.

Let H be given with vertex set [m], which again we think of as having the order 1,… ,m. For each

v ∈ V(H), let 𝜏v be any ordering of N+(v) such that |N<v(w)| is decreasing. We define

d̃(H) ∶= max
v∈V(H)

(
|N−(v)| + max

w∈N+(v)

(
𝜏v(w) + |N<v(w)|)

)
.

The idea is that this parameter controls the bijumbledness we require in order to prove an upper

bound on the number copies of H in Γ. In order to count in G, we need both to be able to do this and

to use our inheritance lemmas, and we need to consider the same order on V(H) for both.

Lemma 24 (Two-sided counting lemma). For every graph H with V(H) = [m] and every 𝛾 > 0, there

exist 𝜀, c > 0 such that the following holds. We set

𝛽 = cp
max

(
kreg(H),

1

2
+

1

2
d̃(H)

)
. (A.1)
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Let G and Γ be graphs with G ⊆ Γ, and let V1,… ,Vm be subsets of V(G). Suppose that for

each edge ij ∈ H, the sets Vi and Vj are disjoint, and the pair (Vi,Vj) is (𝜀, p)-regular in G and

(p, 𝛽
√|Vi||Vj|)-bijumbled in Γ. Then we have

n(H;G) =
(
𝑑(H;G) ± 𝛾

)
pe(H)

∏
i∈V(H)

|Vi|.

As with Lemma 23, in applications one should choose the order on V(H) so that the resulting 𝛽 is

as large as possible.

For comparison to more standard graph parameters, observe in an optimal order we have

Δ(H)+1

2
≤

1

2
d̃(H) +

1

2
≤

Δ(H)+degen(H)

2
,

where degen(H) = min{𝑑 ∶ ∀H′ ⊆ H, 𝛿(H′) ≤ 𝑑} is the degeneracy of H. To see that the former

inequality is true, observe that for any v ∈ V(H) we have

|N−(v)| + max
w∈N+(v)

(
𝜏v(w) + |N<v(w)|) ≥ |N−(v)| + |N+(v)| = 𝑑(v) ,

and thus, 𝑑(H) ≥ Δ(H). For the latter, consider a degeneracy order on H, that is, an order in which each

vertex has at most degen(H) neighbors preceding it. For such an order, for any v and any w ∈ N+(v), we

have |N<v(w)| ≤ degen(H) − 1, since N<v(w) contains neighbors of w preceding w, but not including

v. We thus have, for each v ∈ V(H),

|N−(v)| + max
w∈N+(v)

(
𝜏v(w) + |N<v(w)|) ≤ |N−(v)| + |N+(v)| + degen(H) − 1.

In the similar two-sided counting result of [7], the exponent of p in bijumbledness is

min
(Δ(L(H))+4

2
,

degen(L(H))+6

2

)
,

where L(H) is the line graph of H, namely the graph with vertex set E(H) in which two vertices are

adjacent if they are incident as edges of H. It is easy to check that this parameter is bounded between
Δ(H)+3

2
and

Δ(H)+degen(H)+4

2
(and both bounds can be sharp).

We now briefly outline the proof of Lemma 24. We prove this statement by induction. We count

the number of copies of H in G, which is a subgraph of the bijumbled Γ, by embedding H one vertex

at a time, and bounding the number of choices at each step. Most of the time, we will choose to embed

to vertices which maintain regularity, and thus we can accurately estimate the number of choices. This

part of the proof is very similar to the usual proof of the counting lemma for dense graphs, except that

we use Lemmas 3 and 4 to argue that regularity is usually maintained rather than this being a triviality.

To deal with the exceptional event that we embed to a vertex and regularity is lost, we require an upper

bound on H-copies in Γ. This is the content of the following Lemma 25.

Given H with V(H) = [m] in an order realizing d̃(H), and x ∈ V(H), let

H≥x ∶= H
[{

y ∈ V(H)∶ y ≥ x
}]
.
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Lemma 25 Given H with vertex set [m] and 0 < p <
1

10
, suppose

𝛽 ≤
1

2
𝜀(50Δ(H))−Δ(H)p

1

2
+

1

2
d̃(H)

.

Let V1,… ,Vm be subsets of V(Γ), and suppose (Vi,Vj) is (p, 𝛽
√|Vi||Vj|)-bijumbled in Γ for each

ij ∈ E(H). Let x ∈ V(H), and for each y ∈ V
(
H≥x

)
, let Wy ⊆ Vy satisfy |Wy| ≥ 𝜀p|N<x(y)||Vy|. Then the

number of copies of H≥x in Γ with y in the set Wy for each y is at most

(4p)e(H
≥x
𝜋
)
∏

x≤y≤m

|Wy|.

We now show how this implies Lemma 24

Proof of Lemma 24 Suppose that Γ, G, and H are as in the lemma statement. We will prove by

induction the following statement (†).

For every 𝛾 ′ > 0 there exist 𝜀′, c′ > 0 with the following property. Given x ∈ V(H), for each

y ∈ V
(
H≥x

)
, let Wy ⊆ Vy satisfy |Wy| ≥ 𝜀′p|N<x(y)||Vy|. Suppose that for each ij ∈ E(H) with

i, j ≥ x, the pair (Wi,Wj) has p-density 𝑑p

(
Wi,Wj

)
≥ 𝛾 ′, is

(
𝜀′, 𝑑p(Vi,Vj), p

)
-regular in G, and

(p, 𝛽
√|Vi||Vj|)-bijumbled in Γ with 𝛽 = c′p

max

(
kreg(H),

1

2
+

1

2
d̃(H)

)
. Then the number of copies of H≥x in

G with y ∈ Wy for each y is
(
𝑑(H≥x;G) ± 𝛾 ′

)
pe(H≥x)

∏
x≤i≤m

|Wi|.

Before we prove this, we show that it implies the statement of Lemma 24. To that end, we assume

(†) holds with input 𝛾 ′ =
𝛾

4
and x = 1, returning constants c′ and 𝜀′. We set c = c′ and 𝜀 =

1

2
𝜀′, and

use Wy ∶= Vy for each y ∈ V(H).

If for each ij ∈ E(H) we have 𝑑p

(
Vi,Vj

)
≥

𝛾

4
, then by (†) the lemma statement follows. We may

therefore assume that there is some ij ∈ E(H) such that 𝑑p

(
Vi,Vj

)
<

𝛾

4
, and thus 𝑑(H;G) <

𝛾

2
. To

establish the lemma statement it thus suffices to show

n(H;G) ≤ 𝛾pe(H)
∏

1≤i≤m

|Vi|.

We generate a graph G′ with G ⊆ G′ ⊆ Γ by adding edges of Γ to each (𝜀, p)-regular pair (Vi,Vj)

with 𝑑p(Vi,Vj;G) <
𝛾

4
. We do this by choosing edges of Γ in such pairs uniformly at random with

probability
3𝛾

8
− 𝑑p(Vi,Vj). We claim that the result is that any such pair (Vi,Vj) is (2𝜀, p)-regular in

G′ with density between
𝛾

4
p and

𝛾

2
p. The proof of this claim is a standard application of the Chernoff

bound, and we omit it. Since there is a pair in G′ with density less than
𝛾

2
p, we have 𝑑(H;G′) ≤

3𝛾

4
.

By construction we have n(H;G) ≤ n(H;G′), and by (†) the lemma statement follows.

We now prove (†) by induction on x. The base case x = m is trivial, with 𝜀′′ = c′′ = 1, so we assume

x < m. Given 𝛾 ′, we set 𝛾 ′′ =
𝛾 ′

2
. Let 𝜀′′ and c′′ be returned by (†) for input 𝛾 ′′ and x + 1. Without loss

of generality we assume 𝜀′′ < 4−m2

𝛾 ′∕(24qm). We set 𝜀′ > 0 small enough for Lemmas 3 and 4 with

input
1

2
𝛾 ′𝜀′′ and 𝛾 ′, and such that (1 + 𝛾 ′−1𝜀′)m < 1 +

𝛾 ′

8
. We suppose that c′ ≤ min

(
𝜀′3, c′′

)
is small

enough for both these applications and for Lemma 25. When NH≥x (x) = ∅, statement (†) for x and 𝛾 ′

follows trivially by (†) with input x + 1 and 𝛾 ′. Thus, suppose NH≥x (x) = {y1,… , yq} for some q ≥ 1.

If v ∈ Wx fails to satisfy any of the following conditions, we say v is bad.
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(a) For each i we have degG(v,Wyi
) = (𝑑p(Vx,Vyi

) ± 𝜀′)p|Wyi
|.

(b) For each i we have degΓ(v,Wyi
) = (1 ± 𝜀′)p|Wyi

|.
(c) For each i and z > x such that yiz ∈ E(H≥x), the pair

(
NG(v,Wyi

),Wz)
)

is(
𝜀′′, 𝑑p(Vyi

,Vz), p
)
-regular in G.

(d) For each i ≠ j such that yiyj ∈ E(H≥x) the pair
(
NG(v,Wyi

),NG(v,Wyj
)
)

is(
𝜀′′, 𝑑p(Vyi

,Vyj
), p

)
-regular in G.

Let B ⊆ Wx be the set of bad vertices. We now show that B is much smaller than Wx. Since for

each 1 ≤ i ≤ q the pair
(
Wx,Wyi

)
is
(
𝜀′, 𝑑p(V1,Vyi

), p
)
-regular, there are at most 2q𝜀′|Wx| vertices in

Wx for which (a) fails.

For the remaining estimates, it is convenient to estimate the bijumbledness of pairs (Wi,Wj) for

i, j ≥ x. Specifically, since (Vi,Vj) is
(
p, 𝛽

√|Vi||Vj|)-bijumbled, and since |Wi| ≥ 𝜀′p|N<x(i)||Vi|, and

|Wj| ≥ 𝜀′p|N<x(j)||Vj|, we conclude that

(Wi,Wj) is
(

p, 𝜀′−1p
−

1

2
|N<x(i)|− 1

2
|N<x(j)|

𝛽
√|Wi||Wj|

)
-bijumbled. (A.2)

Next, let Z ⊆ Wx be the set of vertices with at least (1 + 𝜀′)p|Wyi
| neighbors in Wyi

. By (A.2), we

have

(1 + 𝜀′)p|Wyi
||Z| − p|Wyi

||Z| ≤ 𝜀′−1p
−

1

2
|N<x(yi)|− 1

2
|N<x(x)|

𝛽

√
|Wx||Wyi

||Wyi
||Z|.

Since 𝛽 ≤ c′pkreg(H), and by definition of kreg, we conclude |Z| ≤ 𝜀′|Wx|. A similar argument applies to

the set of vertices in Wx with at most (1−𝜀′)p|Wyi
| neighbors in Wyi

in Γ, so there are at most 2q𝜀′|Wx|
vertices in Wx for which (b) fails.

We move on to the regularity statements. By (A.2) and definition of kreg, the bijumbledness

requirements of Lemma 3 are satisfied, so since 𝑑p(Vyi
,Vz) ≥ 𝛾 ′ and

(
Vyi

,Vz

)
is (𝜀′, p)-regular,

the number of vertices v ∈ Wx such that
(
NΓ(v,Vyi

),Vz

)
is not

(
1

2
𝛾 ′𝜀′′, 𝑑p(Vyi

,Vz), p
)
-regular is at

most qm𝜀′′|Wx|. Similarly, the bijumbledness requirements of Lemma 4 are satisfied. Again, the

number of vertices v ∈ Wx such that
(
NΓ(v,Vyi

),NΓ(v,Vyj
)
)

is not
(

1

2
𝛾 ′𝜀′′, 𝑑p(Vyi

,Vyj
), p

)
-regular is

at most qm𝜀′′|Wx|. Now suppose that v satisfies (a) and (b). By choice of 𝜀′ and by Lemma 9, if(
NΓ(v,Vyi

),Vz

)
is

(
1

2
𝛾 ′𝜀′′, 𝑑p(Vyi

,Vz), p
)
-regular then

(
NG(v,Vyi

),Vz

)
is

(
𝜀′′, 𝑑p(Vyi

,Vz), p
)
-regular,

if
(
NΓ(v,Vyi

),NΓ(v,Vyj
)
)

is
(

1

2
𝛾 ′𝜀′′, 𝑑p(Vyi

,Vyj
), p

)
-regular then

(
NG(v,Vyi

),NG(v,Vyj
)
)

is(
𝜀′′, 𝑑p(Vyi

,Vyj
), p

)
-regular. We conclude that in total at most 2qm𝜀′′|Wx| vertices of Wx which

satisfy (a) and (b) fail either (c) or (d), so |B| ≤ 2qm(2𝜀′ + 𝜀′′)|Wx|.
Now given any v ∈ Wx ⧵ B, we wish to estimate the number of copies of H≥x in G such that x is

mapped to v and i is in Wi for each x+1 ≤ i ≤ m. In other words, we need to know the number of copies

of H≥x+1 such that i is in W ′
i

for each x+1 ≤ i ≤ m, where W ′
i
= Wi if xi ∉ E(H) and W ′

i
= NG(v)∩Wi

if xi ∈ E(H). Because v satisfies (c) and (d), for each ij ∈ E(H≥x+1) the pair (W ′
i
,W ′

j
) is (𝜀′′, p)-regular

in G. We now use the induction hypothesis. By choice of c′, we can apply (†) with input x + 1 and
𝛾 ′

2

to obtain

n(H≥x+1;G) =
(
𝑑(H≥x+1;G) ±

𝛾 ′

2

)
pe(H≥x+1)

∏
x+1≤i≤m

|W ′
i
|

=
(
𝑑(H≥x;G) ±

𝛾 ′

2

)
pe(H≥x)(1 ± 𝜀′𝛾 ′−1)q

∏
x+1≤i≤m

|Wi| ,
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where the second line uses the fact that (W ′
i
,W ′

j
) is

(
𝜀′′, 𝑑p(Vi,Vj), p

)
-regular for each ij ∈ E(H≥x+1)

by (c) and (d), and the fact |W ′
i
| = (

𝑑p(Vx,Vi)±𝜀′
)
p|Wi| for each i such that xi ∈ E(H≥x). We conclude

that the number of copies of H≥x in G with x mapped to Wx⧵B and i mapped to Wi for each x+1 ≤ i ≤ m

is

(|Wx| − |B|)(𝑑(H≥x;G) ±
𝛾 ′

2

)
pe(H≥x)(1 ± 𝜀′𝛾 ′−1)q

∏
x+1≤i≤m

|Wi|

=
(
𝑑(H≥x;G) ±

3𝛾 ′

4

)
pe(H≥x)

∏
x≤i≤m

|Wi| ,

where the second line follows by choice of 𝜀′. This gives the desired lower bound; it only remains to

complete the upper bound by showing that the number of copies of H≥x in G with x in B and i in Wi

for each x + 1 ≤ i ≤ m is at most

𝛾 ′

4
pe(H≥x)

∏
x≤i≤m

|Wi|.

We may assume |B| = 6qm𝜀′′|Wx| by, if necessary, adding arbitrary vertices of Wx. By choice of

c′ and (A.1), the jumbledness requirements of Lemma 25 are satisfied, so by that lemma the number

of copies of H≥x in Γ with x in B and i in Wi for each x + 1 ≤ i ≤ m is at most

(4p)e(H
≥x)|B| ∏

x≤i≤m

|Wi| ≤ 𝛾 ′

4
pe(H≥x)

∏
x≤i≤m

|Wi| ,

where the inequality is true by choice of 𝜀′′. ▪

It remains to prove Lemma 25. In this proof we will need to optimize over certain configurations.

This optimization problem is captured in the following lemma, where it is phrased as the problem of

bounding a certain sum of real numbers.

Lemma 26 Let 0 < p ≤
1

10
be real, q ≥ 1 be an integer and b1 ≥ · · · ≥ bq be nonnegative

integers. Let P ∶= ⌊log(p−1)⌋ and C ∶= max1≤i≤q(bi + i). Let A ∶= [0,P]q ⧵ {0} be the set of nonzero

q-dimensional vectors with integer entries between 0 and P. Then

∑
𝜶∈A

2𝛼1+···+𝛼q

maxi∶𝛼i≠0 22𝛼i pbi

≤ (50q)qp1−C. (A.3)

Proof Given 𝜶 ∈ A let

M(𝜶) ∶=
2𝛼1+···+𝛼q

maxi∶𝛼i≠0 22𝛼i pbi

. (A.4)

We first establish the following bounds on M(𝜶).

Claim 27 For each 𝜶 ∈ A one of the following holds.

(i) M(𝜶) ≤ 2−𝛼1−···−𝛼q p−b1 .

(ii) M(𝜶) ≤ p
−C+

5

4 .
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Proof of Claim 27 It simplifies our arguments to pass to an optimization over real-valued variables:

Let Ã be the set of nonzero vectors from Rq with entries between 0 and P. Then, M(𝜶) for 𝜶 ∈ Ã is

defined as in (A.4).

We prove the claim by finding for each 𝜶 ∈ A an 𝜶
′ ∈ Ã of simple structure such that M(𝜶) and

M(𝜶′) are related suitably. We construct 𝜶′ by applying the following three operations successively

until no further operation is possible. Each of these operations takes a vector �̃� ∈ Ã and returns a new

vector �̃�′ ∈ Ã.

The first operation applies when there are two entries �̃�i and �̃�j such that �̃�i does not realize the

maximum in M(�̃�) (by this we mean the term maxi∶𝛼i≠0 22𝛼i pbi ), but �̃�j does, and moreover, we have

22�̃�i pbi < 22�̃�j pbj (which might not be the case if �̃�i = 0). Then we can increase �̃�i until it contributes

the same value to the maximum as �̃�j or hits P. More precisely, if there exist i and j such that �̃�i < P,

such that �̃�j > 0 and such that 22�̃�i pbi < 22�̃�j pbj = maxk∶𝛼k≠0 22𝛼k pbk , then we can take �̃�
′ equal to �̃� at

all entries except the ith, and

�̃�′
i
= min

(
P,

1

2
log(22�̃�j pbj−bi)

)
.

Then the maximum in M(�̃�′) is equal to that in M(�̃�) because

22�̃�′
i pbi ≤ 22�̃�j pbj−bi pbi = 22�̃�j pbj = 2

2�̃�′
j pbj .

Moreover �̃�′
i
> �̃�i, so �̃�′

1
+ · · · + �̃�′

q ≥ �̃�1 + · · · + �̃�q and M(�̃�′) > M(�̃�).

The second operation applies when there are two entries strictly between 0 and P. In this case we

can increase both entries by the same amount until one hits P. More precisely, if there exist i and j with

0 < �̃�i ≤ �̃�j < P, then we can take �̃�′ equal to �̃� at all entries except the ith and jth. We set �̃�′
j
= P, and

�̃�′
i
= �̃�i + P − �̃�j. Then the maximum in M(�̃�′) is greater than the one in M(�̃�) by a factor of at most

max{2
2(�̃�′

j
−�̃�j), 22(�̃�′

i
−�̃�i)} = 22P−2�̃�j , while the sum of the entries of �̃�′ is greater by 2P− 2�̃�j than that of

�̃�. So again �̃�′
1
+ · · · + �̃�′

q ≥ �̃�1 + · · · + �̃�q and M(�̃�′) ≥ M(�̃�).

The third operation is the only operation that decreases coordinates: It decreases a coordinate if it

is the only coordinate realizing the maximum in M(�̃�) until it contributes as much to the maximum as

some other coordinate or hits 0. More precisely, it applies if there are at least two nonzero entries in

�̃�, and j is the unique coordinate realizing maxi∶�̃�i>0 22�̃�i pbi . Let s be the second greatest value of 2�̃�i pbi

over i such that �̃�i > 0, and set

c = min
(
�̃�j,

1

2
log(sp−bj)

)
.

Then let �̃�′ be equal to �̃� in all coordinates except �̃�′
j
= �̃�j − c. The maximum in M(�̃�′) is less than that

in M(�̃�) by a factor of at least 22c (if c = �̃�j the factor may be greater). We conclude that �̃�′
1
+· · ·+ �̃�′

q =

�̃�1 + · · · + �̃�q − c and M(�̃�′) ≥ 2cM(�̃�).

Now consider the result 𝜶′ of the successive application of these operations until none of them

can be applied anymore. (Observe that eventually such a final 𝜶′ must be reached, since the way the

three operations are defined prevents the process from going on indefinitely.) Clearly M(𝜶′) ≥ M(𝜶)

since no operation decreases M(⋅). For the structure of 𝜶′ there are two possibilities. On the one hand,

𝜶
′ could have exactly one nonzero coordinate 𝛼𝓁 . Then, since the third operation is the only operation

that decreases coordinates, this operation was applied to each coordinate which was nonzero in 𝜶 but

coordinate 𝓁. As the first two operations increase the sum of coordinates of 𝜶 and increase the value

of M(⋅), and the third operation increases the value of M(⋅) by at least a factor of 2c, we conclude

M(𝜶) ≤ 2−𝛼1−···−𝛼q+𝛼
′
𝓁M(𝜶′). Clearly M(𝜶′) = 2−𝛼′

𝓁p−b
𝓁 ≤ 2−𝛼′

𝓁p−b1 , and hence M(𝜶) ≤ 2−𝛼1−···−𝛼q p−b1 ,

so (i) is satisfied.
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On the other hand, it could be that 𝜶′ has at least two nonzero coordinates. Observe that at most

one entry of 𝜶′ is not in {0,P} by the second operation. By the third operation there are also at least

two coordinates realizing the maximum in M(𝜶′), one of which has value P. If there is a coordinate

j such that 0 < 𝛼′
j
< P then this coordinate also realizes the maximum by the first operation. So it

follows from bi+1 ≥ bi that and the first operation that there is an index 𝓁 ≥ 1 such that for all i ≤ 𝓁

we have 𝛼′
i
= P, for all i > 𝓁 + 1 we have 𝛼′

i
= 0, and 𝛼′

𝓁+1
< P. Now if 𝛼′

𝓁+1
> 0, then it realizes

the maximum and thus 22𝛼′
𝓁+1 pb

𝓁+1 = 22Ppb
𝓁 . Since b𝓁 and b𝓁+1 are integers, this equation can only be

solved if b𝓁−b𝓁+1 is equal to 0, 1 or 2. In the first case we obtain 𝛼′
𝓁+1

= P, contradicting the definition

of 𝓁. In both of the other two cases we have 𝛼′
𝓁+1

≤
3

4
P. It follows that 𝛼′

𝓁+1
≤

3

4
P. Clearly we have

maxi∶𝛼i≠0 22𝛼i pbi = 22Ppb
𝓁 , and so

M(𝜶) ≤ M(𝜶′) ≤
2
𝓁P+

3

4
P

22Ppb
𝓁

= 2
(𝓁−

5

4
)P

p−b
𝓁 ≤ p

−𝓁+
5

4
−b

𝓁
≤ p

−C+
5

4 ,

because C = max1≤i≤q(bi + i). Hence (ii) holds. ▪

Now consider first all 𝜶 ∈ A for which Claim 27(i) holds. Since M(𝜶) ≤ 2−𝛼1−···−𝛼q p−b1 , the

contribution to (A.3) of all such 𝜶 is at most
∑qP

K=1
(K + q)q2−Kp−b1 , where we used that the number of

vectors in A whose entries sum to K is at most
(

K+q−1

q−1

)
< (K+q)q. Since (1+

K

10q
)q ≤ exp(K∕10) ≤ 2K

we have (K + q)q2−K ≤ (10q)q and hence the contribution to (A.3) is at most

qP∑
K=1

(K + q)q2−Kp−b1 ≤ q(10q)qp−b1 .

Finally, consider all 𝜶 ∈ A for which Claim 27(ii) holds. We require a preliminary estimate. For

all z > 1 we have 1+ loge z− z < 0, since this function is equal to zero at z = 1 and has first derivative
1

z
− 1 which is negative for all z > 1. It follows that for any z > 1, if x ≥ e4q we have

(
2 log2(x

z)
)q

x−z∕4 ≤
(
2 log x

)q
x−1∕4zqeq(1−z) <

(
2 log x

)q
x−1∕4 ,

where we used 1 + loge z − z < 0 to establish the second inequality. It follows that

(2 log2 x)qx−1∕4 ≤ (16q)q ,

holds for all x ≥ 1. To see that this is true, observe that the left hand side is trivially at most the claimed

bound when 1 ≤ x ≤ e4q (since the term x−1∕4 is at most one), and strictly decreasing for x ≥ e4q by

the previous calculation.

Since M(𝜶) ≤ p
−C+

5

4 the contribution to (A.3) of such 𝜶 is at most

(P + 1)qp
−C+

5

4 ≤ (2 log(p−1))qp
−C+

5

4 ≤ (16q)qp−C+1 ,

where we used the above estimate for the second inequality. We obtain (A.3). ▪

With the help of Lemma 26 we can now prove Lemma 25.
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Proof of Lemma 25 We prove the statement by induction on x. The base case x = m is trivial,

so suppose that 1 ≤ x ≤ m − 1, and for an induction hypothesis that the lemma statement holds

for x + 1.

In the case N+(x) = ∅, the statement follows by applying the induction hypothesis and the same

sets Wy for y > x. Thus we can assume ||N+(x)|| = q ≥ 1. Let N+(x) = {y1,… , yq} in an order such

that ||N<x(yi)|| ≥ ||N<x(yj)|| whenever i < j.

For a fixed v ∈ Wx we obtain the following estimate of H≥x copies using this vertex. For 1 ≤ i ≤ q

set W ′
yi
∶= NΓ(v;Wyi

), and possibly add some arbitrary vertices of Wyi
to W ′

yi
until |W ′

yi
| ≥ p|Wyi

|. For

all y ∉ N+(x) with y > x set W ′
y ∶= Wy. Then by induction, the number of copies of H≥x+1 in Γ with y

mapped to W ′
y for each y is at most (4p)e(H

≥x)−q
∏

y>x |W ′
y|. It follows that the number of copies of H≥x

with x mapped to v and y mapped to Wy for each y is at most

(4p)e(H
≥x)−q

( ∏
1≤i≤q

min
{

p|Wyi
|, degΓ(v;Wyi

)
}) ∏

y>x,y∉N+(x)

|Wy|. (A.5)

We next partition Wx as follows. Given 𝜶 ∈ [0, ⌊log p−1⌋]q with integer entries, we let B𝜶 be the

set of vertices v ∈ Wx such that for each 1 ≤ i ≤ q, either 𝛼i = 0 and we have degΓ(v,Wyi
) ≤ 2p|Wyi

|,
or 𝛼i > 0 and we have

2𝛼i p|Wyi
| < degΓ(v,Wyi

) ≤ 2𝛼i+1p|Wyi
|.

Note that this is a partition because 2⌊log p−1⌋+1p > 1.

Using |B0| ≤ |Wx| and (A.5) with degΓ(v;Wyi
) ≤ 2p|Wyi

| for each i, we can immediately bound the

number of copies of H≥x in Γ with x mapped to B0 and y mapped to Wy for each y > x from above by

|Wx|(4p)e(H
≥x)−q(2p)q

∏
y>x

|Wy| ≤ 1

2
(4p)e(H

≥x)
∏

x≤y≤m

|Wy|. (A.6)

It remains to establish an analogous bound for the sets B𝜶 with 𝜶 ≠ 0. For this we use the jum-

bledness of Γ. Given 𝜶 and some 1 ≤ i ≤ q such that 𝛼i ≠ 0, we have e
(
B𝜶 ,Wyi

)
≥ 2𝛼i p|B𝜶||Wyi

|, and

since 𝛼i ≥ 1 it follows that

e
(
B𝜶 ,Wyi

)
− p||B𝜶

||||Wyi

|| ≥ 1

2
⋅ 2𝛼i p|B𝜶||Wyi

|.

Since
(
Vx,Vyi

)
is
(
p, 𝛽

√|Vx||Vyi
|)-bijumbled, this implies

1

2
⋅ 2𝛼i p|B𝜶||Wyi

| ≤ 𝛽

√
|Vx||Vyi

|
√

|B𝜶||Wyi
|.

Rearranging this we obtain

|B𝜶| ≤
4𝛽2|Vx||Vyi

|
22𝛼i p2|Wyi

| .

Since this holds for each i with 𝛼i > 0, using (A.5) with degΓ(v;Wyi
) ≤ 2𝛼i+1p|Wyi

| for each i, the

number of 𝜙-partite copies of H≥x in Γ with x in B𝜶 and y ∈ Wy for each y > x is at most

(
min

i∶𝛼i>0

4𝛽2|Vx||Vyi
|

22𝛼i p2|Wyi
|
)
(4p)e(H

≥x)−q
( q∏

i=1

2𝛼i+1p
)∏

y>x

|Wy|



ALLEN ET AL. 33

≤

(
min

i∶𝛼i>0

4𝛽2|Vx||Vyi
|

22𝛼i p2|Wyi
|
)( q∏

i=1

2𝛼i+1
)

4−q(4p)e(H
≥x)

∏
y>x

|Wy|.

Since |Wyi
| ≥ 𝜀p

|N<x(yi)||Vyi
| this is at most

2𝛼1+···+𝛼q

maxi∶𝛼i>0 22𝛼i p|N<x(yi)| ⋅ 4𝛽2𝜀−1|Vx|p−22q
⋅ 4−q(4p)e(H

≥x)
∏
y>x

|Wy|.

By Lemma 26, with bi = |N<x(yi)| for each 1 ≤ i ≤ q, letting C = max
q

i=1
(bi + i), the sum of these

terms over all B𝜶 with 𝜶 ≠ 0 is at most

(50q)qp1−C
⋅ 4𝛽2𝜀−1|Vx|p−2(4p)e(H

≥x)
∏
y>x

|Wy|.

We have |Vx| ≤ 𝜀−1p−|N−(x)||Wx|, and C + |N−(x)| ≤ d̃(H) by definition, so this is bounded above by

4𝛽2𝜀−2(50q)qp−1−d̃(H)(4p)e(H
≥x)

∏
x≤y≤m

|Wy| ≤ 1

2
(4p)e(H

≥x)
∏

x≤y≤m

|Wy| ,

where the inequality is by choice of 𝛽. Together with (A.6) we obtain the claimed upper bound. ▪


