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ABSTRACT

The purpose of this thesis is to consider the following phenomena in Korean,
within the framework of the minimalist program (Chomsky 1995): (i) the movement
of non-restrictive adnominal modifiers, (ii) topicalization, and (iii) Double Nominative
Constructions (DNCs).

First of all, following in essence Cinque (1992), I propose that there is a
functional category, Agreement Phrase (AgrP) whose specifier position is occupied by
the pre-nominal modifiers. I argue for the existence of non-restrictive adnominal
modifiers (Relative Clauses (RCs) and pre-nominal adjectives) which move overtly out
of the scope of the Determiner in head-final languages like Korean. I claim that the RC
or the attributive adjective 1s base-generated in [Spec,AgrP] due to agreement features
(honorific and plural in the case of Korean and Japanese). A restrictive adnominal

modifier remains 1n [Spec,AgrP] due to a FOCUS feature. A non-restrictive modifier,
having a NON-FOCUS feature moves to [Spec,DP] whose head D’ has a NON-

FOCUS feature, to check its NON-FOCUS feature.

Secondly, I attempt to unify two contradictory accounts (non-movement or

movement) 1n topicalization in Korean within the minimalist program (Chomsky
1995).

Thirdly, 1t 1s my argument that, following much of the literature on this topic,
there are three kinds of DNCs in Korean and that the three types of double
nominative constructions are derived from a single underlying construction, 1.e. the
locative construction. The first NP marked Nominative moves to [Spec,AgrsP], to
check its Case feature by the corresponding Case feature in the head of Agrs, while

the second NP in DNCs, which originates as the object of the verb, remains inside



VP and has its inherent case feature checked by the verb without moving. In
addition, I show that the derivation in the DNCs is the same as that found in English
Genitive, Existential and Locative sentences. In connection with DNCs, I claim that
in Double Accusative Constructions (DACSs) the first NP and the second NP are
base-generated independently in different positions from each other, just like in

DNCs, but that the second NP in DACs 1s structurally case-marked in

[Spec,AgroP], unlike the second NP in DNCs.
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ABBREVIATIONS

The following abbreviations are used in the glosses of the language data.

AccC
Ad)
AM
App
Cl
Co
Comp
Dat
Det
Dec
Dem
Fem
Fut
Gen
Hon

Impt
L.oc
Masc
Mod
Neg
Nom

Num
Numb

Obl
Pert

Pl

Prog
Prst

Pst
Psv

Rep

Sus
Top

Accusative
Adjective

Adnominal Moditying / Adnominal modifying Marker

Apparent
Classifier
Copular

Complementizer

Dative
Determiner
Declarative

Demonstrative

Feminine
Future
Genitive
Honorific
Imperative

Impertfective

Locative
Masculine
Modal
Negative
Nominative
Numeral
Number
Oblique
Perfective
Plural
Progressive
Present
Past
Passive
Question
Reportive
Singular
Suspicion
Topic
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CHAPTER 1

INTRODUCTION

1.1. Outline of the Thesis

My purpose in this thesis is to explore movements within DP, topicalization,
and case-marking in Double Nominative Constructions (DNCs) in Korean, in terms

of feature-checking within the framework of the minimalist program (Chomsky

1995).

The general assumption 1n the thesis is that movement should obey Last Resort.
First of all, it 1s my contention that the external subject (genitive) argument in
nominal constructions moves to the pre-determiner position, [Spec,DP], to check its
genitive case feature. Furthermore the head N° itself in Numeral-Classifier (Num-Cl)
constructions moves to D’ due to its specific feature.

Secondly, I argue that there exists a distinction 1n word order and interpretation
between the Restrictive Adnominal Modifier (RAM) and the Non-restrictive
Adnominal Modifier (NAM) in both English and Korean. The NAM 1 both
languages has the same underlying word order as the RAM, but only the NAM gets
out of its original position and moves to the pre-determiner position. The movement

of the NAM to the pre-determiner position is done in overt syntax in Korean but in

LF in English.

14



Thirdly, I propose that the RAM has a FOCUS feature while the NAM has a
NON-FOCUS feature, and that the movement of the NAM to the pre-determiner

position 1s due to the NON-FOCUS feature.

Fourthly, I claim that a topic in Korean may be inserted into [Spec,MP] directly
from the lexicon by ‘Merge’, or be moved from its base-generated position inside
VP to [Spec,MP] by ‘Move’.

Finally, 1t 1s my argument that there are three kinds of DNCs in Korean, and
that the three types of DNCs are derived from a single underlying construction, i.e.
the locative construction. The first NP marked Nominative moves to [Spec,AgrsP],
to check its case feature by a corresponding case feature borne by the verb adjoined
to the head of AgrsP (in Korean the verb is covertly adjoined to Agrs through
Agro). The second NP in DNCs originates as the object of the verb, remaining
inside VP, and due to its inherent case feature does not move. In addition, 1 show
that the derivation 1in the DNCs is the same as that found in English Genitive,

Existential and Locative sentences.

The thesis is organised as follows. The rest of this chapter reviews the
theoretical background, namely, the minimalist program of Chomsky (19935). In
Chapter 2, I discuss the structure of the Korean DP and the movements within it. In
Sections 2.1 and 2.2, I adopt the idea that there 1s an intermediate functional
category called AgrP (or AGRP) between DP and NP. I argue that the honorific and
plural feature agreement between adnominal modifiers (such as pre-nominal
adjectives and RCs) and their head nominal takes place in AgrP. The moditiers

appear in [Spec,AgrP], checking their agreement features against the corresponding
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features borne by the noun head adjoined to the head of AgrP. Sections 2.3 and 2.4

are concerned with the movements within DP.

Chapter 3 is devoted to some discussions of RRCs and NRCs, including
Internally Headed Relative Clauses (IHRCs). Based on Jaggar’s (1997) claim that
the restrictive RC has a FOCUS form of INFL and the non-restrictive RC has a
NON-FOCUS form in Hausa, an Afroasiatic language, I suggest that the RRC has a
FOCUS feature, and the NRC has a NON-FOCUS feature, respectively. I propose
that the movement of the NRC to the pre-determiner position from its original
position 1s due to the NON-FOCUS fteature. The movement of the NRC to
[Spec,DP] takes place in overt syntax in Korean and in LF in English. This
movement 1S accounted for in terms of the feature-checking assumed in Chomsky
(1995).

Chapter 4 examines topicalization with reference to English topicalization 1n
terms of Move and Merge (feature-checking).

Chapter 5 is concerned with the Double Nominative Constructions (DNCs) 1n
Korean. In this Chapter, I argue that these DNCs are derived from the locative
construction, showing that the derivation in Korean DNC:s is the same as that found
in English Genitive, Existential and Locative sentences. With respect to case-
marking in DNCs, I propose that the first NP marked nominative derives from the
locative position and moves into [Spec,AgrsP] to check its nominative case feature,

and the second NP marked nominative remains within VP due to 1ts inherent Case.
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1.2. The Minimalist Program
1.2.1. Background

In this Section, I discuss the theoretical background to my thesis, the minimalist
program (MP) (Chomsky 1995)

In Government-Binding (GB) theories (Chomsky 1981, 1986a and references
cited there), operations such as Move-oo can apply freely. Ungrammatical
derivations are ruled out by conditions that apply at D- and S-Structure and at LF
and PF. Two of the major changes in the minimalist program (Chomsky 1995) are
these: (1) constituents do not move freely but move only under Last Resort, and (ii)

the mimimalist program recognises only two interface levels of representation- LF

and PF.

These changes lead to simplification of the grammar by eliminating D- and S-
Structure and the principles that might have applied at these levels. Indeed, the four
levels of representation are reduced to two interface levels, LF and PF, which are
linked to grammar-external systems, Conceptual-Intentional (C-I1) and Articulatory-
Perceptual (A-P), respectively. The computational system projects lexical items

from the lexicon onto X-bar trees in compliance with the X-bar theory, and carries

out the operation, Move-q, until SPELL-OUT, from which the derivations of the

PF and LF- representations diverge. This means that the interface levels LF and PF

are derivationally' derived. SPELL-OUT is not a syntactic level of representation,

and the operation, Move-«, may continue after SPELL-OUT, as illustrated 1in (1).

' Contrary to Chomsky (1995), Brody (1995, pp. 20-21) argues that the interface level LF is
not derivational but representational, and Johnson and Lappin (1997) have reservations
about Chomsky (1995), arguing that the economy-based model of the MP can be replaced

with a local model like constraint-based grammar.
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(1) Move-ot Move-o.
Lexicon — , SPELL-OUT—— |, LF ... (C-I)

PF

(A-P)

1.2.2. Elimination of D- and S- Structure
1.2.2.1. Elimination of D-Structure

Some principles of UG such as the Projection Principle and the Theta-Criterion
apply at D-Structure. Some other principles of UG, like Binding theory, Case
theory, etc., apply at S-Structure. If D-Structure and S-Structure are eliminated
from UG, all the principles applying at these two levels must be captured at the two
interface levels LF and PF or in other ways. Let us turn to how those effects and
explanations applying at the two internal interface levels can be accommodated into
the minimalist program.

Chomsky (1995) raises some questions concerning the postulation of D-

Structure by presenting an adjectival construction like (2). The example in (2) is

reproduced from Chomsky (19935, p. 188).

(2) a. 1S easy to please ----- D-Structure

i

b. John is easy [cp Op; [ PRO to please t;]] ----- S-Structure

18




T'he problem is that John in (2b) must be inserted after D-Structure. According to
the Theta-Criterion, the matrix subject position in (2) is a non-theta position and
theretore no argument can be inserted into the subject position at D-Structure. As

Chomsky (1981) proposes, the only possible way is that John is inserted during the

course of the derivation and assigned its theta-role only at LF. However, this

proposal violates the idea that all lexical items must be inserted at D-Structure by
definition. Since the assumption of D-Structure does not explain examples hike (2),

Chomsky (1995) is led to do away with D-Structure.

1.2.2.2. Elimination of S-Structure
In the GB framework, Case theory® and Binding theory are assumed to apply at
S-Structure. However, in the minimalist program, which dispenses with S-Structure

as well as D-Structure, Case theory and Binding theory hold at LF.

Consider the example in (3), from Chomsky (1995, p. 205).

(3) John wondered [which picture of himselt]; Bill saw t;

If the Binding theory applies at D-Structure, we cannot explain why John can be the

antecedent of the reflexive himself, since the antecedent Bill 1s closer, as illustrated

in (4):

(4) John wondered [Bill saw which picture of himself]

2 Gee Section 1.2.9. for how Case theory can be accounted for in terms of feature-checking

at LF.
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This supports the view that the Binding Theory must apply at S-Structure.
Let us then turn to the assumption that the binding conditions apply at LF. The
LF representation of (5) will be (6). In multiple wh-questions the wh-phrase

remaining 1n situ must move into [Spec,CP] in LF (e.g. which picture of himself in

(5) adjoins to who at LF as in (6)). The examples in (5) and (6) are reproduced from

Chomsky (1995, p. 205).

(5) John wondered who saw which picture of himself ----- S-Structure

(6) John wondered [[which picture of himself]; who; [t; saw t;]] ----- LF

In (5) himself is bound by who. However, if the binding theory holds at LF, the

reflexive himself is incorrectly predicted to be bound by John, the subject of the

matrix clause. To avoid the unwanted result, we have to say once again that the

Binding Theory must apply at S-Structure.

However, the following example poses a problem for the argument that the

Binding Theory must apply at S-Structure. The example in (7) comes from Cook

and Newson (1997).

(7) [which picture of himself]; did Jane say Peter lost t; ----- S-Structure

The antecedent of himself is Peter the subject of the embedded clause. However, at

S-Structure we cannot explain how the reflexive himself can be bound by Peter

which does not c-command it. The example in (7) seems to be a counter example to
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the argument that Binding Theory must hold at S-Structure. The postulation of
reconstruction resolves this situation. The notion of reconstruction should be

understood within the Copying Theory of Movement assumed in Chomsky (1995).
In the minimalist theory, movement is explained in terms of copying theory. If an

element moves somewhere, it leaves behind an identical copy, as illustrated in (8)

(example from Chomsky (1995, p.202)).

(8) a. Did John live [1n which house]

b. [ 1n which house ] did John live [in which house ]

The copied element in the original position in which house is deleted (or invisible) in

PF but visible 1in LF.

Let us consider how the theory of reconstruction’ works in the minimalist
program (Chomsky 1995, 202-212). In a pied-piping wh-construction like (8), for
convergence at LF, only the wh-material can appear in [Spec,CP]; the remaining
non-wh-material should therefore be present 1n its original position. In other words,
under the copying theory, non-wh-material in [Spec,CP] 1s deleted and only the wh-
element remains; non-wh-material appears in the original position where the wh-
phrase deletes. Chomsky (1995, p.202) argues that then the LF structure for (3b) 1s

as in (9).

3 Traditional reconstruction without the copying theory of movement requires the whole wh-
phrase to be put back in its original position and only the wh-word to move again to a wh-

position (Spec,CP) at LF; whence the name of ‘reconstruction’.
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(9) [cp [ wh-X ] did [ip John live [in X house ]]]

Let us extend reconstruction to the sentence in (10) (from Chomsky 1995, p. 206),

whose structure is (11) under the copying theory.

(10) John; wondered [which picture of himself/; ], [Bill; took t] ?

(11) John wondered [which picture of himself] Bill took [which picture of himself]

If the LF structure for (10) 1s (12), Bill and himself are coreferential.

(12) John wondered [cp [wh-X] [ip Bill; took [ X picture of himself;]]]

In contrast, if the LF structure is (13), John and himself are coreferential.

(13) John wondered [cp [Wh-X, X= picture of himself] [;p Bill took X]]]

Given the copying theory of movement and reconstruction which are assumed

in Chomsky (1995, p.200-212), the LF structure for (7) will then be as in (14)

below:

(14) [which x [Jane said Peter lost [x picture of himself]]]

Peter in the embedded clause can bind its reflexive himself, as desired. This LE

reconstruction operation together with the copying theory of movement therefore
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rescues an example like (7) for Binding Theory. If Binding Theory applies at S-

Structure as in the case of (7), we cannot account for why Peter can be the

antecedent for the reflexive himself. This implies that Binding Theory applies at LF.
A contradiction now arises: an example like (5) supports the conclusion that
Binding Theory must apply at S-Structure while an example like (7) suggests that
Binding Theory must apply at LF. As a way out of this dilemma, Chomsky (1995)
assumes a different LF structure for (5): the legitimate LF structure for (5) is not the

one given 1n (6) but the following in (15) (example from Cook and Newson (1997)).

(15) John wondered [which; [who; [t; liked [t; picture of himself]]]]

This analysis 1s possible under the view of reconstruction discussed above, requiring

only wh-elements like which and not the whole wh-phrase like which picture of

himself to be present in [Spec,CP]; the rest of the wh-phrase, 1.e. the non-wh

material picture of himself is in its original position, as illustrated in (15). The LF

structure assumed in (15) shows that the reflexive himself cannot be bound, as

wanted, by John.

If this analysis is adopted, Binding Theory can hold at LF and the argument that

Binding Theory must apply at S-Structure can be eliminated.

In summary, D-Structure and S-Structure can be eliminated from the grammar

in accordance with the proposals of minimalism.
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1.2.3. Economy Principle

In GB theory, a lot of theories or principles such as Case Theory, Binding
Theory, Government Theory, Theta theory, Control Theory, Empty Category
Principle (ECP), Extended Projection Principle (EPP), etc. are introduced to
account tor the observed data. However, the Minimalist Program (Chomsky 1995)
attempts to reduce most principles to a Principle of Economy, which requires the
operation of grammar to be as economical as possible. This Economy Principle
applies to both representation and derivation (Chomsky 1995, p.27).

For representations, the Economy Principle reduces to Full Interpretation,
which states that there can be no superfluous symbols in representations. For

derivation, 1t 1s interpreted essentially in terms of Last Resort which states that there

can be no superfluous steps in derivations (Chomsky 1995, p. 27-28).

1.2.3.1. Full Interpretation

Full Interpretation (FI) applies at the interface levels LF and PF. According to
FI (Chomsky 1995), the interface representations may contain no symbol that 1s not
interpretable for the C-I and A-P systems at LF and PF respectively.
Morphosyntactic features such as “Case-"(Nom, Acc,...) are not externally

interpretable symbols, and hence they cannot appear m well-formed interface

representations by the FI principle.

(16) Full Interpretation

Every element at LF and PF must be a legitimate object for interpretation and

properly 1nterpreted.
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Let us consider how the economy principle FI works in a sentence like (17)°.

(17) * There seems to [a strange lady] that it is raining outside

In (17) a strange lady has its case properties satisfied internally to PP; so it is not

permitted to raise. At LF the case feature on the matrix I, which cannot be checked

by there, still remains, violating the FI and resulting in an ungrammatical

representation.

1.2.3.2. Greed and Last Resort

From the viewpoint of an element o which is to move, Last Resort can be

stated in the form of Greed (Chomsky 1995, p. 261), as in (18):

(18) Move-a. applies to an element 3 only if morphological properties of [3 itself are

not otherwise satisfied in the derivation.

In other words, o moves only to satisfy its own morphological needs, and 1n
this sense the movement is a last resort; the movement should not therefore be done

for the benefit of the target K. Let us consider how Greed works.

(19) * Seems to [a strange lady] that 1t 1s raining outside’

4 This example comes from Manzini’s 1995-1996 Winter lecture, at UCL.

5 The example in (19) comes from Manzini 1995-1996 Winter lecture, at UCL.
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In (19) the matrix I has a DP-feature (Case) to check, but a strange lady whose case

feature 1s checked by that of the preposition P cannot raise to [Spec,IP] to satisfy

the Case feature of I because movement of a strange lady would satisfy the needs of

[ but not of the DP itself, violating Greed.

In contrast, from the viewpoint of a target K, which Chomsky (1995, Chapter

4) takes, Last Resort 1s expressed in terms of the feature-checking of a target K

rather than Greed of an element o: movement of an element o takes place because
of the feature-checking needs not of an element o but of its target K. A target K
attracts an element o to check off the morphological features of K with the

corresponding features of o. For instance, the sentence (19) results 1n an
ungrammatical derivation since the Case feature of the target I in (19) above

remains unchecked.

1.2.3.3. Shortest Link, Fewest Steps, and Procrastinate
Intuitively, the basic Principle of Economy amounts to saying that human
beings want to achieve a maximum of effects at a minimum of effort. Thus,

movement is allowed only when the derivation would otherwise crash. Any
derivation involving unnecessary or superfluous movements violates the Economy

Principle. According to M.-G. Yoon (1996), the same general notion of derivational

Economy also encompasses the following subprinciples:

(20) Economy

a. Shortest Link: A derivation with a longer link is blocked.
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b. Fewest Steps: A derivation with more than the minimal steps is blocked.

C. Procrastinate: Wait as long as possible. LF-movement is cheaper than overt

movement.

The principle of Shortest Link (which equals Minimal Link Condition (MLC))
explains some examples which are accounted for in terms of Rizzi’s (1990)
Relativized Minimality or theories such as the Head Movement Constraint® (HMC),

and the Superiority condition. The following example is one showing Head

Movement.

(21) d. [Cp ShOUldi [Ip John [Vp {; [vp have [vp done i1t ‘7]]]]]

r |
b. * [CP Havei [Ip John [VP ShOUId [vp T [Vp done it r)]]]]]

The movement of Should 1n (21a) involves a shorter link (should, t) than that of

Have as in (21b) (Have,t).

The principle can also account for why the superiority violation example in

(22b) 1s ungrammatical.

(22) d. [Cp WhO,‘ [Ip {; loves whom ‘7]]

b. * [cp Whom; does [ip who lovest; 7 ]]

r |

sy

6 With respect to constraints on movement and locality, see also Manzini (1992, 1994a).
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According to the Shortest Link Principle, the Link (who, t) in (22a) is shorter than

the Link (whom, t) in (22b). The condition that a wh-phrase cannot cross another

wh-phrase may be explained in terms of the Shortest Link Principle.
The Shortest Link Principle and the Fewest Steps Principle have the effect of
explaining Superraising, since the movement of it to [Spec,IP3] in (23) 1s shorter

than that of John (see the movement of John 1n (24) satisties the Shortest Link

Principle):

(23) * [z John; appears [ip; it is likely [1p; t; to leave ]]]

r

X

(24) [p John; appears [ip t; to leave]]

However, suppose that John in (23) first moves to the current position through
[Spec,IP2] before it is inserted. This movement does not violate the Shortest Link
Principle. Nevertheless, the sentence in (23) is still ungrammatical. Based on
Chomsky (1995), M.-G. Yoon (1996) explains the ungrammaticality of (23) 1n

terms of the Fewest Steps Principle. If John moves to [Spec,IP3] through

[Spec,IP2], satisfying the Shortest Link Principle, and 1t 1s inserted after the

movement of John, this operation involves two steps: the movement of John 1s one

step, and the insertion of it is another step. Therefore, the movement of John and

the insertion of it into the position where John stops violates the Principle of Fewest

Steps.

28



Notice at this point that the Principles of Shortest Link and the Principle of

Fewest Steps contradict each other. Let us consider the example in (25).

(25)  [ip2 John; appears [ip; t; to be killed t;; by someone]

NIOVG-(X NIOVC-(X
NIOV@-(X

If we assume that John moves to [Spec,IP2] through [Spec,IP1] producing two

links (John,t;) and (t,,t;), this operation satisfies the Shortest Link Principle but

violates the Fewest Steps since it produces two steps (two movements). To avoid
this contradiction, Chomsky (19935) says that one step may consist of more than one
application of Move-a.. In particular, Chomsky (1995) defines an operation of

‘Form-Chain’ according to which the movement of John from the object position to

[Spec,IP2] through [Spec,IP1] produces a single step (John,t,,t;) rather than the

two steps ((John,t;) and (t5,t;)). This is possible under the assumption that one step

may consist of more than one application of Move-o. Thus the introduction of
Form-Chain satisfies the Principle of Fewest Steps as well as the Principle of

Shortest Links.

Now the examples which were accounted for under HMC, Superiority and

Superraising can be explained in terms of Economy.
The Principle of Procrastinate is also crucial in explaining word order variation
among languages. For instance, Chomsky (1995) accounts for the variation 1n terms

of weak and strong features associated with its functional projections. That 1s, V-
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features of I in English are weak, while in French they are strong’. The strong
features must be checked and deleted, forcing movement of the Verb. If so, the

French verb in (26b) moves in overt syntax, while the English verb in (26a) does not

move overtly:

(26) a. John __often [vp lost his mind ] ---- English

b. Jean perdit; souvent [vp t; la téte ] ----- French

The difference between English and French in word order however also requires the

Procrastinate Principle. The movement of lost in English is constrained by the

Procrastinate Principle which delays a syntactic operation as much as possible.
The difference between English and Korean with respect to wh-movement can
also be explained in terms of Procrastinate. The wh-phrase in English-type

languages overtly moves into [Spec,CP] while the wh-movement in Korean (or

Japanese)-type languages 1s done covertly in LF, as in (27):

(27) a. [cp Who; [ did [;p John meet t; ? |]]
0 |
b.[cp __ [p John-i nuwkwu-lul manna-ss-n1 ? ]]]

I Nom lwho-Acc meet-Pst-Q

‘Who did John met 7’

In the view of Chomsky (1995), the Wh-feature of C in English is strong, requiring

a wh-phrase to raise to CP, while that of C in Korean is weak, preventing the wh-

phrase from raising to [Spec,CP] by Procrastinate.

——

7 See also 1.2.10 for discussion of strong and weak features.
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1.2.4. Definition of Checking Configuration

Unlike in GB theory, the relation of “government” plays no role in the
minmimalist program. Under the government-binding theory for Case-assignment, a
DP receives a Case feature from a head bearing this Case feature under government
during the course of the derivation. Under the mimimalist program, however, a DP
already bearing a Case feature in the lexicon must be checked during the course of
the derivation against a corresponding feature borne by another element within a

prescribed local “checking” configuration.

Let us consider the definition of checking configuration by considering the

structure in (28) which is reproduced from Chomsky (1995, p. 177).

(238)

XP,
UP/\XP2
Z]I/\X’

N
WP ZP, | YP
H X5

Chomsky (1995) says that XP, ZP, and X 1n (28) each consists of a higher and
lower segment, indicated by numbers 1 and 2 subscripted. Furthermore, Chomsky

(1995, pp.177-178) assumes notions such as ‘dominate,” ‘contain,” ‘domain’, etc. 1n

(29), and ‘reflexively dominate’ 1in (30).

(29) a. The category o dominates B if every segment of o dominates .
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b. The category o contains f if some segment of o dominates f.
C. T'he domain of a head o is the set of nodes contained in the maximal

projection of o that are distinct from and do not contain o thus the
domain of X in (28) is {UP, ZP, WP, YP, and H}.
d. The complement domain of a. is the subset of the domain reflexively

dominated by the complement of o; the complement domain of X in
(28) 1s { YP}.

e. The remainder (residue) of o is its domain minus the complement domain of
o; the residue of X 1n (28) is {ZP, UP, WP, H}

t. The minimal § (set) (S= domain, complement domain, residue ) is the

smallest subset K of S such that for any vy € S, some B € K reflexively

dominates Y.

(30) a. o

PN
3 Y

b. oo dominates J3, .

c. o reflexively dominates o, P, Y.

According to the definition of domination expressed in (29a), in the structure (23),

XP consisting of two-segment categories XP; and XP, dominates ZP, WP, X", and
whatever they dominate. According to (29b), XP contains UP and whatever UP
dominates, while ZP contains WP. But XP and ZP do not dominate UP and WP.
The two-segment X consisting of X; and X, contains H but does not dominate it.

Concerning the notion of minimal domain, Chomsky (1995, p. 178) says:
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“The minimal domain of X in (28) is { UP, ZP, WP, YP, H}. The minimal complement
domain of X is YP and its minimal residue is {UP, ZP, WP, H}. The minimal domain
of H 1s {UP, ZP, WP, YP}; its minimal complement domain is YP: and its minimal
residue 1s {UP, ZP, WP}. The minimal complement domain of X is called its internal

domain, and the minimal residue of X its checking domain.”

Before extending the notions considered so far to a nontrivial chain (CH) with

n> 1 (o 18 a zero-level category) in CH= (o, ..., 0,), where we limit our attention
to the case of n=2, let us first consider the notion of Larson’s (1988) VP-Shell.
In analysing the double object structure, Larson (1988) proposes a VP-shell

structure, according to which a sentence like (31) will have a Structure like (32).

(31) Peter put the book on the desk

(32) VP

VP
the book V’

/\Tp

pL!t on the desk

The verb put is assumed to move to the small v position by substitution or

adjunction, forming the chain (put, t).
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Chomsky (1995, pp. 179-180) prefers adjunction movement over substitution

movement 1n relation to verb movement. Then the structure for (31) will be (33).

(33) VP

N

NP, L’

N
Peter v, VP
N T

put v, NP, V’

2N\

the book V PP

AN

put on the desk

The verb put is supposed to adjoin to the empty small v position, forming the chain

(put, t). The notion of domain of the chain is then defined as follows (Chomsky

19935, p. 180):

(34) a. The domain of the chain (0,...,0,) 1S the set of nodes contained in the
maximal projection ot ¢ that are distinct from and do not contain o.
b. The complement domain of the chain (&,..., @) 1S the subset of the domain
of the chain(oy,..., 04) reflexively dominated by the complement of o;.
c. The remainder (residue) of the chain (0,..., 04) 1s 1ts domain of the chain

(0y,..., Op) mMinus the complement domain of «;.

According to the definition of the domain of chain in (34) and the notion of the

minimal domain, the minimal domain of the chain (put, t) in (33) 1s {NP;, NP,, PP};
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the internal domain of the chain (put, t) is {NP,, PP}: the checking domain of the

Chain is then {NP,}.
With this background, let us consider the movement of the object to

[Spec,AgroP] in the structure (35), which is motivated in covert syntax in English

by reason of case checking:

S
Spec Agry’
Agl'o VP

Spec; \'A

/\
\ NP

If the verb V moves to Agrp by adjunction, the chain (V, t) is formed. Then,
according to the notion of the minimal domain ot the chain, the minimal domain of
the chain (V, t) in (35) 1s {Specl, Spec2, NP}. The movement of the object to
[Spec,AgroP] in LF apparently violates the Shortest Link Principle or MLC®
requiring the object NP to move to the closest position which 1s [Spec,VP] rather
than [Spec,AgroP]. To rescue movement of object to [Spec,AgroP], Chomsky

(1995) introduces the notion of equidistance (Chomsky 1995, p. 184-185).

(36) If o, B are in the same minimal domain, they are equidistant from .

el el

8 Gee also Section 1.2.7. for a detailed discussion of the Minimal Link Condition (MLC).

35



It the verb moves to Agro in (35), the minimal domain of the chain (V,t) 1s {Specl,
Spec2, NP}, as seen above. If so, according to the notion of equidistance, Specl
and Spec2 are equidistant from NP. This means that the object NP can move to

[Spec,AgroP] (Specl), crossing [Spec,VP] (spec2), without violating the Minimal

Link Condition (MLC).

1.2.5. Numeration and Select

After reviewing the concepts of level of representation and Economy, we can
now consider 1n some detail the actual operation of the grammar: Select, Merge,
and Move. Concerning the choice of a lexical item from the lexicon, Chomsky
(1995, p. 225-226) suggests a two-step operation: the first step forms a Numeration
which consists of a set of lexical pairs (LI, i), where LI is a lexical item chosen from
the lexicon and i is its index (the number of times that LI is selected). The second
step is the operation of Select which picks up a lexical item LI from the Numeration,
reducing its index by 1 whenever it is picked up and inserting 1t into the syntactic
derivation.

With respect to the insertion of lexical items into phrase structures, one of the
significant changes in the minimalist program compared to GB theory is that lexical
items are inserted from the lexicon in a fully inflected form. In GB theory the verb 1s
inserted into VP in a bare (uninflected) form and then the inflectional features such
as Tense and Agreement lower to the bare Verb within VP in the case ot English (or
the bare Verb raises to some functional head to receive the inflectional features in
the case of French). However, in the minimalist program, the verb 1s inserted into its

base position within VP with the already fully inflected form; in the case of English
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the fully inflected verb remains in situ in overt syntax and moves up to the head of
AgrP to check its inflectional features in LF, while in the case of French the verb
moves overtly. This leads the grammar to dispense with the unwelcome assumption

that some inflections such as T and Agr may lower to the verb position in the VP in

languages like English.

1.2.6. Merge

In GB theory, phrase structures are fully constructed as a completely built-up

structure (D-Structure) before movement operations start. Chomsky (1981) calls
the completely built-up structure D-Structure. In contrast, in the minimalist
program, Chomsky (1995) suggests that phrase structures are built up piece by
piece as the computation, including crucially movement, proceeds. This suggestion
enables the grammar to eliminate D-Structure. In other words, an operation of
phrase structure build-up (including the operation of choosing lexical items from the
numeration and inserting them into phrase structures) 1s incorporated into the
derivational process. In the minimalist program, the operation of building up phrase
structures 1s called Merge.

Given a pair of syntactic objects (o, ) which are selected from the

Numeration, the operation ‘Merge’ constructs a new syntactic object out of the pair

(o, B) creating a single syntactic object (K). Alternatively, it combines a new lexical
item and a syntactic structure already formed, and ‘Merge’ can also combine two

phrases. With respect to the identity of K, Chomsky (Chomsky 1995, p. 244-246)

Says:
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“Kis either one or the other of q, 3; I exclude the possibilities of the intersection of o
and B, or the union of O and B; if projects, K will be {0, {0, B}}, and 1f B
projects, K will be {3, {c, B}}. The operation Merge (a., B) then is asymmetric,
projecting either o or [3. The element which projects becomes the label of the complex

newly formed. In general, the syntactic object K must be of the form {y, {0, B}},

where 7 identifies the type to which K belongs. v is called the label of K.”

1.2.7. Move

In the earlier versions of the minimalist program, the operation ‘Move-o/’ is

motivated by the morphological features of o i.e. by Greed. Nouns and Verbs are
assigned morphological features when they are chosen from the lexicon. They are
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