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Abstract—In wideband radar, fast moving targets migrate
through range gate during the coherent processing interval. To
preserve coherent integration gain, range gate walk has to be
taken into account. In this paper, we propose a fast algorithm
based on a Keystone-like transform that allows one to perform
such an integration in case of velocity ambiguous radar.

I. INTRODUCTION

H IGH range resolution (HRR) radar systems will provide
accurate measurement of range, target recognition and

resistance to countermeasures [1]. Unlike classical low range
resolution radars, HRR radars require large instantaneous
bandwidth with respect to the carrier frequency. While it pro-
vides finer range cell and thus high range resolution features,
it leads also to the well known range migration phenomenon.
Indeed, moving targets, especially the fast one, may not be
contained into a single range gate but migrate in range during
the coherent processing interval (CPI). Therefore, range gate
walk must be taken into account so as to preserve coherent
integration gain [2].

The problem of range walk has been previously encoun-
tered for synthetic aperture radar (SAR) and inverse SAR
(ISAR) applications. To address it, different methods have
been proposed. Among them, the Keystone transform allows
one to eliminate linear range migration regardless of the target
velocity [3]–[6]. The principle of the transformation has been
initially described in [3]. It consists of a one-dimensional
interpolation of the signal in the fast-frequency/slow-time
domain. More precisely, a slow-time rescaling is designed
to remove cross-coupling terms that account for the range
gate walk. In [4], [5], the authors propose to replace the
interpolation algorithm of the Keystone transform by a method
based on the scaling principle [7] that may be more convenient
from a hardware point of view. In [8], a mapping similar
to the Keystone transform has been proposed in the fast-
frequency/slow-frequency domain to localize moving targets
for ISAR imaging.

Unfortunately, all of these methods assume a non-
ambiguous velocity mode and shall not be used in such case,
e.g., for radar with low pulse repetition frequency (PRF).
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Instead, some authors have proposed to use the Keystone
formatting while applying a correction factor that depends on
the fold factor of the target Doppler [9]–[11]. In [9], [11],
the fold factor is supposed to be known whereas in [10] a
parallel searching scheme is proposed. The main drawbacks of
these methods is the requirement of a high prior knowledge on
the targets velocity and/or the inadequacy for multiple targets
scenario.

In this paper, we propose a new fast algorithm based on a
Keystone-like transform that performs coherent integration for
wideband signals in case of velocity ambiguity. The transform
can be applied independently for single-target or multi-target
scenarios.

The following of the paper is organized as follows. In
section II, the signal model for a wideband target is recalled.
Then, in section III, the principle of the fast coherent in-
tegration is carefully explained. Numerical simulations are
preformed in section IV to assess the performance of our new
algorithm. Conclusions are given in section V.

II. WIDEBAND SIGNAL MODEL

In this section, we recall the signal model of a single point
scatterer for wideband pulse radars [12]–[14]. The model is
developed under the assumption that the range migration is
negligible during the pulse width T but may be significant
during the CPI. Also, a low PRF will be considered so that
the radar is highly ambiguous in velocity but not in range.
Note that, if carefully processed, range migration may allow
one to alleviate the velocity ambiguity, so that the HRR radar
will be neither ambiguous in range nor in velocity.

A. Signal model

1) Received signal: Consider a radar sending a series of
M wideband pulses. The transmitted signal during one CPI is
given by

stx(t) =

M−1∑
m=0

u(t−mTR)ej2πf0t

where u(t) is the complex envelope with bandwidth B, TR
is the pulse repetition interval (PRI) and f0 is the carrier



frequency. The received signal echoed by a single scatterer
can be expressed as

srx(t) = α

M−1∑
m=0

u (t−mTR − τ(t)) ej2πf0[t−τ(t)]

where α is the complex attenuation due to propagation and
τ(t) is the round trip delay. In the following, the radial velocity
v of the target is assumed to be constant over the CPI and much
smaller than the wave propagation velocity c. Thus, the round
trip delay can be considered as a linear function of time, i.e.,

τ(t) = τ0 −
2v

c
t with τ0 =

2R0

c

where R0 is the initial range of the moving scatterer. After
downconversion, the received signal at the mth pulse can be
written as1

srx(t′,m) = α u

(
t′ −

[
τ0 −

2v

c
mTR

])
ej2πf0

2v
c [t′+mTR]

(1)
where t′ = t −mTR is the fast-time and the scatterer range
has been assumed constant during the pulse duration, i.e.,

vT � δR with δR =
c

2B
.

In (1), the term 2vmTR/c induces a translation of the envelope
that may be significant over the CPI, i.e.,

vMTR � δR.

This term accounts for the range migration of moving scatter-
ers. Note also that in (1), the classical phase shift from pulse
to pulse is recovered.

2) Matched filtering: Traditionally, the received signal is
matched filtered with the complex envelope of the transmitted
signal u(t). At the mth pulse, the output of the matched
filtering can be expressed in the fast-time/slow-time domain
as

xftst(t
′,m) = α ej2πf0

2v
c mTR∫

u

(
y − [τ0 −

2v

c
mTR]

)
ej2πf0

2v
c yu∗(y − t′)dy

= α ej2πf0
2v
c mTRej2πf0

2v
c [τ0− 2v

c mTR]∫
U

(
ν − f0

2v

c

)
U∗(ν)ej2πν[t

′−(τ0− 2v
c mTR)]dν

where U(ν) is the Fourier transform of the complex envelope
and the Parseval’s theorem has been used as well as some
standard properties of the Fourier transform. The expected
range of targets velocity ensures both that the phase rotation
due to the quadratic term (2v/c)2 is negligible and that the
following inequality is verified: 2vf0/c� B. Thus, the signal
can be written as

xftst(t
′,m) = α ej2πf0

2v
c mTR∫

|U(ν)|2 ej2πν[t
′−(τ0− 2v

c mTR)]dν (2)

1Constant terms are systematically absorbed into α.

where one can recognize the inverse Fourier transform of the
complex envelope spectrum.

3) Signal model in the fast-frequency/slow-time domain:
According to (2), it appears natural to express the signal in
the fast-frequency/slow-time domain [12]–[15]. Assuming that
the spectrum of u(t) is constant over the interval [0, B[ and
null elsewhere, the Fourier transform of (2) with respect to the
fast-time is given by

xffst(f,m) =

{
α ej2πf0

2v
c mTRe−j2πf[τ0−

2v
c mTR)]

0 if f 6∈ [0, B[.

In a radar receiver, the Fourier transform is rather applied
to discrete samples whose sampling rate is equal to 1/B in
the fast-time dimension. In the following and without loss of
generality, the moving scatterer is assumed to be completely
entailed in the K first range gates. These K range gates define
a low range resolution (LRR) segment that is of interest for
our study. The discrete Fourier transform of the sequence
xftst(k/B,m) for k = 0, . . . ,K − 1 can be approximated by

X ffst(k,m) = α ej2πfd,tme−j2πfr,tkej2πµfd,tmk (3)

where the fast-frequency fr,t and the Doppler frequency fd,t
are respectively given by

fr,t = τ0
B

K
and fd,t = f0

2v

c
TR

and µ = B/(Kf0) is a constant parameter that stands for
the fractional bandwidth per subband. Note that the third
exponential term in (3) accounts for the range migration.

B. Coherent integration

Performing the coherent integration for a signal whose
signatures of interest are given by (3) amounts to derive

S(fr, fd) =

K−1∑
k=0

M−1∑
m=0

X ffst(k,m)e−j2πmfd(1+µk)ej2πkfr

(4)

where
fr is the fast-frequency that spans the interval [0, 1[;
fd is the Doppler-frequency that spans the interval

[−nva/2, nva/2[ where nva ∈ N∗ is the maximum
Doppler ambiguity factor expected for a moving scat-
terer. In other words, if vmax denotes the maximum
velocity expected for a target, nva is the smallest
integer that verifies |vmax| ≤ nva/2× va.

While it allows to preserve the target gain, the sum (4) cannot
be computed by a standard fast algorithm such as a two
dimensional FFT. We present hereafter a method that allows
one to compute rapidly (4).

III. FAST COHERENT INTEGRATION ALGORITHM

First, so as to motivate and comprehend the principle of the
proposed algorithm, the signal model (3) is interpreted in four
dual domains. Then, the fast coherent integration technique
is described in details. Illustrations are given throughout this



TABLE I
SCENARIO PARAMETERS

Waveform
carrier f0 = 10 GHz
bandwidth B = 1 GHz
number of pulses M = 128

Processing
LRR segment K = 128
unfolding factor nva = 6
zero-padding nzp = 4
interpolation cubic spline

Target
velocity v = 18 m/s fd,t = 1.2
initial range cell τ0B = 80 fr,t = 80/K

section for a single moving scatterer. Scenario parameters are
chosen according to an air-to-surface mode as depicted in
Table I. Note that, given the parameters value, the ambiguous
velocity va = cfr/(2f0) is equal to 15 m/s. Useful processing
parameters will be introduced throughout the section.

A. Representation of a target in dual domains

In this section, some insight is given to the target model (3).
First let rewrite (3) as follows (with α = 1)

X ffst(k,m) = ej2πfd,tme−j2πk[fr,t−µfd,tm] (3-1)

= ej2πfd,tm[1+µk]e−j2πfr,tk. (3-2)

Then let consider the four dual domains, i.e., the fast-
time/slow-time, fast-time/slow-frequency, fast-frequency/slow-
time, and fast-frequency/slow-frequency domains2. The mod-
ulus of the target amplitude is represented in these 4 domains
in Fig. 1 and interpreted hereafter. The plots are obtained by
applying standard fast Fourier transform (FFT) and inverse
FFT (IFFT) operations to (3).
(a) According to (3-1), the target is localized in the fast-

time/slow-time domain3 on a line whose equation is given
by

tfast(m) = K [fr,t − µfd,tm] =
R0 − vTRm

δR
.

The target is thus initially located at the range gate R0/δR
and then migrates of vTR/δR range gates from pulse to
pulse (see Fig. 1(a)).

(d) According to (3-2), the target is localized in the fast-
frequency/slow-frequency domain, on a line whose equa-
tion is given by

fna-slow(k) = fd,t(1 + µk) =
2v

c
f0TR +

2v

c

B

K
TRk.

(5)

The target slow-frequency is thus initially equal to the
traditional Doppler frequency fd,t and then changes from
subband to subband with a quantity equal to µfd,t. Note
that the subscript na in (5) refers to the non-aliased slow-
frequency. Indeed, for low PRF radars, velocity ambiguity

2Fast-frequency bins are also denoted by the term subbands in this paper.
3For more convenience the fast-time is expressed as a range gate number.

(a) (b)

(c) (d)

Fig. 1. Modulus of target amplitude. (a) Fast-time/slow-time domain. (b)
Fast-time/slow-frequency domain. (c) Fast-frequency/slow-time domain. (d)
Fast-frequency/slow-frequency domain.

occurs and traditional spectral analysis such as an FFT
lead to an aliased frequency4 (see Fig. 1(d))

fa-slow(k) = fna-slow(k)± 0.5nk (6)

where nk ∈ N is the integer that ensures fa-slow(k) ∈
[−0.5, 0.5[.

(b) In the fast-time/slow-frequency domain, the target re-
sponse is spread over a rectangle having a height of
∆tfast = −vMTR/δR and a width of ∆fna-slow =
2vBTR/c (see Fig. 1(b)). The faster the moving scatterer,
the wider the spreading. Note that this rectangle might be
aliased due to the velocity ambiguity.

(c) In the fast-frequency/slow-time domain, the modulus of
the target amplitude is constant (see Fig. 1(c)).

Hereafter, we present an algorithm to derive (4) rapidly and
show how the target locus is affected at each step of the
method.

B. Details of the fast coherent integration

The whole processing is represented in the flowchart of
Fig. 2. It consists mainly of unfolding the signal spectrum
in the slow-frequency dimension thanks to an upsampling
operation. Then, an inverse-Keystone transform is applied so
as to realign the true target slow-frequency with respect to the
fast-frequency. The method is illustrated in Fig. 3.

1) Upsampling: The first step of the algorithm is an up-
sampling operation. Once the data are obtained in the fast-
frequency/slow-time domain, the slow-time sampling rate is
increased by a factor of nva ∈ N∗. The output of the extender

4Slow-frequency interval will be centered around zero as the target velocity
is a signed quantity.



Fig. 2. Flowchart of the fast algorithm.

(a) (b)

(c) (d)

Fig. 3. Modulus of target amplitude. (a) Fast-frequency/slow-frequency
domain after upsampling. (b) Fast-frequency/slow-frequency domain after
inverse-Keystone mapping. (c) Fast-time/slow-frequency domain after IFFT.
(d) Fast-time/slow-frequency domain after a Keystone transform.

is thus given, for k = 0, . . . ,K−1 and m = 0, . . . ,±nvaM−
1, by

X̄ ffst(k,m) =

{
X ffst(k,

m
nva

) if m = 0 (mod nva)

0 otherwise.
(7)

2) FFT on the slow-time: It is well known that the Fourier
transform of the output (7) is a frequency-scaled version of the
Fourier transform of the input [16]. Hence, using an Mfft-point
FFT algorithm, one obtains for the kth subband

X̄ ffsf(k, fslow) =

M−1∑
m=0

X ffst(k,m)e−j2πmnvafslow

= X ffsf(k, nvafslow) (8)

where fslow ∈ [−0.5, 0.5[ is in the discrete set

fslow ∈
{

0

Mfft
,

1

Mfft
, . . . , 1− 1

Mfft

}
− 0.5. (9)

The orignal spectrum is thus unfolded by a factor nva. As
depicted in Fig. 3(a), the locus of a single scatterer and those

of its pth ghost are described by lines whose equations are
respectively given by

nvafna-slow(k) = fd,t + µfdk

nvafna-slow(k) = fd,t + p+ µfdk with p ∈ Z∗.

3) Inverse-Keystone transform: The next step of the al-
gorithm aims at realigning the target spectrum in the slow-
frequency dimension. To do so, we propose to perform an
inverse-Keystone transform that rescales the slow-frequency
axis regardless of the target features, i.e., at each subband k
the spectrum (8) is derived at the points

(1 + kµ)fslow. (10)

As the frequency axis is dilated, one has to avoid any
extrapolation by discarding the points that do not verify
(1 + kµ)fslow ∈ [−0.5, 0.5[. Interpolated frequency points are
represented in Fig. 4. After the inverse-Keystone mapping, (8)
becomes

X̄ ffsf(k, (1 + kµ)fslow) =

M−1∑
m=0

X ffst(k,m)e−j2πm(1+kµ)nvafslow .

It is essential to note that (10) can be performed via a fast
interpolation algorithm as the linear or the cubic spline inter-
polation methods [17]. Naturally, zero-padding is thus required
while deriving (8) to obtain satisfying results (e.g., a factor of
4 per ambiguity interval). As discussed later, the choice of the
zero-padding factor as well as the interpolation technique is
a compromise between the computational complexity and the
convergence rate.

As depicted in Fig. 3(b), the locus of a single scatterer and
those of its pth ghost are given respectively by

nvafna-slow(k) = fd,t (10a)

nvafna-slow(k) = fd,t +
p

1 + µk
≈ [fd,t + p]− pµk. (10b)

where p ∈ Z∗. Note that the former describe a vertical
line (10a) while the latter can be approximated by a line (10b)
with slope −pµ.

4) IFFT on fast-frequency: The last step of the algorithm
consists of a simple IFFT. As the target spectrum is realigned
in the slow-frequency according to (10a), one only needs to
sum coherently the samples with respect to the fast-frequency
dimension to localize the target in range. The IFFT output is
given by

¯̄X ftsf(fr, fslow) =

K−1∑
k=0

X̄ ffsf(k, (1 + kµ)fslow)ej2πkfr

= S(fr, nvafslow) (11)

with fr ∈ [0, 1[ and where one recognize the sum (4) with
fd = nvafslow. As depicted in Fig. 3(c), the traditional
“butterfly” shape is recovered [15]. The locus of a single
scatterer is a peak located at the position (Kfr,t, fd,t) while
those of its ghosts describe approximately rectangles located
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Fig. 4. Interpolated frequency points for the inverse Keystone transform. (Nu-
merical values of the scenario parameters have been changed for illustrative
purpose.)

at the position (Kfr,t, fd,t + p) and having a height and a
width respectively given by

∆tfast = p(B/f0)M (11a)
∆nvafna-slow = −pB/f0. (11b)

Note that height and width (12) do not depend on the target
features but correspond to those of a target with velocity pva.
Same remark applies to the sidelobes level. Indeed, if there is
only one target in the data, one can show that

|S(fr,t, fd,t)| = KM (11c)

|S(fr,t, fd,t + p)| ≈ K 1

p

f0
B
. (11d)

In other words5, the relative sidelobe level at the pth velocity
ambiguity is equal to 1/p×f0/(MB). This quantity is actually
the inverse of (11a), that stands for the migration—expressed
in cell range—of a scatterer with velocity pva during the whole
CPI.

Finally, for comparison purposes, Fig. 3(d) illustrates the
inefficiency of a simple Keystone transform in case of velocity
ambiguity.

IV. PERFORMANCE

Herein we analyse the performance of the new algorithm
described in section III. More precisely, we are interested in
the computational complexity and the convergence rate of the
approximated sum (11).
• Computational complexity of (11) is assessed via the

computational time and is compared to the one required
to derive the exact sum (4). For a fair comparison, the
sum on the subband index k is performed via a K-point
IFFT in both cases.

• Convergence rate of (11) is assessed via the relative
error between the exact sum (4) and the approximated
sum (11).

5(11d) is a coarse approximation.

(a) (b)

Fig. 5. Influence of pulse number M . (a) Computational time. (b) Relative
error of the approximated sum.

To compare precisely (4) and (11), both sums are derived for
the frequency points fd = nvafslow where fslow is described
by (9). We recall that zero-padding is performed while deriv-
ing (8), so that the FFT-point number can be written as

Mfft = nzpnvaM (12)

where nzp stands for the zero-padding factor per velocity
ambiguity. Given (9) and (12), the slow-frequency points of
interest are thus

fd ∈
{

0,
1

nzpM
, . . . , nva −

1

nzpM

}
− nva

2
(13)

Also, we discard in (13) frequency points for which (1 +
(K−1)µ)fslow /∈ [−0.5, 0.5[. Numerical simulations have been
performed with the Matlab software. Note that parameters
of the target have been changed in this section to v = 0
and τ0B = K/2. Otherwise stated, parameters used are
those described in Table I. More precisely, in the following
paragraphs, parameters of interest are varied one at a time.

A. Influence of the pulse number M

According to Fig. 5, the computational time of the pro-
posed algorithm varies slowly with respect to the number of
pulses whereas the time required for an exact sum increases
drastically. Note that the proposed algorithm can be qualified
as “fast” beyond a certain number of pulses (here M ≈ 32).
For a radar scenario, this may be always the case. Finally, the
number of pulses M does not affect greatly the accuracy of
the approximated sum (11).

B. Influence of the unfolding factor nva
The influence of the unfolding factor nva is illustrated in

Fig. 6. The computational time of the proposed algorithm
increases slowly with respect to the unfolding factor whereas
it increases rapidly for the exact sum (4). Also, the accuracy
of our method is barely affected by the unfolding factor. Note
that it is all the more interesting that the range-velocity map
is unfolded.

C. Influence of the zero-padding factor nzp
We study here the influence of the zero-padding factor nzp.

On one hand this factor will improve the interpolation accuracy
thus the convergence of the proposed algorithm; on the other
hand it increases the number of slow-frequency points hence it



(a) (b)

Fig. 6. Influence of the unfolding factor nva. (a) Computational time. (b)
Relative error of the approximated sum.

(a) (b)

Fig. 7. Influence of the zero-padding factor nzp. (a) Computational time. (b)
Relative error of the approximated sum.

will increase the computational time. These trends are clearly
recovered in Fig. 7. However, with our proposed method,
the computational time increases slowly compared with the
computational time needed for an exact sum. Also, the relative
error of (11) decreases very rapidly with respect to nzp. Here
a factor nzp = 4 seems to be a good compromise between
computational complexity and accuracy (i.e., the relative error
is less than 1% and the computational time is about 1.15s).

D. Influence of the interpolation algorithm

Finally, we study the influence of the interpolation algorithm
chosen to perform the inverse-Keystone transform (10). We
recall here that samples used for interpolation are complex data
equally spaced according to (9). More precisely, the sampling
increment is given by 1/Mfft = 1/(nzpnvaM). In the fol-
lowing, we compare performance of the cubic spline method
with the one of the linear interpolation when the sampling
increment is increased via the zero-padding factor nzp. Results
are depicted in Fig. 8. As expected, the accuracy is increased
with the cubic spline method but at the price of a higher
computational complexity. It belongs then to the radar designer
to make a compromise regarding these two aspects.

V. CONCLUSION

In this paper, we have proposed a new fast algorithm
that allows one to integrate coherently migrating targets in
case of velocity ambiguity. The procedure takes into account
linear range migration and is based on an inverse-Keystone
transform. Performance of the method has been studied and
showed that the algorithm is computationally efficient and
accurate. This algorithm could be used directly for detecting

(a) (b)

Fig. 8. Influence of interpolation method. (a) Computational time. (b) Relative
error of the approximated sum.

migrating targets or it could be part of more complex detection
schemes.
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