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Abstract

This thesis has studied spin chains with Lattice supersymmetry. Connections have
been found between Lattice supersymmetry and integrability. In particular, the
construction of lattice supercharge has been incorporated into the construction of
the quantum inverse scattering method. The open XXZ chain Hamiltonian has been
studied, and the construction of the supersymmetric open XXZ chain Hamiltonian
by C.Hagendorf and J.Liénardy has been extended. The integrable open XXZ chain
Hamiltonian with generic boundary matrices has been studied using TQ equations
proposed by W.Yang, R.I.Nepomechie and Y.Zhang, and the integrable open XXZ
chain Hamiltonian with diagonal boundary matrices has been studied using the alge-
braic Bethe ansatz developed by E.K.Sklyanin. For these two types of Hamiltonians,
conditions on the boundary parameters have been found where Hamiltonians will
have a symmetry in their Bethe equations. This symmetry induces a map SBethe,
which shares certain properties with the lattice supercharge SN . An open XXZ
chain Hamiltonian has been found which has symmetry with respect to both SN
and SBethe. This Hamiltonian is denoted as H

(N)
XXZ,diagonal. Using the numerical

method developed by B.McCoy, the action of the map SBethe of H
(N)
XXZ,diagonal has

been calculated, and the result has confirmed numerically that SBethe is proportional
to the lattice supercharge SN . Motivated by this connection, a family of commuta-
tion relations between the lattice supercharge of H

(N)
XXZ,diagonal and sub-matrices of

the monodromy matrix corresponding to H
(N)
XXZ,diagonal have been found and proved

using diagrammatic method. Similar commutation relations have also been obtained
for the open XXZ chain Hamiltonian with anti-diagonal boundary matrices.
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Chapter 1

Introduction

Quantum spin chains are a class of very important models in statistical physics.

They incorporate concepts in diverse areas of mathematics, such as the represen-

tation theory of quantum groups, integrable systems and combinatorics. They can

also be applied to a wide range of phenomena including solid state physics, models of

superconductivity, and non-linear optics. This introduction will give a brief review

of two types of models which are connected to quantum spin chains. The first type

of models is integrable vertex models, and the other type of models is supersym-

metric lattice models. At the end of the introduction, a layout of the thesis will be

presented which will include novel results on how to connect these two models in

the language of the algebraic Bethe ansatz.

The first step towards the solution of the spectral problem of quantum spin

chains was accomplished in [1], which studied the XXX spin chain. This method

is called the coordinate Bethe ansatz. In the context, the word ansatz can be

understood as making certain assumption about the solution, and then carrying out

calculation under this assumption to verify it. In the coordinate Bethe ansatz, the

assumption is about the coefficients of the eigenstates in the coordinate space. The

coefficients involve certain number of parameters which depend on the down spin

in the eigenstate. These parameters are called Bethe roots. The conditions where

the states with these coefficients become eigenstates are called Bethe equations.
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Chapter 1: Introduction

This method has been generalised to the XXZ chain in [2] [3] [4], and to the XYZ

chain in [5] [6] [7] [8] [9]. The connection of vertex models and spin chains was first

pointed out by Lieb for the six-vertex model and the XXZ chain in [10] [11] [12]

[13], and later developed by Baxter for the eight-vertex model and the XYZ chain

in [5] [6]. The method can also be applied to other quantum mechanical systems,

e.g, Heisenberg spin chains, the one-dimensional Bose gas with point interactions

and the massive Thirring model. However, it offers little help for the calculation of

correlation functions of the model. A more transparent version of this method is

developed later in [14] [15] [16] [17] [18] [19] [20]. A comprehensive review can be

found in [21]. This method is called the algebraic Bethe ansatz, and it motivated

the study of quantum groups [22]. Rather than working on the coordinate space,

the eigenstate is assumed to be created from a certain reference state by actions of

a creation operator, and the number of creation operators is related to the number

of down spins in the eigenstate. The parameters in the creation operators are called

the Bethe roots. When the anisotropy parameter of the XXZ chain Hamiltonian

cosh η takes generic values, this method will give all the eigenstates. However,

when η are roots of unity, certain solutions of Bethe equations will lead to the

vanishing of creation operators. In the six-vertex model, the complete algebraic

Bethe ansatz is given in [23] with the help of the sl2 symmetry of the model. The

complete algebraic Bethe ansatz of the eight-vertex model is given in [24]. The

algebraic Bethe ansatz has been generalised to open boundary conditions in [25].

In [26] [27] [28] [29] [30] [31], a special correlation function of the spin-half XXZ

chain named the emptiness formation probability is calculated using the algebraic

Bethe ansatz. The emptiness formation probability of the first m sites has been

expressed in a formula which is closely related to the number of m×m alternating

sign matrices when cosh(η) = −1
2
. Connections with alternating sign matrices also

arise in supersymmetric lattice models. A review article of results on correlation

function can be found in [32].

There are other methods developed for quantum spin chains. The analytic Bethe

ansatz is developed in [33]. In this method, the eigenvalue is written out in a certain
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Chapter 1: Introduction

form involving additional parameters. The properties of the eigenvalue imply cer-

tain conditions on these parameters, and these conditions are Bethe equations. The

eigenstate can not be constructed using this method. The Q-operator and TQ equa-

tions were first developed by Baxter [34] [5] [7] [8] [9] to solve the spectral problem of

the eight-vertex model. This is a model where the standard algebraic Bethe ansatz

is difficult to apply. The Q-operator method relies on the existence of a certain

matrix named the Q-operator which satisfies certain functional relations with the

transfer matrix. These functional relations imply a relation between the eigenvalues

of the transfer matrix and the Q-operator. The eigenvalue of the Q-operator is a

polynomial in the spectral parameter u, and the roots of this polynomial are named

Bethe roots. However, this method can not give the construction of the eigenstates.

A review on TQ equations can be found in [35]. Since then, there has been a lot

of work devoted to the Q-operator and its relation to the representation theory of

quantum groups. In [36] [37] [38], TQ equations of the six-vertex model has been ob-

tained using the q-oscillator representation of Uq(ŝl2). In [39] [40] [41], motivated by

the study of integrable conformal field theory [42] [43] [44], a fundamental functional

relation was obtained also using the representation theory of Uq(ŝl2), and the TQ

equations and fusion hierarchy can also be obtained from this fundamental relation.

The construction of Q-operator in [39] has been generalised in [45] [46]. The vertex

operator approach is developed to calculate the correlation functions, which works

at the thermodynamic limit of spin chains instead of spin chains with finite length.

A review of this approach can be found in [47].

The supersymmetric lattice fermion model M1 was first defined in [48]. This

model is one-dimensional, with a single species of fermions. The Hamiltonian of

this model can be constructed from a lattice supercharge, which is constructed from

the fermion creation and annihilation operators. The fermions satisfy the usual

anti-commutation rule together with the restriction that fermions can not sit on

neighbouring sites. This type of fermions is named hard core fermions. This model

is related to a N = 2 super-conformal field theory with central charge c = 1, and it is

among the first which has an explicit construction in terms of a lattice supercharge.
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Chapter 1: Introduction

The generalised lattice fermion models Mk are defined in [49], where only up to k

consecutive lattice sites maybe occupied. In [50], the map between the M1 model

and the spin-half XXZ spin chain is established. Using this map, it has been shown

that the spin-half XXZ chain at η = 2iπ
3

is supersymmetric. The lattice supercharge

SN of the spin-half XXZ spin chain Hamiltonian can also be derived from the lattice

supercharges of the M1 model. In [51], the XXX chain has been shown to have lattice

supersymmetry. In [52], the XYZ chain has been proven to be supersymmetric on a

one-dimensional parameter space, which includes the spin-half XXZ chain at η = 2iπ
3

as a special case. The supersymmetry is also manifest in the coordinate Bethe ansatz

of the supersymmetric XYZ chain as pairing of Bethe roots [53].

An important feature of both the M1 model and the spin-half XXZ chain at

η = 2iπ
3

is that their ground states exhibit interesting combinatorial properties.

The components of the ground state of the supersymmetric spin-half XXZ chain

are related to the enumeration of alternating sign matrix [54] [55] [56]. Using the

map between the spin-half XXZ chain and the O(1) loop model, the components

of the ground state are related to the enumeration of the fully packed loops. The

connection with the O(1) loop model also enables the use of powerful techniques

such as the quantum Knizhnik-Zamolodchikov equation [57] [58] [59] [60] [61] and

combinatorial methods using dihedral symmetry [62] [63]. The relation between

quantum spin chains and combinatorics can also be extended to higher spin cases.

In [64], the supersymmetric spin-one XXZ chain has been studied. The ground

state of this model also exhibits interesting combinatorial properties, which have

been further studied in [65] [66]. In [67], the supersymmetric spin-half XXZ chain

with open boundary condition has been studied. The ground state of this model has

been used to calculate an entanglement measure called the bipartite fidelity [68].

Since the connection between supersymmetric models and integrable spin chains

has been pointed out in [50], research has been done to understand the relation be-

tween the lattice supersymmetry and integrability. In [69], all homogeneous rational

and trigonometric gl(n|m) spin chains with periodic boundary condition have been
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Chapter 1: Introduction

studied. Using their Bethe equations, the spin chains with lattice supersymmetry

are identified. In [70], the supercharge of the M2 model has been constructed explic-

itly. The supersymmetry of this model can also be implied from the symmetry of

the Bethe equations which will induce a map taking a set of Bethe roots on the spin

chain of length N to another set of Bethe roots with a extra root on the spin chain

of length N − 1. This map can be identified with the lattice supercharge of the M2

model. This thesis will continue this direction of research. Connections will be de-

veloped between the lattice supersymmetry and the integrability of the XXZ chain

with diagonal boundary matrices. Instead of using the coordinate Bethe ansatz as

in [70], the algebraic Bethe ansatz will be used, and the lattice supercharge will be

incorporated into it.

In Chapter 2, the idea of lattice supersymmetry will be introduced, and the

constructions of integrable supersymmetric Hamiltonians for the periodic boundary

condition [52] and the open boundary condition [67] will also be introduced. In Sec-

tion 2.3, the construction of the local supercharge in [67] has been extended, which is

a new result. This extension relies on the use of Maple software to solve polynomial

equations with integer coefficients. The extended supersymmetric Hamiltonian is

equal to the spin-half open XXZ chain Hamiltonian at η = 2iπ
3

. With this connec-

tion, the supersymmetric Hamiltonian can be analysed using the Algebraic Bethe

ansatz and TQ equations, which will be introduced in Chapter 3.

In Chapter 4, the idea of the Bethe ansatz symmetry will be introduced, from

which it follows that there is a pairing of Bethe roots of Hamiltonians with different

sizes. This idea has first been used in [52], and it works when η = 2iπ
3

for both the

periodic and the open boundary conditions. In the periodic case, the Bethe ansatz

symmetry only appears in a special sub-space. The analysis of Bethe equations in

the open case has first been done in this thesis. The analysis is simplified comparing

with the periodic case, since the Bethe ansatz symmetry exists on the whole space.

In general, this symmetry induces an operator SBetheN which takes an eigenstate of

the Hamiltonian of size N with a set of Bethe roots {λ1, . . . , λM}, to an eigenstate of
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Chapter 1: Introduction

the Hamiltonian of size N−1 with a set of Bethe roots {λ1, . . . , λM , (s+ 1
2
)η}, where

s is the spin. Another property of SBetheN is that the two eigenstates connected by

SBetheN have the same eigenvalues with respect to a properly normalised Hamiltonian.

In Section 4.4, a special spin-half open XXZ Hamiltonian with diagonal boundary

matrices is studied; This Hamiltonian will be denoted as H
(N)
XXZ,diagonal, and it has

already been studied in [50] [67]. This Hamiltonian is integrable and has lattice

supersymmetry. The study of this Hamiltonian will offer certain insight into the

relation between the lattice supercharge SN and the operator SBethe, which is new

to the literature.

In Chapter 5, with all the preparation done, the main results of this thesis will be

introduced. The materials in Section 5.2 and Section 5.3 are new to the literature. In

Section 4.4, it has been checked numerically that SN ∝ SBetheN for H
(N)
XXZ,diagonal. This

suggests the algebraic Bethe ansatz and lattice supercharge are related as in [70].

However, this connection does not end here: the following relations have also been

found

SNBN(u) ∝ BN−1(u)SN ,

SNΩN ∝ BN−1(η)ΩN−1,

where u is any complex number and ΩN is the reference state in the algebraic Bethe

ansatz. The large part of Chapter 5 is dedicated to the proof of these relations, and

the exact ratio of the left hand side and right hand side of the above two relations

will be found. These relations gives a certain insight into how lattice supersym-

metry arises in the context of quantum integrability. By using an diagrammatic

argument, it becomes clear that the relation SNBN(u) ∝ BN−1(u)SN is only one

among a family of commutation relations. One of the relations within this family

is SN tN(u) ∝ tN−1(u)SN , which is consistent with the commutativity between the

lattice supercharge SN and the Hamiltonian H
(N)
XXZ,diagonal. The results in Section

5.1 and Section 5.2 can be found in [71]. At the end of this chapter, a Hamiltonian

with anti-diagonal boundary matrices is constructed. This Hamiltonian is exactly

the one studied in [67] at θ = 0 and ρ = 1. It also has both the lattice supersym-
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Chapter 1: Introduction

metry and the map SBethe. Although the algebraic Bethe ansatz does not apply to

this Hamiltonian, relation SN tN(u) ∝ tN−1(u)SN is still true. From this relation, a

family of commutation relations can be derived.

7



Chapter 2

Spin Chain and Lattice

Supersymmetry

In this chapter, quantum spin chains with lattice supersymmetry will be introduced.

Supersymmetric quantum mechanics has been defined in [72]. In the simplest case

the Hamiltonian H is defined as the square of a supercharge Q

H = Q2,

where H and Q are finite hermitian matrices. It is important to notice that the

eigenstates of non-zero energy always come in pairs. Let |φ〉 be any eigenstate with

eigenvalue E, then Q |φ〉 is also an eigenstate with eigenvalue E. This is because

HQ |φ〉 = Q3 |φ〉 = QH |φ〉 = EQ |φ〉 .

The action of Q on the state Q |φ〉 is Q2 |φ〉 = E |φ〉, which is proportional to

|φ〉. Another important fact which can be derived from the form of H is that all

eigenvalues are non-negative. To see this, recall that Q is a finite hermitian matrix,

and the finite-dimensional spectral theorem implies that it is diagonalisable by a

unitary matrix and have real eigenvalues. Hence the eigenvalues of H are square of

the eigenvalues of Q. It also follows that the zero-energy state is annihilated by Q.

8



Chapter 2: Spin Chain and Lattice Supersymmetry

In supersymmetric quantum mechanics, there are two types of eigenstates, they

are called fermions and bosons. The supercharge takes fermions to bosons, and

bosons to fermions. Let a boson with energy E be denoted as |b〉, and define a

fermion as |f〉 = Q|b〉√
E

. The action of Q on them are given by

Q |b〉 =
√
E |f〉 , Q |f〉 =

√
E |b〉 .

When the energy is zero, Q will annihilate both |b〉 and |f〉. A pair consisting of a

boson and fermion with non-zero energy will be called a supersymmetric doublets,

and unpaired bosons and fermions with zero-energy will be called the supersym-

metric singlets. These two types of particles can be distinguished by the operator

(−1)F . The action of (−1)F will be defined as

(−1)F |b〉 = |b〉 , (−1)F |f〉 = − |f〉 .

The trace of the operator (−1)F will be called the Witten index, and will be denoted

as Tr(−1)F . Since all bosons contribute +1 and all fermions contribute −1, the

contribution of supersymmetric doublets to Tr(−1)F is zero. The value of the

Witten index is the difference of the number of zero-energy bosons and zero-energy

fermions.

A necessary condition for the existence of supersymmetry is the existence of zero-

energy states, i.e. supersymmetric singlets. The Witten index is a reliable indicator

of supersymmetry, since it is invariant under small change in parameters of the

model. When the Witten index is non-zero, the supersymmetry is not spontaneously

broken. When it is zero, the supersymmetry may or may not be broken.

The supersymmetric Hamiltonian of the XYZ chain on the lattice has a slightly

different construction. First, the Hilbert space is the direct sum of those of finite

lattices of all lengths. The Hamiltonian is defined individually on every finite lattice,

and the one on the lattice of length N will be denoted as H
(N)
XY Z . Second, the

construction of the Hamiltonian H
(N)
XY Z involves two conjugate supercharges SN :

9



Chapter 2: Spin Chain and Lattice Supersymmetry

V ⊗N → V ⊗N−1 and S†N : V ⊗N−1 → V ⊗N . These supercharges will change the

length of the states, hence this type of supersymmetry on the lattice is often called

the dynamical lattice supersymmetry. Finally, the supercharges are nilpotent, i.e.

SN−1SN = S†N+1S
†
N = 0. The Hamiltonian is defined as

H
(N)
XY Z = SN+1S

†
N+1 + S†NSN .

The nilpotency implies the commutativity of the Hamiltonian and the supercharges.

This is because

SNH
(N)
XY Z = SNSN+1S

†
N+1 + SNS

†
NSN

= SNS
†
NSN + S†N−1SN−1SN = H

(N−1)
XY Z SN .

This commutativity is essential for the existence of features of supersymmetric quan-

tum mechanics such as the pairing of bosons and fermions.

From now on, the word supersymmetry will be abbreviated as SUSY. In Section

2.1, the supersymmetric spin-half XYZ chain of the periodic boundary condition

in [52] will be defined. The properties of this Hamiltonian will be studied. In

Section 2.2, the construction in Section 2.1 will be generalised to the open boundary

condition. This work is due to C.Hagendorf and J.Liénardy [67], and it focuses on

the XXZ chain. In Section 2.3, the results in Section 2.2 will be further generalised.

This work is due to the author.

2.1 Lattice Supersymmetry of Closed Chains

This section will study the spin-half XYZ Hamiltonian

H
(N)
XY Z = −1

2

N∑
j=1

(Jxσ
x
j σ

x
j+1 + Jyσ

y
jσ

y
j+1 + Jzσ

z
jσ

z
j+1) +

N(Jx + Jy + Jz)

2
I, (2.1)

10



Chapter 2: Spin Chain and Lattice Supersymmetry

with periodic boundary conditions, i.e, σαN+i ≡ σαi , and the restriction

JxJy + JyJz + JxJz = 0.

There exists a parametrisation of parameters in the Hamiltonian (2.1) by ζ


Jx = 1 + ζ,

Jy = 1− ζ,

Jz = (ζ2 − 1)/2.

In a certain subspace, this Hamiltonian with odd N has a constant ground state for

varying ζ ∈ R [52]. The origin of this phenomenon will become clear after the study

of lattice SUSY of this Hamiltonian.

Motivated by the lattice fermion model, a length changing operator is needed as

the supercharge of H
(N)
XY Z , and it can be constructed from some local length changing

operator p

p : V ⊗ V → V,

where V = Cv+ + Cv− ' C2, with basis elements as

v+ =

1

0

 , v− =

0

1

 .
The notations (+) and (−) will also be used for v+ and v− later in diagrams. It is

easy to define the conjugation of p

p† =



0 1

0 0

0 0

0 −ζ


.

The conjugate of the local supercharge acting on the ith site is denoted as p†i . The

11



Chapter 2: Spin Chain and Lattice Supersymmetry

local supercharge p at site j is

pj ≡ (p†j)
†.

Since the spin chain has the periodic boundary condition, a local operator is needed

which will act on the first and the last site at the same time. It will be denoted as

p0. In [52], the conjugate of p0 is defined as

p†0 = TN+1p
†
N .

The translation operator TN is defined as

TN |α1, . . . , αN〉 = |αN , α1, . . . , αN−1〉 ,

where {α1, . . . , αN} ∈ {+,−} and |α1, . . . , αN〉 ≡ α1 ⊗ · · · ⊗ αN ∈ V ⊗N . The

expression of p0 in the term of pN is different from the relation (8) in [52]. This is

because the definition of pi in this thesis is equal to (−1)i+1p†i in [52]. The lattice

supercharge SN is a map

SN : V ⊗N → V ⊗N−1.

Using the local supercharge, S†N is defined in terms of p†i and a projection P (N) onto

a subspace of V ⊗N . This subspace is the eigenspace of the translation operator TN

with the eigenvalue (−1)N+1. The value of S†N on this subspace is then defined by

S†N = [(
N − 1

N
)1/2

N−1∑
j=0,...,N−1

(−1)j−1p†j]P
(N).

SN is defined as SN = (S†N)†. It has been proved in [52] that

H
(N)
XY Z = SN+1S

†
N+1 + S†NSN ,

and

S†N+1S
†
N = 0.

The Hamiltonian H
(N)
XY Z has certain features of supersymmetric quantum me-

12



Chapter 2: Spin Chain and Lattice Supersymmetry

chanics. Let |φ〉 be an eigenstate of H
(N)
XY Z with the eigenvalue E. Then |φ〉 has the

property

〈φ|H(N)
XY Z |φ〉 = 〈φ|E |φ〉 = E ‖|φ〉‖2 =

∥∥∥S†N+1 |φ〉
∥∥∥2 + ‖SN |φ〉‖2 . (2.2)

Hence E ≥ 0. From the nilpotency property, it follows that

S†N+1H
(N)
XY Z = S†N+1SN+1S

†
N+1 + S†N+1S

†
NSN

= SN+2S
†
N+2S

†
N+1 + S†N+1SN+1S

†
N+1 = H

(N+1)
XY Z S†N+1.

This implies that S†N+1 |φ〉 is also an eigenstate of H
(N+1)
XY Z with the eigenvalue E,

and SN |φ〉 is an eigenstate of H
(N−1)
XY Z with the eigenvalue E. It has also been proved

in [52] that for E > 0 one and only one of S†N+1 |φ〉 and SN |φ〉 must vanish, and for

E = 0, both S†N+1 |φ〉 and SN |φ〉 will vanish.

To see this, let H
(N)
XY Z = H

(N)
1 + H

(N)
2 , where H

(N)
1 = SN+1S

†
N+1 and H

(N)
2 =

S†NSN . It is worth noting that H
(N)
XY Z , H

(N)
1 and H

(N)
2 are all hermitian, and H

(N)
XY Z

commutes with H
(N)
1 and H

(N)
2 . By the finite-dimensional spectral theorem, her-

mitian matrices are diagonalisable. A set of diagonalisable matrices commutes if

and only if the set is simultaneously diagonalisable. Hence H
(N)
XY Z , H

(N)
1 and H

(N)
2

are simultaneously diagonalisable, and they share the same eigenstates. Let |φ〉

be a common eigenstate of H
(N)
XY Z with positive eigenvalue, from the same argu-

ment used in relation (2.2), the sum of eigenvalues of |φ〉 with respect to H
(N)
1

and H
(N)
2 have to be positive. Hence one of the eigenvalues of |φ〉 with respect

to H
(N)
1 and H

(N)
2 has also to be positive. There are two cases. In the first case,

|φ〉 is eigenstate with positive energy E for H
(N)
1 . Since H

(N)
2 H

(N)
1 = 0, it follows

that H
(N)
2 |φ〉 = 1

E
H

(N)
2 H

(N)
1 |φ〉 = 0, i.e, S†NSN |φ〉 = 0. This implies that |φ〉 is

an eigenstate of H
(N)
XY Z with eigenvalue E > 0. Projecting |φ〉 on S†NSN |φ〉 will

give ‖SN |φ〉‖2 = 0, hence SN |φ〉 = 0. However, S†N+1 |φ〉 6= 0, since otherwise

H
(N)
1 |φ〉 = 0 which contradict E > 0. In the second case, |φ〉 is eigenstate with pos-

itive energy E for H
(N)
2 . It follows from the same argument that |φ〉 is an eigenstate

13
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of H
(N)
XY Z with eigenvalue E > 0, and S†N+1 |φ〉 = 0 and SN |φ〉 6= 0.

Hence every eigenstate with positive energy is part of the pair

(|φ〉 , S†N+1 |φ〉),

or the pair

(SN |φ〉 , |φ〉).

These pairs will be called the supersymmetric doublets.

In the case where |φ〉 is a zero-energy state for H
(N)
XY Z , it is easy to see from

relation (2.2) that
∥∥∥S†N+1 |φ〉

∥∥∥2 = 0 and ‖SN |φ〉‖2 = 0. Hence any zero-energy

state of H
(N)
XY Z has to be annihilated by both SN and S†N+1. The zero-energy state

will be called the supersymmetric singlet. Hence H
(N)
XY Z has some features of a

supersymmetric quantum mechanics. The Hamiltonian with these features will be

called supersymmetric, or be said to possess lattice SUSY. Hence H
(N)
XY Z has lattice

SUSY.

2.2 Lattice Supersymmetry of Open Chain

With open boundary conditions, the construction of the supersymmetric Hamilto-

nian is simplified. The reason for this simplification lies in the fact that the lattice

supercharge is no longer restricted to a certain subspace as in the periodic case.

There is also no need to define p0 in the open boundary condition case. As in the

periodic case, p is a map

p : V ⊗ V → V,

14
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There exists a local supercharge p which induces the supersymmetric spin-half XXZ

chain Hamiltonian is given in [67]

p = x

−2y −y2 −y2 y3

1 −y −y −2y2

 , (2.3)

where x = (1 + |y|6)− 1
2 and y ∈ C. From the local supercharge p, the lattice

supercharge will be constructed as

SN =
N−1∑
i=1

(−1)i+1pi, (2.4)

where pi is acting on the ith and i + 1th sites. In [67], it has been proved that the

p in the relation (2.3) satisfies

p(I ⊗ p) = p(p⊗ I).

The nilpotency condition SN−1SN = 0 is a direct consequence of this property of p.

This is because

SN−1SN =
N−2∑
i=1

(−1)i+1pi

N−1∑
j=1

(−1)j+1pj =
N−2∑
i=1

N−1∑
j=1

(−1)i+jpipj,

Since pi and pj does not interact for all i except i = j and i = j − 1, it follows that

SN−1SN = p1p1 +
N−2∑
j=2

((−1)2j−1pj−1pj + (−1)2jpjpj)− pN−2pN−1

=
N−2∑
i=1

(pipi − pipi+1).

It is easy to see that pipi − pipi+1 is p(I ⊗ p) − p(p ⊗ I) on the ith to the i + 1th

sites. Hence p(I ⊗ p) = p(p⊗ I) implies SN−1SN = 0. The Hamiltonian H
(N)
XXZ,Hagen

is defined as

H
(N)
XXZ,Hagen ≡ SN+1S

†
N+1 + S†NSN .

15
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The right hand side can be expanded in terms of the local supercharge as

H
(N)
XXZ,Hagen =

N−1∑
i=1

gi,i+1(p, p
†) +

1

2
p1p
†
1 +

1

2
pNp

†
N ,

where g : V ⊗ V → V ⊗ V is given by

g(p, p†) = −(I ⊗ p)(p† ⊗ I)− (p⊗ I)(I ⊗ p†) + p†p+
1

2
(pp† ⊗ I + I ⊗ pp†), (2.5)

and gi,i+1 is the function g acting on {i, i+ 1}th sites. The terms of the interaction

of the ith and i + 1th sites will be called the Hamiltonian density, and the terms

acting on the left most site and the right most site will be called the left and the

right boundary matrix. It is worth noting that the boundary matrices are the same

on the left and the right. It is 1
2
pp† at both V1 and VN . A direct calculation shows

that

g(p, p†) ≡



1 0 0 0

0 −1 1
2

0

0 1
2
−1 0

0 0 0 1


,

= −1
2
(σx ⊗ σx + σy ⊗ σy − 1

2
σz ⊗ σz) + 3

4
I,

where I is the identity matrix. Hence g(p, p†) is equal to the Hamiltonian density

of H
(N)
XY Z given in equation (2.1) at the point Jx = 1, Jy = 1 and Jz = −1

2
, or equiv-

alently the Hamiltonian density of the XXZ chain at η = 2iπ
3

. Hence H
(N)
XXZ,Hagen is

the XXZ chain with lattice SUSY, and it can be written out using Pauli matrices as

H
(N)
XXZ,Hagen = −1

2

N−1∑
i=1

(σxi ⊗σxi+1+σyi ⊗σ
y
i+1−

1

2
σzi⊗σzi+1)+

3

4
(N−1)I+

1

2
p1p
†
1+

1

2
pNp

†
N ,

where I is the identity matrix and the local supercharge p is defined in the relation

(2.2).

The left and the right-boundary matrices of H
(N)
XXZ,Hagen are the same. This

limitation is removed by considering a different construction for the conjugate of

16
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the lattice supercharge (SmnN+1)
† [67]

(SmnN+1)
† : V ⊗N → V N+1,

where m,n = 1, 2, 3. The action of (SmnN+1)
† on a vector |φ〉 ∈ V ⊗N is

(SmnN+1)
† |φ〉 = |ξm〉 ⊗ |φ〉+ (−1)N−1 |φ〉 ⊗ |ξn〉 − (SN+1)

† |φ〉 .

The vectors in the right hand side are

|ξ0〉 =

(ω2 − 1)y

(ω − 1)y2

 , |ξ1〉 =

 (ω − 1)y

(ω2 − 1)y2

 , |ξ2〉 = 0,

with ω = −e−iπ/3. They are the only three solutions which satisfy the condition

p† |ξ〉 = |ξ〉 ⊗ |ξ〉 .

Using the nilpotency of SN , it is easy to check that SmnN is also nilpotent. H
(N)
XXZ,m,n

will be defined as

H
(N)
XXZ,m,n ≡ SmnN+1(S

mn
N+1)

† + (SmnN )†SmnN ,

=
∑N−1

i=1 gi,i+1(p, p
†) + 1

2
p
(m)
1 p

(m)†
1 + 1

2
p
(n)
N p

(n)†
N ,

where p(n) is p(ωn+1y) and p(y) is defined in the relation (2.3), i.e, it is p with

variable y substitute by ωn+1y. Hence H
(N)′

XXZ,Hagen is the XXZ chain Hamiltonian

with lattice SUSY, and it can be written out using Pauli matrices as

H
(N)′

XXZ,Hagen = −1

2

N−1∑
i=1

(σx⊗σx+σy⊗σy−1

2
σz⊗σz)+3

4
(N−1)I+

1

2
p
(m)
1 p

(m)†
1 +

1

2
p
(n)
N p

(n)†
N ,

where I is the identity matrix.
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2.3 The General Solutions for The Local Super-

charge

In the previous section, the integrable Hamiltonians H
(N)
XXZ,Hagen and H

(N)′

XXZ,Hagen

with lattice SUSY on the open spin chain has been studied. This section will extend

the construction of H
(N)
XXZ,Hagen.

The following local supercharge will be used to construct the new integrable

supersymmetric Hamiltonian.

Definition 1. The local supercharge p is

p : V ⊗ V → V.

The components of this map are given by

p =

2(r32 + ic32) r31 + ic31 r31 + ic31 r41 + ic41

r12 + ic12 r32 + ic32 r32 + ic32 2(r31 + ic31)

 .
where {r32, r31, r12, r41, c32, c31, c12, c41} are real numbers. They satisfy relations



r212 + r241 + c212 + c241 = 1

r31c12 + c31r12 + 2r32c32 = 0

r32c41 + c32r41 + 2r31c31 = 0

c31c12 + c232 − r31r12 − r232 = 0

c32c41 + c231 − r32r41 − r231 = 0

c12r41 + r12c41 − r32c31 − c32r31 = 0

c12c41 − r12r41 + r32r31 − c32c31 = 0

.

The motivation of eight relations in the end of Definition 1 will be clear after the

introduction of Proposition 2. The lattice supercharge SN is defined in relation (2.4).
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The Hamiltonian H
(N)
XXZ,SUSY is the anti-commutator of the lattice supercharges, i.e,

H
(N)
XXZ,SUSY ≡ SN+1S

†
N+1 + S†NSN .

This Hamiltonian can be expanded in terms of the local supercharge

H
(N)
XXZ,SUSY =

N−1∑
i=1

gi,i+1(p, p
†) +

1

2
p1p
†
1 +

1

2
pNp

†
N ,

where g is defined relation (2.5). By direct calculation, it is easy to see that

g(p, p†) :=



1 0 0 0

0 −1 1
2

0

0 1
2
−1 0

0 0 0 1


,

= −1
2
(σx ⊗ σx + σy ⊗ σy − 1

2
σz ⊗ σz) + 3

4
I,

and

p(I ⊗ p) = p(p⊗ I).

The above relation implies SN in (2.4) is nilpotent. Hence H
(N)
XXZ,SUSY is the XXZ

spin chain Hamiltonian with lattice SUSY.

H
(N)
XXZ,SUSY = −1

2

N−1∑
i=1

(σxi ⊗σxi+1+σyi ⊗σ
y
i+1−

1

2
σzi⊗σzi+1)+

3

4
(N−1)I+

1

2
p1p
†
1+

1

2
pNp

†
N ,

(2.6)

where I is the identity matrix and the local supercharge p is defined in Definition 1.

It is worth noting that p has the following properties

Proposition 2. The local supercharge in definition 1 is the most general solution

which satisfies the following requirements

• The Hamiltonian density g(p, p†) in the relation (2.5) is equal to the Hamilto-
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nian density of the spin-half XXZ chain Hamiltonian at η = 2iπ
3

g(p, p†) =



1 0 0 0

0 1
2
−1 0

0 −1 1
2

0

0 0 0 1


.

• The local supercharge satisfies the condition p(I ⊗ p) = p(p⊗ I).

Proposition 2 will be proved with some help from Maple software to solve poly-

nomial equations. The following lemma is needed

Lemma 3. All solutions of local supercharge satisfying the two requirements in

Proposition 2 have the following form

p =

2(r32 + ic32) r31 + ic31 r31 + ic31 r41 + ic41

r12 + ic12 r32 + ic32 r32 + ic32 2(r31 + ic31)

 . (2.7)

Proof. The most general form of the complex local supercharge is

p =

r11 + ic11 r21 + ic21 r31 + ic31 r41 + ic41

r12 + ic12 r22 + ic22 r32 + ic32 r42 + ic42

 ,
where all variables are real. By only imposing the second requirement in Proposition
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2, a solution of p is obtained with



c11 = (c231c41 − c31c41c42 + 2c31r31r41 − c31r41r42

+c32c
2
41 + c32r

2
41 − c41r231 + c41r31r42 − c42r31r41)/(c241 + r241)

c12 = (c31c32c41 + c31r32r41 + c32r31r41 − c41r31r32)/(c241 + r241)

c21 = c31

c22 = c32

r11 = (−c231r41 − 2c31c41r31 + c31c41r42 − c31c42r41

−c241r32 + c41c42r31 − r231r41 + r31r41r42 − r32r241)/(c241 + r241)

r12 = (−c31c32r41 − c31c41r32 − c32c41r31 − r31r32r41)/(c241 + r241)

r21 = r31

r22 = r32

. (2.8)

For the local supercharge p defined in the beginning of the proof, the relation (2.8)

is a necessary condition of requirements in Proposition 2. Using relation (2.8), an

other necessary condition can be obtained. By omitting the expression for c12 in the

relation (2.8), and substituting the rest of the relation (2.8) into the first requirement

in Proposition 2, a matrix relation will be obtained. The entries of this matrix

equation gives a system of equations with variables {r32, r31, r12, r41, c32, c31, c12, c41}.

Using Maple software, this system of equations can be solved for real solution.

The solution is a necessary condition where the local supercharge p satisfies the

requirements in Proposition 2. In this solution, there are relations c11 = 2c32 and

r11 = 2r32.

Similarly, if the expression for r12 in the relation (2.8) is omitted, and the rest of

the relation (2.8) is substituted into the first requirement in Proposition 2, another

matrix equation will be obtained. The real solution of this equation is another nec-

essary condition where local supercharge p satisfies the requirements in Proposition

2. In this solution, there are the relations c42 = 2c31 and r42 = 2r31. Combining

c11 = 2c32, r11 = 2r32, c42 = 2c31, r42 = 2r31 and the third, fourth, seventh and
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eighth relation in (2.8), it will give the following relations



c11 = 2c32

r11 = 2r32

c21 = c31

r21 = r31

c42 = 2c31

r42 = 2r31

c22 = c32

r22 = r32

. (2.9)

This is a necessary condition of requirements in Proposition 2. Under condition

(2.9), the simplified local supercharge is

p =

2(r32 + ic32) r31 + ic31 r31 + ic31 r41 + ic41

r12 + ic12 r32 + ic32 r32 + ic32 2(r31 + ic31)

 .

The proof of Proposition 2 is then as follows:

Proof. The Hamiltonian density g(p, p†) given by relation (2.5) constructed from the

simplified p in the relation (2.7) becomes



r212 + r241 + c212 + c241 0 0 0

0
r212+r

2
41+c

2
12+c

2
41

2
−(r212 + r241 + c212 + c241) 0

0 −(r212 + r241 + c212 + c241)
r212+r

2
41+c

2
12+c

2
41

2
0

0 0 0 r212 + r241 + c212 + c241


.

Hence the first requirement in Proposition 2 implies

r212 + r241 + c212 + c241 = 1.
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The nilpotency condition p(I⊗p) = p(p⊗I) for p in the relation (2.7) can be solved,

and it gives equations



r31c12 + c31r12 + 2r32c32 = 0

r32c41 + c32r41 + 2r31c31 = 0

c31c12 + c232 − r31r12 − r232 = 0

c32c41 + c231 − r32r41 − r231 = 0

c12r41 + r12c41 − r32c31 − c32r31 = 0

c12c41 − r12r41 + r32r31 − c32c31 = 0

.

All the above seven equations combined will be the conditions in Definition 1.

The local supercharge in Definition 1 will induce the integrable supersymmetric

Hamiltonian H
(N)
XXZ,SUSY . By the discussion in Section 2.2, the local supercharge in

the relation (2.3) will induce H
(N)
XXZ,Hagen, which is also a XXZ chain with lattice

SUSY. It is natural to ask the relation of these two local supercharges.

In fact, the relation (2.3) is included in Definition 1. Hence H
(N)
XXZ,Hagen is a

special case of the more general H
(N)
XXZ,SUSY . A parametrisation of a subset of

solutions in Definition 1 has been found, which gives the relation (2.3). In order to

use the parametrisation, the variable y in the relation (2.3) is written as y = a+ ib,

where a and b are real numbers. The local supercharge in Definition 1 can be
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rewritten as the following



r32 = −ax

c32 = −bx

r31 = (−a2 + b2)x

c31 = (−2ab)x

r12 = x

c12 = 0

r41 = (a3 − 3ab2)x

c41 = (3a2b− b3)x

. (2.10)

The following check confirms that p in relation (2.7) with parametrisation (2.10)

satisfies conditions in Definition 1

r212 + r241 + c212 + c241 = x2(1 + (a3 − 3ab2)2 + (3a2b− b3)2) =
1 + |y3|2

1 + |y|6
= 1.

This implies the first relation in Definition 1 is satisfied.

r31c12 + c31r12 + 2r32c32 = x2(−2ab+ 2(−a)(−b)) = 0.

This implies the second relation in Definition 1 is satisfied.

r32c41 + c32r41 + 2r31c31 = x2((−a)(3a2b− b3) + (−b)(a3 − 3ab2) + 2(b2 − a2)(−2ab))

= x2(−3a3b+ ab3 − a3b+ 3ab3 − 4ab3 + 4a3b) = 0,

c31c12 + c232 − r31r12 − r232 = x2((−b)2 − (b2 − a2)− (−a)2)

= x2(b2 − b2 + a2 − a2) = 0,

c32c41+c231−r32r41−r231 = x2((−b)(3a2b−b3)+(−2ab)2−(−a)(a3−3ab2)−(b2−a2)2)

= x2(−3a2b2 + b4 + 4a2b2 + a4 − 3a2b2 − b4 − a4 + 2a2b2) = 0,
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c12r41 + r12c41 − r32c31 − c32r31 = x2(3a2b− b3 − (−a)(−2ab)− (−b)(b2 − a2))

= x2(3a2b− b3 − 2a2b+ b3 − a2b) = 0,

c12c41 − r12r41 + r32r31 − c32c31 = x2(−a3 + 3ab2 + (−a)(b2 − a2)− (−b)(−2ab))

= x2(−a3 + 3ab2 − ab2 + a3 − 2ab2) = 0.

Similarly, the above relations show that the third to the seventh relations in Defi-

nition 1 are satisfied. The local supercharge is parametrised by a and b, and it has

the same form as in the relation (2.3)

p = x

−2a− i2b −a2 + b2 − i2ab −a2 + b2 − i2ab a3 − 3ab2 + i(3a2b− b3)

1 −a− ib −a− ib −2a2 + 2b2 − i4ab

 ,

= x

−2(a+ ib) −(a+ ib)2 −(a+ ib)2 (a+ ib)3

1 −(a+ ib) −(a+ ib) −2(a+ ib)2

 ,

= x

−2y −y2 −y2 y3

1 −y −y −2y2

 .
Hence the relation (2.3) is a subset of the solutions in Definition 1.

In summary, in Section 2.1, a Hamiltonian was constructed from SN =
∑N

i=1(−1)i+1pi

which has the same boundary matrices on the left and the right. In Section 2.2, a

generalised lattice supercharge SnmN was defined, such that the induced Hamiltonian

has different boundary matrices. However, this generalisation is built on the local

supercharge in the relation (2.3). It remains a problem to define a generalised lattice

supercharge SnmN using p as defined in Definition 1.
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The Bethe Ansatz for Vertex

Models

This chapter will be introduce existing results of the algebraic Bethe ansatz for

both closed and the open boundary conditions, and TQ equations for open boundary

conditions. In Section 3.1, the vertex model will be introduced, and the Lax operator

and the transfer matrix with the periodic boundary conditions will be defined for

this model. In Section 3.2, a Lax operator which satisfies the Yang-Baxter equation

will be defined. The transfer matrices induced from this Lax operator will form a

commuting family. Section 3.3 will give an introduction to the algebraic Bethe ansatz

methods for the transfer matrix with periodic boundary conditions. In Section 3.4,

the K-matrices will be introduced. Using it, the construction of the transfer matrix

can be extended to the open boundary condition. The K-matrices and the R-matrix

satisfy the reflection equations. From the reflection equations, it can be proved

that the transfer matrices form a commuting family as in the periodic case. The

algebraic Bethe ansatz will also be introduced for the transfer matrix constructed

from diagonal K-matrices. In Section 3.5, another method to solve the spectrum of

the transfer matrix will be introduced, which is called the TQ equations. Using TQ

equations, the eigenvalues of the transfer matrix constructed from the non-diagonal

K-matrices can be solved.
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3.1 Vertex Model

This section will introduce the two-dimensional lattice model and its partition func-

tion. The transfer matrix will be defined for this lattice model, and the partition

function will be expressed by eigenvalues of the transfer matrix. Consider a lattice

of M horizontal lines and N vertical lines, the point where two lines intersect will

be called a vertex, and the line segment between two nearby vertices will be called

an edge. An arrow will be put on every edge of this lattice. There are even num-

bers of arrows going out of and into a vertex, and the lattice has toroidal boundary

condition, i.e. an arrow on the upper most edge has the same direction with the

arrow on the lower-most edge on the same vertical line, and the arrows on the left

and right are identified by the same rule. For every vertex, there are four arrows

nearby pointing from and to it; together the eight possibilities have been shown in

the figure below, which is an example of a 4× 4 lattice model.

.

For each kind of vertices, there is a weight associated to it. This weight will be called

the Boltzmann weight, and will be denote as ωk where k ∈ {1, 2, 3, 4, 5, 6, 7, 8}. The

Boltzmann weight is a scalar function of complex parameters, which depends on the

individual vertex. The following diagram gives all possible configurations of a single

vertex
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.

When the lattice model does not include the last two configurations of vertices, it

will be called the six vertex model. The lattice model with all eight configurations

is called the eight vertex model.

The Hilbert space V defined in Section 2.1 will be associated to the edges of the

lattice model, and the tensor product space V ⊗N will be associated to N parallel

edges. The basis of V is defined as the same way as in Chapter 2. Let εi, ε
′
i, εj, ε

′
j

denote the values of the left horizontal, right horizontal, upper vertical and lower

vertical edges around the vertex at ith row and jth column respectively. The diagram

of this vertex is

.

The Boltzmann weight of this vertex will be denoted as ω
εiεj
ε′iε
′
j
∈ {ω1, . . . , ω8}. The

thermodynamic properties of the vertex model can be calculated using the partition

function Z

Z =
∑

Πω
εiεj
ε′iε
′
j
,

where the summation is taken over all possible lattice configurations and the mul-

tiplication is taken over all rows and columns of the lattice model. To write the

partition function in a more compact way, it will be helpful to consider a single row

in the lattice model. The N parallel vertical edges above and below the horizontal
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line are both associated with V ⊗N . Thus this row can be considered as a map from

V ⊗N to itself. The component of the map from element a ∈ V ⊗N to b ∈ V ⊗N

will be defined as the product of Boltzmann weights of the configuration of a single

row. This map will be called the transfer matrix, and will be denoted as t(u). Let

ω1(u), . . . , ωN(u) be the Boltzmann weights of the 1st to the Nth vertex from the

left to the right. The transfer matrix will be defined as

t(u) : V ⊗N → V ⊗N ,

a→ (ΠN
i=1ωi(u))b,

where u is the parameter of the Boltzmann weight on this row, and it will be

called the spectral parameter of the transfer matrix. Later on in this chapter,

the parameter of the Boltzmann weight of a single vertex will be defined as the

difference of parameters associated with the two lines going through this vertex.

Let the parameters of the transfer matrices of 1, . . . ,M rows be u1, . . . , uM , the

partition function can be expressed as

Z = tr(ΠM
i=1t(ui)).

When the transfer matrices are hermitian and transfer matrices with different values

of u commute with each other, they can be diagonalised simultaneously. The transfer

matrix with this property will be called integrable. Let the eigenvalues of t(ui) be

{e1(ui), . . . , e2N (ui)}, the partition function can be expressed as

Z = ΠM
i=1e1(ui) + · · ·+ ΠM

i=1e2N (ui).

From this partition function, other thermodynamic properties of this model can be

derived. From now on, the attention will be restricted to the integrable transfer

matrix.
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3.2 Yang-Baxter Equation and Integrability

This section will give the construction of a one parameter family of transfer matrices,

such that any two transfer matrices within this family will commute with each other,

i.e. [t(u), t(v)] = 0 for any parameters u and v.

The diagram of the transfer matrix is a single row of a vertex model with toroidal

boundary conditions, it can be constructed from single crosses in the lattice. The

cross at ith row and jth column will be identified with an operator called the Lax

operator Li,j(ui − uj)

Li,j(ui − uj) : Vi ⊗ Vj → Vi ⊗ Vj.

As the space V which is identified with a single edge in the lattice model, the

diagrammatical representations for the Lax operator can also be defined. The details

can be found in [73]. The diagram of Li,j(ui − uj) is

,

where the arrow indicates this is a map from the tensor product space V ⊗V on the

west and north to the tensor product space V ⊗ V on the south and the east. The

space Vi is associated to the spaces at the east and the west and Vj is associated

to the spaces at the north and the south. The components of Li,j(ui − uj) from

εi ⊗ εj ∈ V ⊗ V to ε′i ⊗ ε′j ∈ V ⊗ V is the Boltzmann weight ω
εiεj
ε′iε
′
j
. The value of the

component of the map can also be represented by the diagram. For example, the

component of Li,j(ui − uj) from (+)⊗ (+) to (+)⊗ (+) is
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.

A new operator can be constructed by the product of N Lax operators. This

operator will be called the monodromy matrix MN(u), and it is defined as

MN(u) ≡ L0,N(u) . . . L0,2(u)L0,1(u).

The diagram of MN(u) is constructed by connecting N diagrams of Lax operators

from the left to the right

.

The N parallel vertical lines which start and end on V1⊗· · ·⊗VN , and V1⊗· · ·⊗VN

will be called a the quantum space. The horizontal line that runs through them starts

and ends on the space V0. V0 will be called a the auxiliary space. All parameters on

the quantum spaces will be set to zeros, and the parameter on auxiliary space is u.

The monodromy matrix MN(u) is a operator from V0 ⊗ V1 ⊗ · · · ⊗ VN to itself.

The transfer matrix is obtained by taking the trace of the auxiliary space of

MN(u), i.e,

t(u) = tr0MN(u).
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which means restricting the input and output of MN(u) on the auxiliary space to

be the same.

The diagram of t(u) is obtained from the diagram of MN(u) by restricting the

values of the left-most and the right-most horizontal edges to be the same

,

where the parameter of the auxiliary space is u, and the parameters of quantum

spaces are zeros. The dotted line connecting the auxiliary space on the left side and

the right side is the notation for taking a trace.

The R-matrix is essential in the construction of the integrable transfer matrix.

It is defined as

R(u) =



sinh(u+ η) 0 0 0

0 sinh(u) sinh(η) 0

0 sinh(η) sinh(u) 0

0 0 0 sinh(u+ η)


. (3.1)

It has certain important properties [74], and there are three which are needed in

this thesis.

The first property is called the Yang-Baxter equation, i.e.

R1,2(u1−u2)R1,3(u1−u3)R2,3(u2−u3) = R2,3(u2−u3)R1,3(u1−u3)R1,2(u1−u2), (3.2)

where Rij(u) with i, j = 1, 2, 3 act on the ith and the jth copies of space V1⊗V2⊗V3.

The Yang-Baxter equation can be represented using the diagram
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.

Intuitively, the diagram on the right side is obtained by moving the line with the

parameter u3 to the other side of the intersection of other two lines. By identifying

V1 ⊗ V2 ⊗ V3 with V0 ⊗ V0′ ⊗ Vn, and defines the Lax operator to be the R-matrix,

i.e. L(u) ≡ R(u), the Yang-Baxter equation becomes

R0,0′(u− v)L0,n(u)L0′,n(v) = L0′,n(v)L0,n(u)R0,0′(u− v). (3.3)

Using this relation repeatedly, a commutation relation between monodromy matrices

can be obtained

R0,0′(u− v)M0(u)M0′(v) = M0′(v)M0(u)R0,0′(u− v). (3.4)

The above relation can be proved using diagrams. The diagram for the right hand

side of the above equation is

,

where the line with parameter u represents the auxiliary space V0, the line with

parameter v represents the auxiliary space V0′ and all the vertical lines with param-

eters 0 represent quantum spaces from V1 to VN . Using the Yang-Baxter equation,
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the left-most vertical line can be moved to the other side of the intersection of lines

representing the two auxiliary spaces. The result is

.

Using Yang-Baxter equation repeatedly, the above diagram becomes

.

This is exactly the left hand side of the relation (3.4), and hence (3.4) is true. It is

worth noting that the relation (3.4) is also useful in calculating the algebraic Bethe

ansatz, which will be explained in the next section.

The second property is the unitarity property, i.e.

R1,2(u− v)R2,1(v − u) = −z(u− v)I, (3.5)

where z(u) = sinh(u + η) sinh(u − η). The unitarity can be represented by the

diagram
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.

Using the Yang-Baxter equation and the unitarity condition, the following relation

can be proved

[t(u), t(v)] = 0,

where u and v are any complex number. This implies that the transfer matrix is

integrable. The integrability can be proved by diagrams. The diagram for t(u)t(v)

is

.

Using the unitarity, the diagram for t(u)t(v) becomes

.

Using the relation (3.4), the above diagram becomes
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.

The above diagram represents 1
−z(u−v)tr0,0′(R0′,0(v − u)M0(v)M0′(u)R0,0′(u − v)).

Using the property of the trace and the unitarity, it follows that

1

−z(u− v)
tr0,0′(R0′,0(v − u)M0(v)M0′(u)R0,0′(u− v))

=
1

−z(u− v)
tr0,0′(M0(v)M0′(u)R0,0′(u− v)R0′,0(v − u)),

= tr0,0′(M0(v)M0′(u)) = t(v)t(u).

Hence t(u)t(v) = t(v)t(u) for any complex numbers u and v, and t(u) is integrable.

The third property is the crossing symmetry

R1,2(u) = −σy1Rt2
1,2(−u− η)σy1 , (3.6)

where t2 means the transposition on the space V2. This property will be used in the

next section to obtain the integrability of the transfer matrix with open boundary

conditions.

There is another way of understanding the relation (3.3) by using quantum

groups [75] [76]. In the frame work of representation theory of the quantum group

Uq(ŝl2), R0,0′(u) is the evaluation representation of the universal R-matrix R on

V0⊗V0′ and L0,n(u) = R0,n(u) is the evaluation representation on V0⊗Vn. The Yang-

Baxter equation is the representation πV0⊗V0′⊗Vn of the following relation, which is
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a property of the universal R-matrix

R12R13R23 = R23R13R12. (3.7)

The monodromy matrix can also be constructed using the representation theory.

Using the property involving the co-product ∆ of Uq(ŝl2)

(1⊗∆)(R) = R13R12.

It is easy to see that

(1⊗∆(N−1))(R) = R1(N+1) . . .R13R12,

where ∆(n) := (∆ ⊗ 1) ◦ ∆(n−1) for n > 1, n ∈ Z, and ∆(1) := ∆. Hence the

monodromy matrix is

M(u) ≡ (π0 ⊗ πV1⊗···⊗VN )(R),

where the representation of tensor product space πV1⊗···⊗VN is defined as (πV1 ⊗

· · · ⊗ πVN ) ◦ ∆(N−1) for N > 1. Then it is easy to see that the representation

π0 ⊗ π0′ ⊗ πV1⊗···⊗VN of the relation (3.7) gives the relation between monodromy

matrices (3.4).

3.3 The Algebraic Bethe Ansatz for Periodic Bound-

ary Condition

This section will introduce the Algebraic Bethe Ansatz [15] [77]. The monodromy

matrix will be rewritten by expanding on auxiliary space V0:

M(u) =

AN(u) BN(u)

CN(u) DN(u)

 ,
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where AN , BN , CN , DN are maps from quantum space V ⊗N to itself. Hence the

transfer matrix can be written as

t(u) = AN(u) +DN(u).

By fixing the input and the output on the auxiliary space V0 to be (+) and (+), the

diagram of AN(u) is obtained

.

The diagram of BN(u) is

.

The diagram of CN(u) is

.

The diagram of DN(u) is

.

38



Chapter 3: The Bethe Ansatz for Vertex Models

It is worth noting that by the choice of the Lax operator, there exists an element

Ω ≡ ⊗Ni=1v+ in the quantum space, such that

CN(u)Ω = 0.

This state Ω will be called the reference state. The above relation can be proved

using diagrams. The diagram for C(u)Ω is

.

The value of edges of the diagram of CN(u)Ω can be completed as

.

By the definition of the R-matrix in the relation (3.1), it is easy to see that the value

of the Boltzmann weight of the right-most cross in the above diagram is zero, no

matter what value the bottom-right vertical edge has. Hence C(u)Ω = 0. Similarly,

the value of edges of the diagram of AN(u)Ω can be completed as

.

Hence, it follows that

AN(u)Ω = sinh(u+ η)NΩ.
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The value of edges of the diagram of DN(u)Ω can be completed as

.

Hence, it follows that

DN(u)Ω = sinh(u)NΩ.

Hence Ω is an eigenstate of t(u) with the eigenvalue sinh(u + η)N + sinh(u)N . The

highest weight eigenstates are given in the form of

Φ{v1,...,vM} = B(v1) . . . B(vM)Ω.

In order to compute the action of t(u) on Φ{v1,...,vM}, the commutation relations

between A(u), D(u) and B(u) are needed, which can be obtained by restricting the

input and the output of the auxiliary spaces V0 and V0′ in the relation (3.4). Let

the components of the R-matrix be denoted as

a(u) = sinh(u+ η), b(u) = sinh(u), c(u) = sinh(η).

Using the above notations, the relevant commutation relations are

A(u)B(v) =
a(v − u)

b(v − u)
B(v)A(u)− c(v − u)

b(v − u)
B(u)A(v), (3.8)

D(u)B(v) =
a(u− v)

b(u− v)
B(v)D(u)− c(u− v)

b(u− v)
B(u)D(v), (3.9)

[B(u), B(v)] = 0. (3.10)

The action of t(u) on Φ{v1,...,vM} is calculated in [77] using the above relations. Using

the first relation, A(u) can be commuted through B(v1) . . . B(vM), the result is a lin-

ear combination of B(v′1) . . . B(v′M)A(v′M+1), where {v′1, . . . , v′M+1} is any permuta-

tion of {v1, . . . , vM , u}. By the relation (3.10), it follows thatB(v′1) . . . B(v′M)A(v′M+1)
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is only determined by the parameter of the operator A. Choosing the first term on

the right hand side of (3.8) every time when commutingA(u) throughB(v1) . . . B(vM)

will give the state B(v1) . . . B(vM)A(u), with coefficients ΠM
k=1

a(vk−u)
b(vk−u)

. In order to

obtain the coefficient of ΠM
i=1,i 6=kB(vi)B(u)A(vk), the relation (3.10) will be used to

write A(u)ΠM
i=1B(vi) as A(u)B(vk)Π

M
i=1,i 6=kB(vi). Choosing the second term on the

right hand side of (3.8) when commuting A(u) and B(vk), and choosing the first

term when commuting A(u) with the rest of B(ui). This is the only way to ob-

tain ΠM
i=1,i 6=kB(vi)B(u)A(vk) from A(u)B(vk)Π

M
i=1,i 6=kB(vi). Hence the coefficient of

ΠM
i=1,i 6=kB(vi)B(u)A(vk) is

−c(vk − u)

b(vk − u)
ΠM
i=1,i 6=k

a(vi − vk)
b(vi − vk)

.

It will be denoted as Mk(u){v1,...,vM}. Hence all the coefficients of all the possible

terms when commuting A(u) through B(v1) . . . B(vM) have been calculated

A(u)ΠM
i=1B(vi) = ΠM

k=1

a(vk − u)

b(vk − u)
ΠM
i=1B(vi)A(u)

+
M∑
k=1

(Mk(u){v1,...,vM}Π
M
i=1,i 6=kB(vi)B(u)A(vk)),

and

A(u)ΠM
i=1B(vi)Ω = (ΠM

k=1

a(vk − u)

b(vk − u)
) sinh(u+ η)NΠM

i=1B(vi)Ω

+
M∑
k=1

(Mk(u){v1,...,vM} sinh(uk + η)NΠM
i=1,i 6=kB(vi)B(u))Ω.

Using relations (3.9) and (3.10), it follows from similar argument that

D(u)ΠM
i=1B(vi)Ω = (ΠM

k=1

a(u− vk)
b(u− vk)

) sinh(u)NΠM
i=1B(vi)Ω

+
M∑
k=1

(Nk(u){v1,...,vM} sinh(uk)
NΠM

i=1,i 6=kB(vi)B(u))Ω,

where

Nk(u){v1,...,vM} = −c(u− vk)
b(v − vk)

ΠM
i=1,i 6=k

a(vk − vi)
b(vk − vi)

.
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Hence Φ{v1,...,vM} is an eigenstate of t(u) when the terms ΠM
i=1,i 6=kB(vi)B(u))Ω vanish

for all k, which gives conditions

Mk(u){v1,...,vM} sinh(vk + η)N +Nk(u){v1,...,vM} sinh(vk)
N = 0,

with

k = 1, . . . ,M. (3.11)

The conditions (3.11) will be called Bethe equations. When these conditions hold,

the eigenvalue of the eigenstate ΠM
i=1B(vi)Ω is

αN(u)ΠM
k=1

a(vk − u)

b(vk − u)
+ δN(u)ΠM

k=1

a(u− vk)
b(u− vk)

.

In [77], it has been proved that repeated Bethe roots do not exist. This is similar

to the Pauli exclusion principle, i.e. two fermions can not occupy the same posi-

tion. In the algebraic Bethe ansatz, the reference state is empty, and the creation

operator B(u) creates a pseudo-particle with momentum parametrised by u. Hence

the eigenstate with Bethe roots {v1, . . . , vM} has M pseudo-particle with momenta

{v1, . . . , vM}, and they are all different.

3.4 The Algebraic Bethe Ansatz for Open Bound-

ary Conditions

To construct the transfer matrix for the open chain, other matrices called K-matrices

are needed, and they are denoted as K+(u) and K−(u). They act on the auxiliary

space.

K±(u) : V → V.

The diagram of the K-matrices are
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,

and

.

In this section, K-matrices will be chosen as

K−(u) =

sinh(u+ ζ−) 0

0 − sinh(u− ζ−)

 ,

K+(u) =

sinh(u+ η + ζ+) 0

0 − sinh(u+ η − ζ+)

 .
Using the Lax operator and the K-matrices, the transfer matrix t(u) can be con-

structed

t(u) ≡ trU+(u)U−(u),

where

U+(u) := K+
0 (u),

U−(u) := M(u)K−0 (u)M̂(u).

The monodromy matrix M(u) is defined as the same as in the periodic case. M̂(u)

is

M̂(u) = L1,0(u) . . . LN,0(u).

Remark. This definition of t(u) is different than the original construction by Sklya-

nian. The transfer matrix can be obtained from the Sklyanian’s Hamiltonian by a
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shift of the argument u′ = u− η
2
, a shift of the parameter in Lax operator u′n = un− η

2

and multiplying by a scalar function at the same time. Hence all the commutation

relations between A, B, C and D in [25] are still true for the transfer matrix in this

section.

The diagram of M̂N(u) is

.

Combining the diagrams of M(u), M̂(u) and K−(u) gives the diagram of U−(u)

.

From now on, spectral parameters and arrows will be suppressed in the diagrams.

U−(u) can be written out in the auxiliary space as

U−(u) =

A(u) B(u)

C(u) D(u)

 .
Hence the transfer matrix can be written as

t(u) = sinh(u+ η + ζ+)A(u)− sinh(u+ η − ζ+)D(u).
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By fixing the input and the output on the auxiliary space of U−(u) to be (+) and

(+), the diagram of the operator AN(u) will be obtained

.

The diagram of operator BN(u) is

.

The diagram of the operator CN(u) is

.

The diagram of the operator DN(u) is

.
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Commas will be used to denote sum of different diagrams. For example, the sum of

diagrams BN(u) + CN(u) is

.

Using diagrams, it will be easier to check the actions of A(u), C(u) and D(u) on the

reference state Ω. The values of edges of the diagram of C(u)Ω can be completed as

.

The product of Boltzmann weights of this diagram is zero, no matter what value

the bottom-right edge takes. Hence, it follows that

C(u)Ω = 0.

The values of edges of the diagram of A(u)Ω can be completed as

.
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Hence Ω is an eigenvector of A(u) with the eigenvalue α(u)

α(u) ≡ sinh(u+ ζ−) sinh(u+ η)2N .

The values of edges of the diagram of D(u)Ω can be completed as

,

where index i sums over N . Hence Ω is an eigenvector of D(u) with the eigenvalue

δ(u) ≡ sinh(u+ζ−) sinh(η)2
N∑
i=1

sinh(u+η)2(i−1) sinh(u)2(N−i)−sinh(u−ζ−) sinh(u)2N .

The expression of δ(u) can be simplified as

δ(u) = sinh(u+ζ−) sinh(η)2 sinh(u+η)−2 sinh(u)2N
N∑
i=1

sinh(u+ η)2i

sinh(u)2i
−sinh(u−ζ−) sinh(u)2N ,

= sinh(u+ ζ−) sinh(η)2 sinh(u+ η)−2 sinh(u)2N
sinh(u+η)2(N+1)

sinh(u)2(N+1) − sinh(u+η)2

sinh(u)2

sinh(u+η)2

sinh(u)2
− 1

− sinh(u− ζ−) sinh(u)2N ,

= sinh(u+ ζ−) sinh(η)2
sinh(u+ η)2N − sinh(u)2N

sinh(u+ η)2 − sinh(u)2
− sinh(u− ζ−) sinh(u)2N ,

=
sinh(u+ ζ−) sinh(η)2

sinh(u+ η)2 − sinh(u)2
sinh(u+ η)2N − sinh(u+ ζ−) sinh(η)2

sinh(u+ η)2 − sinh(u)2
sinh(u)2N

− sinh(u− ζ−) sinh(u)2N ,

=
sinh(u+ ζ−) sinh(η)

sinh(2u+ η)
sinh(u+ η)2N

−sinh(u+ ζ−) sinh(η) + sinh(u− ζ−) sinh(2u+ η)

sinh(2u+ η)
sinh(u)2N .

47



Chapter 3: The Bethe Ansatz for Vertex Models

From the above expression, it is easy to check that

δ(u) =
sinh(η) sinh(u+ ζ−)

sinh(2u+ η)
sinh(u+ η)2N − sinh(2u) sinh(u− ζ− + η)

sinh(2u+ η)
sinh(u)2N .

These facts will be useful in the algebraic Bethe ansatz of the transfer matrix with

open boundary condition.

The important properties of the K-matrices are the reflection equations

R12(u1− u2)K−1 (u1)R12(u1 + u2)K
−
2 (u2) = K−2 (u2)R12(u1 + u2)K

−
1 (u1)R12(u1− u2),

(3.12)

and

R12(−u1 + u2)(K
+
1 (u1))

tR12(−u1 − u2 − 2η)(K+
2 (u2))

t

= (K+
2 (u2))

tR12(−u1 − u2 − 2η)(K+
1 (u1))

tR12(−u1 + u2). (3.13)

Remark. As the R-matrix can be constructed as a representation of the universal

R-matrix R, the K-matrices can also be constructed from the co-ideal sub-algebra of

quantum groups [78] [79].

Using the Yang-Baxter equation (3.2) and the reflection equations (3.12) and

(3.13), it can be verified that [25]

R12(u1 − u2)U−1 (u1)R12(u1 + u2)U
−
2 (u2) = U−2 (u2)R12(u1 + u2)U

−
1 (u1)R12(u1 − u2),

(3.14)

and

R12(−u1 + u2)(U
+
1 (u1))

tR12(−u1 − u2 − 2η)(U+
2 (u2))

t

= (U+
2 (u2))

tR12(−u1 − u2 − 2η)(U+
1 (u1))

tR12(−u1 + u2). (3.15)

Using Yang-Baxter equation (3.2), the crossing symmetry (3.6) and the relation

(3.14), the following theorem can be proved [25]
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Theorem 4. For any u1, u2

[t(u1), t(u2)] = 0.

The algebraic Bethe ansatz of the transfer matrix on the open chain has a similar

construction with the closed chain. It starts with the same reference state Ω, and

the other eigenstates are constructed in the form of B(v1) . . .B(vM)Ω. The result

of the action of t(u) on B(v1) . . .B(vM)Ω is a linear combination of itself and some

other states. The requirement that the other states have to vanish will give a system

of equations of {v1, . . . , vM}, which is called the Bethe equations. The construction

of eigenvalues and eigenstates are given by the following theorem [25]

Theorem 5. The reference state Ω ≡ ⊗Ni=1(+) is an eigenstate of t(u) with eigen-

value

Λ(u) =
sinh(2u+ 2η)

sinh(2u+ η)
sinh(u+ ζ+)α(u)

− 1

sinh(2u+ η)
sinh(u− ζ+ + η)(sinh(2u+ η)δ(u)− sinh(η)α(u)).

Other eigenvectors of t(u) are of the form

Φ(u){v1,...,vM} = B(v1) . . .B(vM)Ω,

where the set {v1, . . . , vM} is called Bethe roots, and satisfy conditions

sinh(vm + ζ+) sinh(vm + ζ−) sinh(vm + η)2N

sinh(vm − ζ+ + η) sinh(vm − ζ− + η) sinh(vm)2N

= ΠM
k=1,k 6=m

sinh(vm − vk + η) sinh(vm + vk + 2η)

sinh(vm − vk − η) sinh(vm + vk)
, 1 ≤ m ≤M. (3.16)

The corresponding eigenvalues are

Λ(u) =
sinh(2u+ 2η)

sinh(2u+ η)
sinh(u+ ζ+) sinh(u+ ζ−) sinh(u+ η)2N

×ΠM
k=1

sinh(u− vk − η) sinh(u+ vk)

sinh(u− vk) sinh(u+ vk + η)

+
sinh(2u)

sinh(2u+ η)
sinh(u− ζ+ + η) sinh(u− ζ− + η) sinh(u)2N
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×ΠM
k=1

sinh(u− vk + η) sinh(u+ vk + 2η)

sinh(u− vk) sinh(u+ vk + η)
.

Proof. Following Sklyanin’s proof, the transfer matrix will be rewritten as

sinh(2u+ 2η)

sinh(2u+ η)
sinh(u+ ζ+)A(u)− 1

sinh(2u+ η)
sinh(u− ζ+ + η)D̃(u),

where D̃(u) = sinh(2u+η)D(u)−sinh ηA(u). The eigenvalue of D̃(u) with reference

state Ω is denoted as δ̃(u), and it is given as

δ̃(u) = sinh(2u+ η)δ(u)− sinh(η)α(u),

= − sinh(2u) sinh(u− ζ− + η) sinh(u)2N .

In order to calculate the action of t(u) on B(v1) . . .B(vM)Ω, the commutation re-

lations between A(u), B(u) and D̃(u) are needed. By restricting the input and

the output of the tensor product of the two auxiliary spaces to be (−) × (+) and

(+)× (+) in the relation (3.14), it will give the relation

A(u)B(v) =
sinh(u− v − η) sinh(u+ v)

sinh(u− v) sinh(u+ v + η)
B(v)A(u)+

sinh(η) sinh(2v)

sinh(u− v) sinh(2v + η)
B(u)A(v)

− sinh(η)

sinh(u+ v + η) sinh(2v + η)
B(u)D̃(v). (3.17)

Restricting the input and the output of the tensor product of the two auxiliary spaces

to be (−) × (−) and (−) × (+) in the relation (3.14), gives a second commutation

relation. After substituting the first relation into the second relation in order to

commute the A(u) and the B(v) term, it will become

D̃(u)B(v) =
sinh(u− v + η) sinh(u+ v + 2η)

sinh(u− v) sinh(u+ v + η)
B(v)D̃(u)

+
sinh(η) sinh(2u+ 2η) sinh(2v)

sinh(u+ v + η) sinh(2v + η)
B(u)A(v)− sinh(η) sinh(2u+ 2η)

sinh(u− v) sinh(2v + η)
B(u)D̃(v).

(3.18)

It is easy to see that the results of A(u) commuting through B(v1) . . .B(vM)Ω have
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to have the form

A(u)B(v1) . . .B(vM)Ω = âB(v1) . . .B(vM)A(u)Ω

+
M∑
i=1

biB(v1) . . .B(u) . . .B(vM)A(vi)Ω +
M∑
i=1

ciB(v1) . . .B(u) . . .B(vM)D̃(vi)Ω,

where

â ≡ ΠM
i=1

sinh(u− vi − η) sinh(u+ vi)

sinh(u− vi) sinh(u+ vi + η)
.

The most convenient way to obtain coefficients bi and ci is to use commutativity

[B(u),B(v)] = 0. Here bi is the sum of the coefficients of all states on the right hand

side of the above equation with the form B(v1) . . .B(u) . . .B(vM)A(vi)Ω. In order

to simplify the calculation of the coefficient bi, B(v1) . . .B(vM)Ω will be rearranged

into B(vi)B(v1) . . .B(vM)Ω. When A(u) is commuted all the way to the left in this

rearranged state, there will only be one term on the right hand side with the form

B(v1) . . .B(u) . . .B(vM)A(vi)Ω. In order to obtain this term, the second term on the

right hand side of the relation (3.17) has to be chosen when commuting with B(vi),

then the first term on the right hand side of the relation (3.17) has to be chosen

when commuting through the rest of the B operators. A similar argument will work

for ci. Hence the results are

bi ≡
sinh(η) sinh(2vi)

sinh(u− vi) sinh(2vi + η)
ΠM
k=1,k 6=i

sinh(vi − vk − η) sinh(vi + vk)

sinh(vi − vk) sinh(vi + vk + η)
,

ci ≡ −
sinh(η)

sinh(u+ vi + η) sinh(2vi + η)
ΠM
k=1,k 6=i

sinh(vi − vk − η) sinh(vi + vk)

sinh(vi − vk) sinh(vi + vk + η)
.

Similarly, when D(u) commutes through B(v1) . . .B(vM)Ω, it has to have the form

D̃(u)B(v1) . . .B(vM)Ω = d̂B(v1) . . .B(vM)D̃(u)Ω

+
M∑
i=1

eiB(v1) . . .B(u) . . .B(vM)A(vi)Ω +
M∑
i=1

fiB(v1) . . .B(u) . . .B(vM)D̃(vi)Ω,

where

d̂ ≡ ΠM
i=1

sinh(u− vi + η) sinh(u+ vi + 2η)

sinh(u− vi) sinh(u+ vi + η)
,
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ei ≡
sinh(η) sinh(2u+ 2η) sinh(2vi)

sinh(u+ vi + η) sinh(2vi + η)
ΠM
k=1,k 6=i

sinh(vi − vk + η) sinh(vi + vk + 2η)

sinh(vi − vk) sinh(vi + vk + η)
,

fi ≡ −
sinh(η) sinh(2u+ 2η)

sinh(u− vi) sinh(2vi + η)
ΠM
k=1,k 6=i

sinh(vi − vk + η) sinh(vi + vk + 2η)

sinh(vi − vk) sinh(vi + vk + η)
.

For B(v1) . . .B(vM)Ω to be an eigenstate, the overall coefficients of other terms have

to vanish for all i, hence

(
sinh(2u+ 2η)

sinh(2u+ η)
sinh(u+ ζ+)bi −

1

sinh(2u+ η)
sinh(u− ζ+ + η)ei)α(vi)

+(
sinh(2u+ 2η)

sinh(2u+ η)
sinh(u+ ζ+)ci −

1

sinh(2u+ η)
sinh(u− ζ+ + η)fi)δ̃(vi) = 0.

Multiplying sinh(u− vi) on both sides and taking u = vi gives

sinh(2vi + 2η) sinh(2vi) sinh(η) sinh(vi + ζ+) sinh(vi + ζ−)

sinh(2vi + η) sinh(2vi + η)

×ΠM
k=1,k 6=i

sinh(vi − vk − η) sinh(vi + vk)

sinh(vi − vk) sinh(vi + vk + η)
sinh(vi + η)2N

=
sinh(2vi + 2η) sinh(2vi) sinh(η) sinh(vi − ζ+ + η) sinh(vi − ζ− + η)

sinh(2vi + η) sinh(2vi + η)

×ΠM
k=1,k 6=i

sinh(vi − vk + η) sinh(vi + vk + 2η)

sinh(vi − vk) sinh(vi + vk + η)
sinh(vi)

2N ,

for all i. This equation can be simplified as

sinh(vi + ζ+) sinh(vi + ζ−) sinh(vi + η)2N

sinh(vi − ζ+ + η) sinh(vi − ζ− + η) sinh(vi)2N

= ΠM
k=1,k 6=i

sinh(vi − vk + η) sinh(vi + vk + 2η)

sinh(vi − vk − η) sinh(vi + vk)
,

for all i. These are the Bethe equations.

Remark. The algebraic Bethe ansatz can be applied to the spin chain Hamiltonians

of higher spins. The details can be found in [80] [81].

One of the important objects related to t(u) is t′(0). The Taylor expansion of
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t(u) around zero is

t(u) = t(0) + t′(0)u+ t(2)(0)
u2

2!
+ . . . .

The commutativity of the transfer matrix gives

[t′(0), t(v)] = 0.

The XXZ spin chain Hamiltonian H
(N)
XXZ,Sklyanin will be defined by t′(0). The

following relations are true

Ri,j(0) = sinh(η)Pi,j, Ln(0) = Rn.n+1(0), K−(0) = sinh(ζ−)I.

Using the above relations, t′(0) can be written as

t′(0) =
d

du
(tr0(K

+
0 (u)M(u)K−0 (u)M̂(u)))|u=0,

= sinh(η)2N tr0((K
+
0 (0))′PN,0 . . .P1,0K

−
0 (0)P1,0 . . .PN,0)

+ sinh(η)2N−1
N∑
i=1

tr0(K
+
0 (0)PN,0 . . .Pi+1,0(

d

du
Ri,0(u))|u=0)Pi−1,0 . . .P1,0K

−
0 (u)P1,0 . . .PN,0)

+ sinh(η)2N tr0(K
+
0 (0)PN,0 . . .P1,0(K

−
0 (0))′P1,0 . . .PN,0)

+ sinh(η)2N−1
N∑
i=1

tr0(K
+
0 (0)PN,0 . . .P1,0K

−
0 (u)P1,0 . . .Pi−1,0(

d

du
Ri,0(u))|u=0)Pi+1,0 . . .PN,0),

= sinh(ζ−) sinh(η)2N tr0((K
+
0 (0))′)+sinh(ζ−) sinh(η)2N−1

N−1∑
i=1

tr0K
+
0 (0)

d

du
Ri,i+1(u)|u=0Pi,i+1

+ sinh(ζ−) sinh(η)2N−1tr0K
+
0 (0)

d

du
RN,0(u)|u=0PN,0 + sinh(η)2N tr0K

+
0 (0)(K−1 (0))′

+ sinh(ζ−) sinh(η)2N−1
N−1∑
i=1

tr0K
+
0 (0)Pi,i+1

d

du
Ri,i+1(u)|u=0

+ sinh(ζ−) sinh(η)2N−1tr0K
+
0 (0)PN,0

d

du
RN,0(u)|u=0.
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Hence H
(N)
XXZ,Sklyanin ≡ t′(0) is

H
(N)
XXZ,Sklyanin =c(

N−1∑
j=1

(σxj σ
x
j+1 + σyjσ

y
j+1 + cosh(η)σzjσ

z
j+1) + sinh(η)(σz1 coth ζ− + σzN coth ζ+))

+ c′I, (3.19)

where

c = 2 cosh(η) sinh(ζ−) sinh(ζ+) sinh(η)2N−1,

c′ = 2(N − 1) cosh2(η) sinh(ζ−) sinh(ζ+) sinh(η)2N−1

+2 cosh(2η) sinh(ζ−) sinh(ζ+) sinh(η)2N−1.

This is the Hamiltonian for the spin-half XXZ spin chain on the open boundary

condition.

3.5 TQ equations and Baxter’s Q-operator

The spectral problem of the transfer matrix of non-diagonal K-matrices can not be

solved using the algebraic Bethe ansatz, since it is more difficult to find a reference

state. One way to solve the spectral problem is proposed in [82], which uses the

vertex-face correspondence to find the reference state. Another way is the TQ

equations discovered by R.Baxter [5]. The TQ equation is the relation

t(u)Q(u) = h1(u)Q(u+ η) + h2(u)Q(u− η),

where h1(u)and h2(u) are quasi-periodic functions, and Q(u) satisfy

[t(u),Q(v)] = 0,

[Q(u),Q(v)] = 0.
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Q(u) will be called the Q-operator. Let the eigenvalue of the transfer matrix and

the Q-operator be denoted as Λ(u) and Q̄(u). By the commutativity relation, t(u)

and Q(u) can be diagonalised simultaneously. Hence

Λ(u)Q̄(u) = h(u+ η)NQ̄(u+ η) + h(u− η)NQ̄(u− η). (3.20)

Hence the spectrum of the transfer matrix can be obtained from the spectrum of

Q(u).

To obtain the TQ equations of the transfer matrix with non-diagonal K-matrices,

the fusion relation are needed [74]. These relations are functional relations between

transfer matrices of different spins. In Subsection 3.5.1, the transfer matrices of

the integer and half-integer spins and the fusion relations will be introduced. In

Subsection 3.5.2, TQ equations will be derived using the fusion relations. These TQ

equations are only valid under certain conditions of the boundary parameters.

3.5.1 Fusion Hierarchy

The fusion procedure will be introduced, which is a way to generalise the R-matrix

and the K-matrices to higher spin auxiliary spaces [83] [84]. The fused spin-(j, s)

R-matrix (j, s = 1/2, 1, 3/2, . . . ) is given by

Rj,s
{a},{b}(u) = P+

{a}P
+
{b}Π

2j
k=1Π

2s
l=1R

1
2
, 1
2

ak,bl
(u+ (k + l − j − s− 1)η)P+

{a}P
+
{b}. (3.21)

where {a} = {a1, . . . , a2j}, {b} = {b1, . . . , b2s}, and a1, . . . , a2j, b1, . . . , b2s are the

index of spaces. For example, R
1
2
, 1
2

ak,bl
(u) will act on Vak ⊗ Vbl , and the space Vak and

Vbl for all k and l are copies of C2. The matrix R
1
2
, 1
2 (u) is the same as (3, 1), and

the R-matrix in (3.21) is ordered by increasing of k and l. P+
{a} is the completely

symmetric projector

P+
{a} =

1

(2j)!
Π2j
k=1(

k∑
l=1

Pal,ak),
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where P is the permutation operator with Pak,ak ≡ 1. The fused spin-j K-matrix

K
−(j)
{a} (u) is given by

K
−(j)
{a} (u) = P+

{a}Π
2j
k=1(Π

k−1
l=1R

1
2
, 1
2

al,ak(2u+(k+ l−2j−1)η)K
−( 1

2
)

ak (u+(k− j− 1

2
)η))P+

{a}.

(3.22)

The product in (3.22) is ordered by increasing of k and l. The matrix K−(
1
2
)(u) is

defined by its entries as

K
−( 1

2
)

11 (u) = 2(sinh(α−) cosh(β−) cosh(u) + cosh(α−) sinh(β−) sinh(u)),

K
−( 1

2
)

22 (u) = 2(sinh(α−) cosh(β−) cosh(u)− cosh(α−) sinh(β−) sinh(u)),

K
−( 1

2
)

12 (u) = eθ− sinh(2u),

K
−( 1

2
)

21 (u) = eθ− sinh(2u),

where α±, β± and θ± are arbitrary boundary parameters. The fused spin-j K-matrix

K
+(j)
{a} (u) is given by

K
+(j)
{a} (u) =

1

f (j)(u)
K
−(j)
{a} (−u− η)|(α−,β−,θ−)→(−α+,−β+,θ+), (3.23)

where the scalar functions f (j)(u) are

f (j)(u) = Π2j−1
l=1 Πl

k=1(−ξ(2u+ (l + k + 1− 2j)η)),

where ξ(u) = sinh(u + η) sinh(u − η). The fused transfer matrix t(j,s)(u) with a

spin-j auxiliary space is given by

t(j,s)(u) = tr{a}(K
+(j)
{a} (u)T

(j,s)
{a} (u)K

−(j)
{a} (u)T̂

(j,s)
{a} (u)),

where the monodromy matrix is given by product of fused R-matrices:

T
(j,s)
{a} (u) = Rj,s

{a},{b[N ]}(u) . . . Rj,s

{a},{b[1]}(u),
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T̂
(j,s)
{a} (u) = Rj,s

{a},{b[1]}(u) . . . Rj,s

{a},{b[N ]}(u),

where {b[i]}, i = 1, . . . , N are N sets of index. The fused transfer matrices satisfy

commutativity relations

[t(j,s)(u), t(k,s)(u′)] = 0.

This is true for any different values of spectral parameters u and u′, and any values

of j, k = 1
2
, 1, 3

2
, . . . , and any spin s = 1

2
, 1, 3

2
, . . . . They also satisfy the functional

relations called the fusion hierarchy

t(j−
1
2
,s)(u− jη)t(

1
2
,s)(u) = t(j,s)(u− (j − 1

2
)η) + δ(s)(u)t(j−1,s)(u− (j +

1

2
)η), (3.24)

where t(0,s)(u) = 1, and δ(s)(u) is given by

δ(s)(u) = 24(Π2s−1
k=0 ξ(u+ (s− k − 1

2
)η))2N

sinh(2u− 2η) sinh(2u+ 2η)

sinh(2u− η) sinh(2u+ η)

× sinh(u+ α−) sinh(u− α−) cosh(u+ β−) cosh(u− β−) sinh(u+ α+) sinh(u− α+)

× cosh(u+ β+) cosh(u− β+).

3.5.2 TQ equation

Motivated by [36], the TQ equations for the transfer matrix with the open boundary

condition is found [74], where the Q-operator has the expression

Q(u) = lim
j→∞

t(j−
1
2
,s)(u− jη),

where t(j−
1
2
,s)(u) is the fused spin-s transfer matrix with the spin-j auxiliary space.

This definition of Q(u) is formal, since the limit on the right hand side does not

exist. However, it will not be used directly. This definition together with functional

relations between the fused transfer matrix with different auxiliary spaces gives a

formal TQ equations. Using this formal TQ equations between operators, the TQ

equations for the corresponding eigenvalues can be obtained. The scalar functions
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in the TQ equations for the corresponding eigenvalues can be carefully chosen such

that these equations give the correct numerical solutions of eigenvalues.

By taking the limit j →∞ in the fusion hierarchy (3.24), it becomes

t(
1
2
,s)(u)Q(u) = Q(u+ η) + δ(s)(u)Q(u− η).

Let the eigenvalues corresponding to the same eigenstate of Q(u) and t(
1
2
,s)(u) be

denoted as Q̄(u) and Λ( 1
2
,s)(u). Then the above relation suggests the following

relation

Λ( 1
2
,s)(u) =

Q̄(u+ η)

Q̄(u)
+ δ(u)

Q̄(u− η)

Q̄(u)
.

Assume the form of Q̄(u) is

Q̄(u) = f(u)Q(u),

where f(u) is a scalar function, and

Q(u) = ΠM
j=1 sinh(u− uj) sinh(u+ uj + η). (3.25)

Let H1(u) = f(u+η)
f(u)

and H2(u) = δ(s)(u)f(u−η)
f(u)

. Then Λ(u) can be expressed as

Λ( 1
2
,s)(u) = H1(u)

Q(u+ η)

Q(u)
+H2(u)

Q(u− η)

Q(u)
.

There are two set of solutions for H1 and H2 in [83]. In this thesis, only one of those

solutions will be used, which is

H1(u|ε1, ε2, ε3) = −4ε2(Π
2s−1
k=0 sinh(u+ (s− k − 1

2
)η))2N

sinh(2u)

sinh(2u+ η)

× sinh(u+ α− + η) cosh(u+ ε1β− + η) sinh(u+ ε2α+ + η) cosh(u+ ε3β+ + η),

H2(u) = H1(−u− η),

with the condition

α− + ε1β− + ε2α+ + ε3β+ = ε0(θ− − θ+) + ηk +
1− ε2

2
iπ
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ε1ε2ε3 = 1, (3.26)

where ε1, ε2, ε3 ∈ {−1, 1}. The above equation is true up to mod 2iπ, where k ∈ Z,

and M = sN − 1
2
− k

2
is a non-negative integer. Functions H1 and H2 satisfy

H1(u− η)H2(u) = δ(s)(u).

This expression satisfies some properties of eigenvalues of the transfer matrix. First,

those functions satisfy the initial condition

Λ( 1
2
,s)(0) = −8 sinh(η)2N cosh(η) sinh(α−) cosh(β−) sinh(α+) cosh(β+).

Second, they satisfy the asymptotic behaviour

Λ(u)(
1
2
,s) ∼ −cosh(θ− − θ+)e(2N+4)u+(N+2)η

22N+1
+ . . . ,

for u→ +∞. This is the condition of boundary parameters in relation (3.26)

α− + ε1β− + ε2α+ + ε3β+ = ε0(θ− − θ+) + ηk +
1− ε2

2
iπ.

Finally, the semiclassical property is satisfied

Λ( 1
2
,s)(u)|η=0 = 8 sinh(u)2N(− sinh(α−) cosh(β−) sinh(α+) cosh(β+) cosh(u)2

+ cosh(α−) sinh(β−) cosh(α+) sinh(β+) sinh(u)2 − cosh(θ− − θ+) sinh(u)2 cosh(u)2).

This will gives a condition among {εi}

ε1ε2ε3 = 1.

Remark. The Hamiltonian H
(N)
XXZ,general can be defined as d

du
t(

1
2
, 1
2
)(u)|u=0. H

(N)
XXZ,general

corresponds to the transfer matrix constructed from the R-matrix in the relation (3.1)

and the non-diagonal K-matrices K−(
1
2
)(u) and K+( 1

2
)(u). The exact expression of
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this Hamiltonian can be found in [74].

It is worth noting that H
(N)
XXZ,general can be identified with the representation of

elements of the two boundary Temperley-Lieb algebra [85]. This connection is pointed

out in [86] [87] [88]. In the context of the two boundary Temperley-Lieb algebra, the

condition (3.22) becomes the restriction on the parameters in the algebra, such that

the algebra has a reducible but indecomposable representation. This condition is

equivalent to the condition where the determinant of the gram matrix is zero. The

gram matrix is also used in the meander model [89] [90].
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Symmetry of Bethe equations

In Section 2.1, the supersymmetric Hamiltonian H
(N)
XY Z with the closed boundary

condition has been constructed. The Hamiltonian H
(N)
XY Z is related to the transfer

matrix of the eight-vertex model. The transfer matrix of the eight-vertex and H
(N)
XY Z

are in the same commuting family, hence they share the same eigenvectors and Bethe

equations. In [52], the transfer matrix of the eight-vertex model was studied using

the coordinate Bethe ansatz. There is a symmetry in the Bethe equations, which

induces a correspondence of eigenvalues of transfer matrices with different size. To

be more precise, let {v1, . . . , vM}(N) be a set of Bethe roots of the transfer matrix of

length N , then {v1, . . . , vM , η}(N−1) is a set of Bethe roots of the transfer matrix of

length N −1. This correspondence will be denoted by SBethe. When the eigenstates

can be constructed from the Bethe roots, the correspondence in Bethe roots will

induce a map SBethe

SBetheN : V ⊗N → V ⊗N−1, (4.1)

with the action of SBetheN on eigenstates defined as

SBetheN Φ
(N)
{v1,...,vN} = Φ

(N−1)
{v1,...,vN ,η},

where Φ
(N)
{v1,...,vN} denote the eigenstate constructed from {v1, . . . , vN} of the transfer

matrix of length N . SBethe only act on eigenstates constructed from Bethe roots,
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hence SBethe only acts on a certain subspace.

In [69], this symmetry in the Bethe equations of the gl(n|m) spin chains has

been studied. In [70], this symmetry in the M2 model of single fermions and pairs

has been studied, and the map SBethe is identified with the lattice supercharge of

this model. In [91], the symmetry of the N = 4 Super Yang-Mills model has been

studied.

This chapter will study the Bethe equations of the Hamiltonians of the XXZ

spin chains with varying boundary matrices, and the analogue of SBethe for each of

them. In Section 4.1, the Hamiltonian of the XXZ spin chain with closed boundary

conditions will be studied using the algebraic Bethe ansatz, and part of the result

obtained in [52] from the coordinate Bethe ansatz will be recreated. SBethe only

exists in a certain subspace for this Hamiltonian. In Section 4.2 and Section 4.3, the

Hamiltonian of the XXZ spin chain with open boundary conditions will be studied.

In this case, SBethe exists on all spaces. Section 4.2 will analyse the integrable open

XXZ Hamiltonian with generic boundary matrices using TQ equations. The result

shows that the symmetry in TQ equations induces the the map SBethe. There is

a restriction on the boundary parameters, and the TQ equations only exist within

this restriction. Section 4.3 will treat the special case of the open XXZ Hamiltonian,

which has diagonal boundary matrices. This Hamiltonian is equal to the Hamilto-

nian defined in Section 4.2 with boundary parameters going to a certain limit. In

this limit, the TQ equations are no longer valid. Using the symmetry in the alge-

braic Bethe ansatz, the existence of the map SBethe for this Hamltonian has been

proved.

In Section 4.4, a Hamiltonian which has both the lattice supercharge SN and the

map SBethe will be defined, and the relation between SN and SBethe will be studied.

This Hamiltonian is a special case studied in Section 4.3. By numerical checks of

the action of lattice supercharge SN on eigenstates constructed from the algebraic

Bethe ansatz, it has been found that the lattice supercharge SN is proportional to

SBethe.
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4.1 Bethe Ansatz analysis on closed chain

For η = 2iπ/3, the Bethe equations of the transfer matrix t(u) of six-vertex model

has an additional symmetry [52]. To see this symmetry, recall the Bethe equations

(3.11) of the periodic case

Mk(u, {v1, . . . , vM})αN(vk) +Nk(u, {v1, . . . , vM})δN(vk) = 0,

with

k = 1, . . . ,M,

where the spectral parameter is denoted as u, and the Bethe roots are denoted as

{v1, . . . , vM}. The Bethe equations can be written out as

ΠM
i=1,i 6=k

sinh(vi − vk + η)

sinh(vi − vk − η)
=

sinhN(vk)

sinhN(vk + η)
,

with

k = 1, . . . ,M.

By using the above equations, it is easy to see the following set of equations are true

for η = 2iπ/3:

ΠM
i=1,i 6=k

sinh(vi − vk + η)

sinh(vi − vk − η)

sinh(−vk + 2η)

sinh(−vk)
=

sinhN(vk) sinh(vk + η)

sinhN(vk + η) sinh(vk)
,

with

k = 1, . . . ,M.

The above equations are exactly the first M Bethe equations of lattice size N − 1

with Bethe roots {v1, . . . , vM , η}. The last equation is

ΠM
i=1

sinh(vi)

sinh(vi − 2η)
= (−1)N−1. (4.2)
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This can be interpretated as a restriction on eigenstates to a certain eigenspace of

t(0). Recall the expression for the eigenvalue

Λ(u) = sinhN(u+ η)ΠM
k=1

sinh(vk − u+ η)

sinh(vk − u)
+ sinhN(u)ΠM

k=1

sinh(u− vk + η)

sinh(u− vk)
,

hence the condition (4.2) is equal to

Λ(0) = (−1)N−1 sinh(η)N . (4.3)

The transfer matrix t(u) has a symmetry in the Bethe equations when the above

condition holds. The Hamiltonian H
(N)
XXZ of the XXZ chain with periodic condition

is related to the transfer matrix as H
(N)
XXZ ∝ t′(0). Since t(0) = sinh(η)NTN , the

relation (4.3) is the same as the restriction on the supersymmetric H
(N)
XY Z in Section

2.1, which hasH
(N)
XXZ as a special case. Hence the condition for lattice SUSY obtained

from Bethe equations is consistent with the condition for lattice SUSY given in [52].

It has been conjectured in [52] that the map SBethe of H
(N)
XY Z is equal to a linear

combination of SN and the spin reversed version of it. This conjecture will motivate

us to study the relation between SN and SBethe for the supersymmetric open XXZ

chain Hamiltonian.

4.2 The Open Chain with Non-diagonal Bound-

ary Matrices

This section will examine the spectrum of the integrable open XXZ spin chain Hamil-

tonian with non-diagonal boundary matrices using TQ equations. The TQ equations

of the open XXZ spin chain Hamiltonian with non-diagonal boundary matrices has

been studied in [92] [93]. However, it is difficult to analyse the symmetry of the TQ

equations in [93]. The difficulty is due the complexity of the TQ equations, where

there are two sets of Bethe roots instead of one set. In [74] [83], the TQ equations
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have been proposed with only one set of Bethe roots. However, the existence of

the TQ equations depends on the boundary parameters of the XXZ Hamiltonian.

In [94], it has been suggested that these TQ equations are the special case of the

inhomogeneous TQ equations, and the condition for the existence of the TQ equa-

tions in [83] is equivalent to the condition where the inhomogeneous term becomes

zero in [94].

The TQ equations of the spin-s transfer matrix given in [83] have a symmetry

when η = iπ
s+1

and η = 0, which implies the correspondence SBethe, which takes

the set of Bethe roots {v1, . . . , vN} of transfer matrix of length N to Bethe roots

{v1, . . . , vN , (s + 1
2
)η} of transfer matrix of length N − 1. Since TQ equations only

exist when the boundary parameters of the transfer matrix satisfy the condition

proposed in [83], the map will only exist with this condition together with the

restriction on the parameter η = iπ
s+1

or η = 0. These results will be proved in the

following.

The eigenvalue Λ( 1
2
,s)(u) of the spin-s transfer matrix has the form [83]

Λ( 1
2
,s)(u) = H1(u|ε1, ε2, ε3)

Q(u+ η)

Q(u)
+H2(u|ε1, ε2, ε3)

Q(u− η)

Q(u)
, (4.4)

where

Q(u) = ΠM
j=1 sinh(u− vj) sinh(u+ vj + η),M =

1

2
(2sN − 1− k),

and

H1(u|ε1, ε2, ε3) = −4ε2 sinh2N(u−(s−1

2
)η)

sinh(2u)

sinh(2u+ η)
sinh(u+α−+η) cosh(u+ε1β−+η)

× sinh(u+ ε2α+ + η) cosh(u+ ε3β+ + η),

H2(u|ε1, ε2, ε3) = −4ε2 sinh2N(u+(s+
1

2
)η)

sinh(2u+ 2η)

sinh(2u+ η)
sinh(u−α−) cosh(u−ε1β−)

× sinh(u− ε2α+) cosh(u− ε3β+).
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The boundary parameters of this Hamiltonian satisfy the condition

α− + ε1β− + ε2α+ + ε3β+ = ε0(θ− − θ+) + ηk +
1− ε2

2
iπ, (4.5)

with

ε1ε2ε3 = 1.

The relation (4.5) is true up to mod 2iπ, where k ∈ Z and |k| ≤ 2sN − 1. The

relation (4.5) comes from the asymptotic behaviour and the semi-classical property

of Λ(u) [74]. Letting u = vj in relation (4.4) and using analyticity of Λ(u) gives the

Bethe equations

H2(vj|ε1, ε1, ε3)
H2(−vj − η|ε1, ε1, ε3)

= −Q(vj + η)

Q(vj − η)
,

with

j = 1, . . . ,M.

Assuming the map SBethe exists for the spin-s transfer matrix, the condition (4.5)

implies a restriction on η. The map SBetheN takes an eigenvector Φ
(N)
{v1,...,vM} to another

eigenvector Φ
(N−1)
{v1,...,vM ,(s+ 1

2
)η}, where {v1, . . . , vM} and {v1, . . . , vM , (s + 1

2
)η} satisfy

the TQ equations of length N and N − 1 respectively. A necessary condition for

TQ equations is the relation (4.5). Hence the relation (4.5) has to be true for both

{v1, . . . , vM} and {v1, . . . , vM , (s+ 1
2
)η}. For H

(N)
XXZ,general with size N and N−1, the

boundary parameters α±, β±, θ± are fixed, However, the integer k can be different

for different sets of Bethe roots. To differentiate the condition (4.5) for different

sets of Bethe roots, k and k′ will be used in the relation (4.5) of {v1, . . . , vM} and

{v1, . . . , vM , (s+ 1
2
)η}. Hence the relation (4.5) for {v1, . . . , vM} and {v1, . . . , vM , η}

are

α− + ε1β− + ε2α+ + ε3β+ = ε0(θ− − θ+) + ηk +
1− ε2

2
iπ,

α− + ε1β− + ε2α+ + ε3β+ = ε0(θ− − θ+) + ηk′ +
1− ε2

2
iπ,

ε1ε2ε3 = 1.

The above equations are true up to mod 2iπ, where k ∈ Z and |k| ≤ 2sN − 1. The
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integer k in the relation (4.5) is related to the number of Bethe roots and the size

of the spin chains by M = 1
2
(2sN − 1− k), it follows from this relation that

k = −2M + 2sN − 1, k′ = −2(M + 1) + 2s(N − 1)− 1.

Comparing the two above relations gives

k′ = k − 2s− 2.

Substituting the above relation, the condition (4.5) for {v1, . . . , vM , (s+ 1
2
)η} becomes

α− + ε1β− + ε2α+ + ε3β+ = ε0(θ− − θ+) + ηk − (2s+ 2)η +
1− ε2

2
iπ. (4.6)

Hence

(2s+ 2)η = 0.

The above equation is true up to mod 2iπ. This equation gives a restriction on η,

and it has solutions η = ± iπ
s+1

and η = 0.

It remain to be checked that the map SBethe take an eigenstate to another eigen-

state at η = ± iπ
s+1

and η = 0, i.e. when {v1, . . . , vM} satisfy Bethe equations of the

length N , {v1, . . . , vM , (s + 1
2
)η} will satisfy Bethe equations of the length N − 1.

Bethe equations of length N − 1 with Bethe roots {v1, . . . , vM , (s+ 1
2
)η} are

sinh2(vj − (s− 1
2
)η)

sinh2(vj + (s+ 1
2
)η)

=
sinh(vj − (s− 1

2
)η) sinh(vj + (s+ 5

2
)η)

sinh(vj − (s+ 3
2
)η) sinh(vj + (s+ 1

2
)η)

, j = 1, . . . ,M,

sinh2N((2s+ 1)η) sinh((2s+ 3)η)

sinh2N((η) sinh((2s+ 1)η)

×
sinh((s+ 1

2
)η − α−) cosh((s+ 1

2
)η − ε1β−) sinh((s+ 1

2
)η − ε2α+) cosh((s+ 1

2
)η − ε3β+)

sinh((s+ 3
2
)η + α−) cosh((s+ 3

2
)η + ε1β−) sinh((s+ 3

2
)η + ε2α+) cosh((s+ 3

2
)η + ε3β+)

= ΠM
i=1

sinh((s+ 3
2
)η − vj) sinh(vj + (s+ 5

2
)η)

sinh((s− 1
2
)η − vj) sinh(vj + (s+ 1

2
)η)

. (4.7)

It is worth noting that the Bethe equations of {v1, . . . , vM} of length N have been
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used to simplify the M + 1 equations in relation (4.7). It is easy to see that the all

the above M + 1 equations are true for η = ± iπ
s+1

and η = 0. Hence the map SBethe

exists for the transfer matrix when η = ± iπ
s+1

and η = 0 with boundary parameters

satisfying the relation (4.5).

From now on, let s = 1
2

and η = 2iπ
3

. The Hamiltonian of the spin-half transfer

matrix at η = 2iπ
3

will be normalised, such that SBethe takes an eigenvector of this

normalised Hamiltonian of the length N to another eigenvector of the length N − 1

with the same eigenvalue. The definition of the spin-half XXZ chain Hamiltonian

with general boundary matrix is

H
(N)
XXZ,general = t′(0) =

∂t(u)

∂u
|u=0.

The exact expression of H
(N)
XXZ,general is not needed in this thesis. The eigenvalues of

the Hamiltonian are related to eigenvalues of the transfer matrix as

E ≡ (Λ( 1
2
, 1
2
)(0))′.

Using the fact that ∂H1(u)
∂u
|u=0 = H1(u)|u=0 = 0 and the relation (4.4), the energy

has the form

E ≡ ∂

∂u
(H2(u)

Q(u− η)

Q(u)
)|u=0,

= (
∂

∂u
(H2(u))

Q(u− η)

Q(u)
+H2(u)

∂

∂u
(
Q(u− η)

Q(u)
))|u=0,

=
∂

∂u
(H2(u))|u=0 +H2(0)

M∑
i=1

∂

∂u
(
sinh(u− vi − η) sinh(u+ vi)

sinh(u− vi) sinh(u+ vi + η)
)|u=0,

=
∂

∂u
(H2(u))|u=0 +H2(0)

M∑
i=1

2 sinh(η)

sinh(vi) sinh(vi + η)
. (4.8)

The exact forms of H2(0) and ∂
∂u

(H2(u))|u=0 are not needed in this thesis. The

Hamiltonian will be normalised as

H
(N)′

XXZ,general ≡
H

(N)
XXZ,general

H2(0)
−

∂
∂u

(H2(u))|u=0

H2(0)
+

2N

sinh(2η)
.
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Hence the eigenvalue E of H
(N)′

XXZ,general is

E =
M∑
i=1

2 sinh(η)

sinh(vi) sinh(vi + η)
+

2N

sinh(2η)
.

For the pair of Bethe roots {v1, . . . , vM}i=1,...,M of the sizeN chain and {v1, . . . , vM , η}i=1,...,M

of size N − 1, their corresponding eigenvalues E
(N)
{v1,...,vM} and E

(N−1)
{v1,...,vM ,η} are equal

E
(N)
{v1,...,vM} ≡

M∑
i=1

2 sinh(η)

sinh(vi) sinh(vi + η)
+

2N

sinh(2η)
,

=
M∑
i=1

2 sinh(η)

sinh(vi) sinh(vi + η)
+

2

sinh 2η
+ (N − 1)

2

sinh(2η)
,

= E
(N−1)
{v1,...,vM ,η}.

Hence for the two sets of Bethe roots paired by the map SBethe, their eigenstates

share the same eigenvalue.

Remark. It is worth noting that SBethe also exists for η = ± iπ
2s+2

if the boundary

parameter θ+ is allowed to change between Hamiltonians with the odd and the even

length. Let θ+ = θ− for N is odd and θ+ = θ− + iπ for N is even. The rest of

boundary parameters are left unchanged. Let {v1, . . . , vM} be a set of Bethe roots

satisfying TQ equations of the length N . It is easy to see that the relation (4.7)

is true, hence {v1, . . . , vM , η} is a set of Bethe roots satisfying TQ equations of the

length N − 1. The condition (4.5) is also satisfied for these two sets of Bethe roots.

This implies the existence of the map SBethe.

For the spin-half Hamiltonian, changing the boundary parameter θ+ between

Hamiltonians with the odd and the even lengths simply corresponds to the gauge

transformation of the Hamiltonian

Ĥ
(N)
XXZ,general = UH

(N)
XXZ,generalU

−1,

where

U ≡ σz ⊗ 1⊗ σz ⊗ 1⊗ . . . .
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The operator on the last tensor product space is σz for N odd and identity for N

even.

4.3 Open Chain with Diagonal Boundary Matri-

ces

This section will study the open XXZ Hamiltonian with diagonal boundary matrices

using the algebraic Bethe ansatz. The previous section studied the integrable XXZ

spin chain with non-diagonal boundary matrices. However, there is a special case

which requires a more careful treatment. Let the boundary parameter β± goes to

the limit

β± → +∞.

The functions H1(u) and H2(u) in the TQ equations will go to infinity due to the

presence of the cosh(u ± β±) term. Hence the construction of TQ equations in the

last section does not exist. The Hamiltonian in this limit corresponds to the open

XXZ chain Hamiltonian with diagonal boundary matrices, which is H
(N)
XXZ,Sklyanin

given by the relation (3.19). Historically, the transfer matrix in this limit has been

studied before the transfer matrix with generic K-matrices.

The eigenvalue of H
(N)
XXZ,Sklyanin is of the form

Λ(u) =
sinh(2u+ 2η) sinh(u+ ζ+) sinh(u+ ζ−)

sinh(2u+ η)
sinh(u+ η)2N

×ΠM
k=1

sinh(u− vm − η) sinh(u+ vm)

sinh(u− vm) sinh(u+ vm + η)

+
sinh(2u) sinh(u− ζ+ + η) sinh(u− ζ− + η)

sinh(2u+ η)
sinh(u)2N

×ΠM
k=1

sinh(u− vm + η) sinh(u+ vm + 2η)

sinh(u− vm) sinh(u+ vm + η)
, (4.9)
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where {v1, . . . , vM} are Bethe roots satisfying the Bethe equations

sinh(vm + ζ+) sinh(vm + ζ−) sinh(vm + η)2N

sinh(vm − ζ+ + η) sinh(vm − ζ− + η) sinh(vm)2N

= ΠM
k=1,k 6=M

sinh(vm − vk + η) sinh(vm + vk + 2η)

sinh(vm − vk − η) sinh(vm + vk)
, 1 ≤ m ≤M.

Using the Bethe equations, it is easy to check that, for η = 2iπ/3, the following

system of equations is also true

sinh(vm + ζ+) sinh(vm + ζ−) sinh(vm + η)2(N−1)

sinh(vm − ζ+ + η) sinh(vm − ζ− + η) sinh(vm)2(N−1)

= ΠM
k=1,k 6=m

sinh(vm − vk + η) sinh(vm + vk + 2η)

sinh(vm − vk − η) sinh(vm + vk)

sinh(vm − η + η) sinh(vm + η + 2η)

sinh(vm − η − η) sinh(vm + η)
,

for 1 ≤ m ≤M , and

sinh(η + ζ+) sinh(η + ζ−) sinh(η + η)2(N−1)

sinh(η − ζ+ + η) sinh(η − ζ− + η) sinh(η)2(N−1)

= ΠM
k=1

sinh(η − vk + η) sinh(η + vk + 2η)

sinh(η − vk − η) sinh(η + vk)

sinh(η − η + η) sinh(η + η + 2η)

sinh(η − η − η) sinh(η + η)
.

However, the above equations are the Bethe equations of the length N − 1 Hamil-

tonian with Bethe roots {v1, . . . , vM , η}. In order to calculate the eigenvalue of the

Hamiltonian, it is worth noting that the eigenvalue of the transfer matrix in rela-

tion (4.9) can be expressed in the form of relation (4.4). Let Q(u) be defined as in

relation (3.25), then

Λ(u) = H1(u)
Q(u+ η)

Q(u)
+H2(u)

Q(u− η)

Q(u)
,

where

H1(u) =
sinh(2u) sinh(u− ζ+ + η) sinh(u− ζ− + η)

sinh(2u+ η)
sinh(u)2N ,

and

H2(u) =
sinh(2u+ 2η) sinh(u+ ζ+) sinh(u+ ζ−)

sinh(2u+ η)
sinh(u+ η)2N .

Since ∂H1(u)
∂u
|u=0 = H1(u)|u=0 = 0, it follows from the same argument as in relation
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(4.8) that

E = Λ′(0) = c1

M∑
i=1

2 sinh η

sinh vm sinh(vm + η)
+ c2,

= H2(0)
M∑
i=1

2 sinh(η)

sinh(vi) sinh(vi + η)
+

∂

∂u
(H2(u))|u=0,

where

c1 = H2(0) = − sinh ζ+ sinh ζ− sinh2N η,

c2 =
∂

∂u
(H2(u))|u=0 = −2N sinh2N−1 η cosh η sinh ζ+ sinh ζ−

− sinh2N η sinh(ζ+ + ζ−) + sinh2N−1 η sinh ζ+ sinh ζ−(2 cosh(η) + 2 cosh(2η)).

The Hamiltonian can be normalised as

H
(N)′

XXZ,Sklyanin =
H

(N)
XXZ,Sklyanin

c1
− c2
c1

+N
2

sinh(2η)
I.

From relation (3.19), the Hamiltonian can be expressed using Pauli matrices as

H
(N)′

XXZ,Sklyanin =
1

sinh η
(
N−1∑
j=1

(σxj σ
x
j+1 + σyjσ

y
j+1 + cosh(η)σzjσ

z
j+1)

+ sinh(η)(σz1 coth ζ− + σzN coth ζ+))− 3N − 7

2 sinh(η)
I + (coth(ζ+) + coth(ζ−))I, (4.10)

where η = 2iπ
3

. It is easy to check that the eigenvalue of the normalised Hamiltonian

of size N with {v1, . . . , vM} and the eigenvalue of the normalised Hamiltonian of

size N − 1 with {v1, . . . , vM , η} are equal

E ′{v1,...,vM} = E ′{v1,...,vM ,η}.

Remark. The same result can be shown using the coordinate Bethe ansatz [53].
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4.4 The Map SBethe and The Lattice Supercharge

This section will study the relation between SBethe and the lattice supercharge. A

new Hamiltonian H
(N)
XXZ,diagonal will be defined, where both the lattice supercharge

and the map SBethe can be defined. The relation between these two operators is

SN ∝ SBetheN .

This relation can be confirmed numerically, and it motivated the theorem in the

next chapter where this relation will be proved analytically.

The Hamiltonian H
(N)
XXZ,diagonal will be defined as

H
(N)
XXZ,diagonal =

sinh(η)

−2
H

(N)′

XXZ,Sklyanin + 2I,

where parameters in H
(N)′

XXZ,Sklyanin are fixed to be η = 2iπ/3 and ζ± = −η. Using

relation (4.10), this Hamiltonian can be written out using Pauli matrices as

H
(N)
XXZ,diagonal = −1

2

N−1∑
i=1

(σxi ⊗σxi+1 +σyi ⊗σ
y
i+1−

1

2
σzi ⊗σzi+1)−

1

4
σz1−

1

4
σzN +

3N − 1

4
I.

(4.11)

The Hamiltonian H
(N)
XXZ,diagonal is a special case of H

(N)
XXZ,Hagen defined in Section

2.2 and H
(N)
XXZ,SUSY defined in Section 2.3. By direct calculation, H

(N)
XXZ,diagonal is

equal to H
(N)
XXZ,SUSY in relation (2.6) with r12 = 1 and all the other variables to be

zero. It follows that H
(N)
XXZ,diagonal is equal to the anti-commutator of this lattice

supercharge

H
(N)
XXZ,diagonal = SN+1S

†
N+1 + S†NSN ,

where the lattice supercharge SN is constructed from the local supercharge as in
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relation (2.4). The local supercharge p is

p =

0 0 0 0

1 0 0 0

 .
By the discussion of lattice SUSY in Section 2.1, it follows that H

(N)
XXZ,diagonal has

lattice SUSY with the lattice supercharge SN .

The relation SN ∝ SBetheN is motivated by the action of SN and SBetheN on the

eigenvectors. Section 4.3 has shown that there is a symmetry in the spectrum of

H
(N)′

XXZ,Sklyanin which induces the map SBethe. The map SBethe take an eigenstate

of H
(N)′

XXZ,Sklyanin to an eigenstate of H
(N−1)′
XXZ,Sklyanin with the same eigenvalue. Since

H
(N)
XXZ,diagonal is a special case of H

(N)′

XXZ,Sklyanin with a certain normalisation, the map

SBethe also exists for H
(N)
XXZ,diagonal. Since the normalisation does not involve any

function with the parameter N , SBethe will also take an eigenstate of H
(N)
XXZ,diagonal

to an eigenstate of H
(N−1)
XXZ,diagonal with the same eigenvalue.

On the other hand, H
(N)
XXZ,diagonal is supersymmetric with the lattice supercharge

SN . By the discussion about the supersymmetric Hamiltonian in Chapter 2, SN will

take an eigenstate of H
(N)
XXZ,diagonal to an eigenstate of H

(N−1)
XXZ,diagonal with the same

eigenvalue. When the spectrum of the Hamiltonian H
(N)
XXZ,diagonal is non-degenerate,

the relation SN ∝ SBetheN must be true. For H
(N)
XXZ,diagonal, the spectrum is degen-

erate since η is a root of unity. However, numerical checks in Subsection 4.4.1 and

Subsection 4.4.2 show that SN ∝ SBetheN is still true.

4.4.1 McCoy’s Methed

In order to look deeper into the structure of the spectrum of the spin chain Hamil-

tonian, and to understand the action of SN on the eigenstates generated by Bethe

roots, Bethe roots need to be calculated. Since it is a difficult task to solve Bethe

equations numerically using the ’solve’ function in Maple software, the method de-

veloped by B.McCoy [95] will be used. This method is based on the TQ equations.
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When the TQ equations exist for the transfer matrix, any eigenvalue can be written

as

Λ(u) = h1(u)
Q(u− η)

Q(u)
+ h2(u)

Q(u+ η)

Q(u)
,

where h1 and h2 are scalar functions, and Q(u) is defined in relation (3.25). The

following steps will be used to compute the values of Bethe roots:

• First, the parameter u of the transfer matrix will be fixed to any chosen value.

The eigenstates and eigenvectors of this constant matrix will be computed

numerically. Since integrable transfer matrices with different parameters share

the same eigenvectors, the action of the transfer matrix on the eigenstates

of the constant transfer matrix will give a numerical approximation of the

eigenvalues, which are functions of the parameter u.

• The TQ equations will be rewritten as

Λ(u)Q(u)− h1(u)Q(u− η)− h2(u)Q(u+ η) = 0,

where the eigenvalue Λ(u) is obtained numerically from the first step. The

variable u will be rewritten as x = eu. Hence the left hand side of the above

relation becomes a polynomial of x, where coefficients involve Bethe roots.

Since all coefficients need to be zero, this implies that Bethe roots satisfy a

system of equations.

• The final step will simplify the equations obtained in the step two. A simple

example will show that the system of equations is nonlinear. In order to

linearise the equations, Q(x) will be redefined as

Q(x) =
M∑
k=0

bk(x
2k + (xq)−2k),

where q = eη and {bk}k=0,...,M . Following the second step and using the new

expression for Q(x), a system of linear equations will be obtained. Solving

this linear system will give a solution of Q(x) as a polynomial up to a scalar,
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and roots of this polynomial are Bethe roots.

4.4.2 Direct Diagonalisation

This subsection will give some numerical results on the spectrum of the transfer

matrix, which are obtained from McCoy’s method. The expression of eigenvalue of

this transfer matrix has been given in Theorem 5. The function needed in the TQ

equations are given as

h1(u) = h2(−u− η) =
sinh(2u+ 2η)

sinh(2u+ η)
sinh(u+ ζ+) sinh(u+ ζ−)δ+(u)δ−(−u− η),

and

Q(u) = ΠM
k=1,k 6=m sinh(u− vm) sinh(u+ vm + η).

The eigenvalues Λ(u) of the transfer matrix at u = i of the length N = 3, N = 4

and N = 5 are given in the three tables in the end of this section.

Since the Bethe equations have been solved, eigenstates can be obtain from the

expression

B(v1) . . .B(vM)ΩN ,

where {v1, . . . , vM} are Bethe roots. The numerical checks have shown that the

lattice supercharge SN take an eigenstate B(v1) . . .B(vM)ΩN to another eigenstate

B(v1) . . .B(vM)B(η)ΩN−1 when vi 6= η for all i = 1, . . . , N . When vi = η for all

cetain i ∈ 1, . . . , N , the action of SN on B(v1) . . .B(vM)ΩN is zero. In the table

with N = 5, the lattice supercharge S5 has been used to act on any eigenstate gen-

erated by the set of Bethe roots excluding η ≈ 2.094395102393195492I. The results

are eigenstates with the same set of Bethe roots plus an additional Bethe root η

in the table of N = 4. For example, S5 takes the eigenstate of the transfer ma-

trix at N = 5 with Bethe roots {0.189840656161305677− 2.617993877991494365I}

to the eigenstate of the transfer matrix at N = 4 with {0.189840656161305677 −

2.617993877991494365I, 2.094395102393195492I}. Similarly in the table with N =
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4, any eigenstate which does not include η will be mapped by S4 to an eigenstate

in the table of N = 3 with the same Bethe roots plus an additional Bethe root

η. The action of SN on eigenstates generated by the set of Bethe roots including

η are zero. There are three special cases, i.e. Λ(i) = −0.388910734232823548 in

N = 3, Λ(i) = 0.307123050467152908 in N = 4 and Λ(i) = −0.242535265359329041

in N = 5, which are mapped to zero by SN . Those sets corresponds to the super-

symmetric singlet.

Λ(i), N = 3 Bethe roots
-0.388910734232823548 {0.346573590279972654− 2.617993877991494365I}
-0.364922327712076772 {0.243868443159090244− 2.617993877991494365I,

2.094395102393195492I}
-0.312768559192756345 None
-0.312667245940495167 {0.658478948462408354− 2.617993877991494365I,

2.094395102393195492I}
-0.280439316016709334 {2.094395102393195492I}
-0.268067956627562349 {0.902347391621498599 + 2.094395102393195492I,

2.094395102393195492I}

Λ(i), N = 4 Bethe roots
0.185637927710851181 {0.6368887597197771483 + 2.094395102393195492I,

2.094395102393195492I}
0.198571625112257655 {2.094395102393195492I}
0.206996948893242215 {1.0839368632782486188− 2.617993877991494365I,

2.094395102393195492I}
0.211693433287100201 {0.902347391621498599 + 2.094395102393195492I}
0.221463103547077305 None
0.236815835684886928 {0.4470481035584714704− 2.617993877991494365I,

2.094395102393195492I}
0.246913519997936405 {0.658478948462408354− 2.617993877991494365I}
0.264254619023349945 {0.1898406561613056779− 2.617993877991494365I,

2.094395102393195492I}
0.288179390809542733 {0.243868443159090244− 2.617993877991494365I}
0.307123050467152908 {−0.8570731112297207845− 2.617993877991494365I,

0.256013229625077919− 2.617993877991494365I}

77



Chapter 4: Symmetry of Bethe equations

Λ(i), N = 5 Bethe roots
-0.242535265359329041 {−0.504773412134716060 + 0.523598775598298873I,

0.201117460722222413− 2.617993877991494365I}
-0.231926506616731954 {0.376118392450686110− 2.617993877991494365I,

0.164317710486570667− 2.617993877991494365I,
2.094395102393195492I}

-0.208682038192086715 {0.189840656161305677− 2.617993877991494365I}
-0.205561308514509576 {0.160969969798059705− 2.617993877991494365I,

0.774681037571526365− 2.617993877991494365I,
2.094395102393195492I}

-0.189479581370620001 {0.155952679091217849− 2.617993877991494365I,
2.094395102393195492I}

-0.189024489033665780 {0.765050734850749381− 2.617993877991494365I,
0.362750128054243882− 2.617993877991494365I,

2.094395102393195492I}
-0.187013613799945530 {0.447048103558471470− 2.617993877991494365I}
-0.182633376423723889 {0.151628797750494857− 2.617993877991494365I,

1.000543726900273134 + 2.094395102393195492I,
2.094395102393195492I}

-0.174832562908192230 {0.346573590279972654− 2.617993877991494365I,
2.094395102393195492I}

-0.163465620219747533 {1.083936863278248618− 2.617993877991494365I}
-0.156812136751635447 None
-0.156761341030459612 {0.658478948462408354− 2.617993877991494365I,

2.094395102393195492I}
-0.152400313461410151 {0.583385627093906993− 2.617993877991494365I,

0.853781969633961425 + 2.094395102393195492I,
2.094395102393195492I}

-0.149257479786784030 {0.706816288260926223 + 3.138511930947246476I,
0.706816288260926223− 2.091314379750648730I,

2.094395102393195492I}
-0.146598387811085394 {0.636888759719777148 + 2.094395102393195492I}
-0.140603289365378849 {2.094395102393195492I}
-0.138007251885736477 {0.977904727002991095− 2.617993877991494365I,

0.595371976110936743− 1.047197551196597746I,
2.094395102393195492I}

-0.129818811124521185 {0.502526269371190504 + 2.094395102393195492I,
2.094395102393195492I}

-0.126229581873973952 {1.230808758725261201 + 2.094395102393195492I,
−0.474919634569165021− 1.047197551196597746I,

2.094395102393195492I}
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Chapter 5

Integrability and Lattice

Supersymmetry

This chapter will study the spin half open XXZ Hamiltonian

H
(N)
XXZ,diagonal = −1

2

N−1∑
i=1

(σxi ⊗σxi+1 +σyi ⊗σ
y
i+1−

1

2
σzi ⊗σzi+1)−

1

4
σz1−

1

4
σzN +

3N − 1

4
I.

This Hamiltonian is first defined in Section 4.4. Section 4.4 has shown thatH
(N)
XXZ,diagonal

is related to an integrable transfer matrix, and its spectrum can be solved by the

algebraic Bethe ansatz. Section 4.4 has also shown that H
(N)
XXZ,diagonal has lattice su-

persymmetry, and has given the construction of the lattice supercharge SN . Section

5.1 will define the diagrams associated with some of the operators, e.g. the local

supercharge p, the lattice supercharge SN . In Section 5.2, SN will be incorporated

into the construction of the algebraic Bethe ansatz through a commutation relation

between SN and the creation operator B in the algebraic Bethe ansatz. This commu-

tation relation will be proved together with other commutation relations between

SN and the operators A, C and D in the algebraic Bethe ansatz. The diagrams

defined in Section 5.1 and Chapter 3 will be used in the proof of the main theorem

in Section 5.2. Section 5.3 will study the supersymmetric Hamiltonian with anti-

diagonal boundary matrices, and prove that there are similar commutation relations
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between its lattice supercharge SN and the operators A, C and D corresponding to

this Hamiltonian.

5.1 Lattice Supersymmetry

Let the local supercharge be

p =

0 0 0 0

1 0 0 0

 .
The lattice supercharge SN is defined in relation (2.4). By the discussion in Section

4.4, it follows that

H
(N)
XXZ,diagonal := SN+1S

†
N+1 + S†NSN .

Some of the operators defined above have diagrammatical representations which

will be useful later on. In the diagram of the vertex model, the space V is identified

with a single line (|). The diagram of the identity map from V to itself is a vertical

line with an arrow in the middle. The tensor product space V ⊗ V is two parallel

lines (||). The diagram of p is chosen such that it connects two parallel lines to one

line with an arrow pointing from two lines to the one line

.

The component of this map can also be defined by diagrams. For example, the

coefficients of map p from (++) to (−) is 1. The diagram for this coefficient is

.

The other coefficients of p are zero. The diagram of SN is the sum of diagrams of

(−1)i+1pi over i. The diagram of (−1)i+1pi is
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.

The bottom half of this diagram is N − 1 parallel lines with the diagram of p on the

ith position. It is worth noting that the coefficients (−1)i+1 is incorporated in the

above diagram. This will simplify the diagrams appearing later in Section 5.2. The

above definition of the diagram of (−1)i+1pi is consistent with the diagram of p. In

fact, p can be defined as (−1)1+1p1 with N = 1, and they have the same diagram.

The diagram of lattice supercharge is the sum of diagrams (−1)i+1pi over i. For

example, when N = 3

.

The above diagram will simplified as

,

where the dashed line means taking the sum of (−1)i+1pi. Then the diagram for SN

is

.
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5.2 The Algebraic Bethe Ansatz and Lattice Su-

persymmetry

The main results in this chapter are the connections between two hitherto unre-

lated operators, namely, the lattice supercharge and the creation operator B in the

algebraic Bethe ansatz. Their relations is expressed in the following commutation

relations

BN−1(u)SN = d2SNBN(u),

SNΩN = ĉB(η)N−1ΩN−1,

where d = sinh(u − η), ĉ = 1/ sinh(η)2N−1 and ΩN is the reference state in the

algebraic Bethe ansatz. The above commutation relations are motivated by the

following relation which has been confirmed numerically in Section 4.4

SNBN (v1) . . .BN (vM)ΩN ∝ BN−1(v1) . . .BN−1(vM)BN−1(η)ΩN−1,

where {v1, . . . , vM} and {v1, . . . , vM , η} are the sets of Bethe roots of the transfer

matrix of the length N and N − 1 respectively. This is a necessary condition of the

two commutation relations in the beginning of this section.

The commutation relation BN−1(u)SN = d2SNBN(u) will be proved in the fol-

lowing theorem. In the following theorem and the rest this section, the operators

AN , BN , CN and DN and their diagrams will be defined as in Section 3.4, and the

lattice supercharge SN will be defined as in Section 5.1.
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Theorem 6. The following commutation relations are true

SNBN(u)− d2BN−1(u)SN = 0, (5.1)

SNAN(u)− d2AN−1(u)SN = BN−1 ⊗ (f(u,N)E+), (5.2)

SNDN(u)− d2DN−1(u)SN = BN−1 ⊗ (g(u,N)E+), (5.3)

SNCN(u)− d2CN−1(u)SN = BN−1 ⊗ (h1(u,N)E−)

+AN−1 ⊗ (h2(u,N)E+) +DN−1 ⊗ (h3(u,N)E+), (5.4)

where the scalar functions are defined as



f(u,N) = (−1)Ncd

g(u,N) = (−1)Nbc

h1(u,N) = (−1)Nc2

h2(u,N) = (−1)Nac

h3(u,N) = (−1)Ncd

,

where a, b, c and d are given by a = sinh(u + η), b = sinh(u), c = sinh(η) and

d = sinh(u− η).

Let η be fixed as 2iπ
3

, it follows that

a+ b+ d = 0, (5.5)

a2 + b2 − c2 + ab = 0. (5.6)

During the proof of theorems, relations (5.5) and (5.6) will be used to simplify the

proof.

The following notations are also needed. Operators Eε1 : V → C, Eε1
ε2

: V → V

and Eε1ε2
ε3

: V ⊗ V → V , with εi ∈ {+,−} will be defined by

Eε1vε′1 = δε1,ε′1 , E
ε1
ε2
vε′1 = δε1,ε′1vε2 , E

ε1ε2
ε3

(vε′1 ⊗ vε′2) = δε1,ε′1δε2,ε′2vε3 .
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It is worth noting that p = E++
− . It is easy to see

Eε1 ⊗ Eε2
ε3

= Eε1ε2
ε3

= Eε1
ε3
⊗ Eε2 .

Proof. The theorem will be proved using the mathematical induction on the size N .

The mathematical induction relies on the proof of the following:

• The induction hypothesis: The relations (5.1)− (5.4) is true for N = 2.

• The induction step: For any integer k ≥ 2, if (5.1) − (5.4) is true for N = k,

they are also true for k + 1.

Using diagrams, it is easy to check the induction hypothesis. The left hand side of

relation (5.1) at N = 2 on (+)⊗ (+) can be represented by the diagram

.
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It is easy to see that all the terms in the above diagram are zero. Hence the left

hand side of relation (5.1) at N = 2 is equal to the right hand side of relation (5.1)

on (+) ⊗ (+), i.e. the relation (5.1) at N = 2 is true on (+) ⊗ (+). The relation

(5.1) at N = 2 on (−)⊗ (+), (+)⊗ (−) and (−)⊗ (−) can be confirmed using the

same method. Hence the relation (5.1) at N = 2 is true. The relation (5.2), (5.3)

and (5.4) at N = 2 can be proved using the same method too.

In order to prove the induction step, commutation relations at the length k +

1 will be written out using diagrams. From the diagrams, it is easy to see that

commutation relations at the length k + 1 are implied from commutation relations

at the length k. The proof of the theorem has four parts. Each part deals with one

of the commutation relation at the length k + 1, and its proof will involve up to all

four relations at the length k.

(I). The proof of the relation (5.1) will be carried out as the following: The left

hand side of the relation (5.1) for the length k+ 1 will be rewritten, such that Sk+1,

Bk+1(u) and Bk(u) can be expressed by Sk and the operators A, B, C, D of the

length k and k− 1. Then using the relations (5.1)− (5.4) for the length k, it is easy

to show that all terms in the left hand side of the relation (5.1) for the length k+ 1

cancel. Hence the left hand side is equal to the right hand side and the relation

(5.1) is true.

The relation (5.1) will be rewritten with the help of diagrams. The diagram of

the left hand side of the relation (5.1) for the length k + 1 is

.
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In order to examine the details of the above diagram, the input on the rightmost

site will be restrict to (−) first, and to (+) later. This is equivalent to restricting

the range of the operator Sk+1Bk+1(u)−d2Bk(u)Sk+1 to the subspace V ⊗k⊗(−) and

V ⊗k ⊗ (+). The relation Sk+1Bk+1(u)− d2Bk(u)Sk+1 = 0 will be proved on both of

the subspaces of V ⊗k+1. For (−) on the rightmost site, the diagram becomes

.

To further simplify this diagram, the following expression is used

Sk+1 =
k+1∑
i=1

(−1)i+1pi =
k∑
i=1

(−1)i+1pi + (−1)k+2pk+1.

Hence the diagram for Sk+1 becomes

.

Using the above diagram, the diagram of Sk+1Bk+1(u)− d2Bk(u)Sk+1 on V ⊗k ⊗ (−)

can be rewritten as
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.

The form of the R-matrix in relation (3.1) implies that the Boltzmann weight of

certain configuration of the crosses in the diagram has to be zero. Hence the above

diagram can be partially completed such that the product of Boltzmann weights of

all crosses is non-zero. It gives

.
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It is worth noting that the third and the fourth terms in the above diagram corre-

spond to zeros, since the map p is only non-zero with the input (++). The left hand

side of the relation (5.1) on V ⊗k ⊗ (−) is

(SkBk(u)− d2Bk−1(u)Sk)⊗ (abE−−).

By using the relation (5.1) for the length k, it follows that the above expression is

zero. Hence Sk+1Bk+1(u)− d2Bk(u)Sk+1 is zero on V ⊗k ⊗ (−).

Using similar argument, the diagram of Sk+1Bk+1(u)−d2Bk(u)Sk+1 on V ⊗k⊗(+)

can be written as

.

From the relation (5.1) at the length k, it follows that the first two terms cancel.

Using the relations (5.2) and (5.3), it follows that the third and the fourth terms
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become

Bk−1 ⊗ E+ ⊗ E+
−(bc(f(u, k) + g(u, k))).

Using E+ ⊗ E+
− = E++

− , the above expression becomes

Bk−1 ⊗ E++
− (bc(f(u, k) + g(u, k))).

The fifth and the sixth terms are

Bk−1 ⊗ E++
− ((−1)k(a2b2 − d2ab)).

Overall, the righthand side of the relation (5.1) on V ⊗k ⊗ (+) is

Bk−1 ⊗ E++
− ((−1)k(a2b2 − d2ab) + bc(f(u, k) + g(u, k))).

Using the relations (5.5) and (5.6), it can be shown that

(−1)k+1(a2b2 − abd2) + bc(f(u, k) + g(u, k))

= (−1)k+1(a2b2 − abd2 − b2c2 − bc2d),

= (−1)k+1(a2b2 − a3b− ab3 − 2a2b2 − b2c2 + b2c2 + abc2),

= (−1)k+1ab(−a2 − b2 − ab+ c2) = 0.

Hence Sk+1Bk+1(u)− d2Bk(u)Sk+1 is zero on V ⊗k ⊗ (+). Hence the relation (5.1) is

true for the length k + 1.

(II). The relation (5.2) will be first proved on V ⊗k ⊗ (−), then proved on V ⊗k ⊗

(+). The right hand side of the relation (5.2) is zero on V ⊗k ⊗ (−). In order to

show the relation (5.2) is true on V ⊗k ⊗ (−), it is sufficient to prove that the left

hand side of the relation (5.2) is zero. The left hand side of the relation (5.2) for

the length k + 1 can be written out in diagrams as
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.

For V ⊗k ⊗ (−), the left hand side of the relation (5.2) becomes

.

Using the relation (5.1) at the length k, it follows that the first two terms cancel.

Using relations (5.2) and (5.3) with the same argument as in the part (I), it follows

that the third to the last terms become

Bk−1 ⊗ E+−
− (b2f(u, k) + c2g(u, k) + (−1)k+1(a2bc)).
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Using relations (5.5) and (5.6), it follows that

b2f(u, k) + c2g(u, k) + (−1)k+1(a2bc)

= (−1)k(b2cd+ bc3) + (−1)k+1(a2bc),

= (−1)k(−ab2c− b3c+ bc3 − a2bc),

= (−1)kbc(−ab− b2 + c2 − a2) = 0.

Hence the relation (5.2) on V ⊗k ⊗ (−) is true.

The next statement to prove is the relation (5.2) on V ⊗k ⊗ (+). This will be

proved by showing the left hand side and the right hand side of the relation (5.2)

are equal on V ⊗k⊗ (+). The left hand side of the relation (5.2) acting on V ⊗k⊗ (+)

corresponds to the diagram

.
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Using the relation (5.2), the first two terms become

Bk−1 ⊗ E++
+ (f(u, k)a2).

Hence the first three terms are

Bk−1 ⊗ E++
+ (f(u, k)a2 − (−1)k+1d2ac).

Similarly, using the relation (5.4), the fourth and fifth terms become

Bk−1 ⊗ E−+− (h1(u, k)ac) +Ak−1 ⊗ E++
− (h2(u, k)ac)

+Dk−1 ⊗ E++
− (h3(u, k)ac).

The sixth to the last terms are

Bk−1 ⊗ E−+− ((−1)k+1a3c) +Ak−1 ⊗ E++
− ((−1)k+1(a4 − d2b2))

+Dk−1 ⊗ E++
− ((−1)k+1(−d2)c2).

Hence the left hand side of the relation (5.2) can be written as

Bk−1 ⊗ E++
+ (f(u, k)a2 − (−1)k+1d2ac)

+Bk−1 ⊗ E−+− (h1(u, k)ac+ (−1)k+1a3c)

+Ak−1 ⊗ E++
− (h2(u, k)ac+ (−1)k+1(a4 − d2b2))

+Dk−1 ⊗ E++
− (h3(u, k)ac− (−1)k+1d2c2). (5.7)

The right hand side of the relation (5.2) is Bk⊗ (f(u, k+ 1)E+). Recall the diagram

of Bk
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.

It can be rewritten as

.

This is the relation

Bk = Bk−1 ⊗ E+
+ab+ Bk−1 ⊗ E−−ab+Ak−1 ⊗ E+

−bc+Dk−1 ⊗ E+
−bc. (5.8)

Hence Bk ⊗ (f(u, k + 1)E+) becomes

Bk−1 ⊗ E++
+ (f(u, k + 1)ab) + Bk−1 ⊗ E−+− (f(u, k + 1)ab)

+Ak−1 ⊗ E++
− (f(u, k + 1)bc) +Dk−1 ⊗ E++

− (f(u, k + 1)bc). (5.9)

The difference of relations (5.7) and (5.9) is

Bk−1 ⊗ E++
+ (f(u, k + 1)ab− f(u, k)a2 + (−1)k+1d2ac)

+Bk−1 ⊗ E−+− (f(u, k + 1)ab− h1(u, k)ac− (−1)k+1a3c)

+Ak−1 ⊗ E++
− (f(u, k + 1)bc− h2(u, k)ac− (−1)k+1(a4 − d2b2))

+Dk−1 ⊗ E++
− (f(u, k + 1)bc− h3(u, k)ac+ (−1)k+1d2c2).
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Using relations (5.5) and (5.6), it follows that

f(u, k + 1)ab− f(u, k)a2 + (−1)k+1d2ac = (−1)k+1cdab− (−1)kcda2 + (−1)k+1d2ac,

= (−1)k+1(−a2bc− ab2c− a3c− a2bc+ a3c+ ab2c+ 2a2bc) = 0,

and

f(u, k + 1)ab− h1(u, k)ac− (−1)k+1a3c = (−1)k+1cdab− (−1)kc2ac− (−1)k+1a3c,

= (−1)k+1(−a2bc− ab2c+ ac3 − a3c) = (−1)k+1ac(−ab− b2 + c2 − a2) = 0,

and

f(u, k+1)bc−h2(u, k)ac−(−1)k+1(a4−d2b2) = (−1)k+1cdbc−(−1)kacac−(−1)k+1(a4−d2b2),

= (−1)k+1(−abc2 − b2c2 + a2c2 − a4 + a2b2 + b4 + 2ab3),

= (−1)k+1(−a3b−ab3−a2b2−a2b2−b4−ab3+a4+a2b2+a3b−a4+a2b2+b4+2ab3) = 0,

and

f(u, k + 1)bc− h3(u, k)ac+ (−1)k+1d2c2 = (−1)k+1cdbc− (−1)kcdac+ (−1)k+1d2c2,

= (−1)k+1(−abc2 − b2c2 − a2c2 − abc2 + a2c2 + b2c2 + 2abc2) = 0.

These above relations have proved that the expression (5.7) is equal to (5.9). Hence

the left hand side and the right hand side of the relation (5.2) is equal on V k⊗ (+).

Hence the relation (5.2) is true.

(III). The relation (5.3) will be proved first on V ⊗k⊗(−), and then on V ⊗k⊗(+).

The right hand side of the relation (5.3) is zero on V ⊗k ⊗ (−). In order to show the

relation (5.3) is true on V ⊗k⊗ (−), it is sufficient to prove that the left hand side of

the relation (5.3) is zero. The left hand side of commutation relation (5.3) for k+ 1

can be written out in diagrams as
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.

For V ⊗k ⊗ (−), the left hand side of the relation (5.3) becomes

.

Using the relation (5.1) at the length k, it follows that the first two terms cancel.

Using relations (5.2) and (5.3), it follows that the third and the fourth terms become

Bk−1 ⊗ E+−
− (a2g(u, k)).
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The last term is

Bk−1 ⊗ E+−
− (a2bc(−1)k+1).

It is easy to see that

a2g(u, k) + a2bc(−1)k+1 = (−1)ka2bc+ (−1)k+1a2bc(−1)k+1 = 0.

Hence the relation (5.3) is true on V ⊗k ⊗ (−).

The next statement to prove is the relation (5.3) on V ⊗k⊗(+). In order to prove

this, it is sufficient to prove that the left hand side and the right hand side of the

relation (5.3) are equal on V ⊗k⊗ (+). The left hand side of the relation (5.3) acting

on V ⊗k ⊗ (+) corresponds to the diagram

.
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Using relations (5.2) and (5.3), the first two terms become

Bk−1 ⊗ E++
+ (c2f(u, k) + b2g(u, k)),

and the first three terms are

Bk−1 ⊗ E++
+ (c2f(u, k) + b2g(u, k)− d2ac(−1)k+1).

Using the relation (5.4), the fourth and the fifth terms become

Bk−1 ⊗ E−+− (h1(u, k)ac) +Ak ⊗ E++
− (h2(u, k)ac)

+Dk−1 ⊗ E++
− (h3(u, k)ac).

The sixth to the last terms are

Bk−1 ⊗ E−+− ((−1)k+1(ab2c+ ac3))

+Ak ⊗ E++
− ((−1)k+1(b2a2 + a2c2))

+Dk−1 ⊗ E++
− ((−1)k+1(b4 − d2a2)).

Overall, the left hand side of the relation (5.3) is

Bk−1 ⊗ E++
+ (c2f(u, k) + b2g(u, k)− d2ac(−1)k+1)

+Bk−1 ⊗ E−+− (h1(u, k)ac+ (−1)k+1(ab2c+ ac3))

+Ak ⊗ E++
− (h2(u, k)ac+ (−1)k+1(b2c2 + a2c2))

+Dk−1 ⊗ E++
− (h3(u, k)ac+ (−1)k+1(b4 − d2a2)). (5.10)

The right hand side of the relation (5.3) is Bk ⊗ (g(u, k + 1)E+). Using similar
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argument as in the part (II) and the relation (5.8), Bk ⊗ (g(u, k + 1)E+) becomes

Bk−1 ⊗ E++
+ (g(u, k + 1)ab) + Bk−1 ⊗ E−+− (g(u, k + 1)ab)

+Ak−1 ⊗ E++
− (g(u, k + 1)bc) +Dk−1 ⊗ E++

− (g(u, k + 1)bc). (5.11)

Using relations (5.5) and (5.6), it follows that the expression (5.10) is equal to (5.11).

Hence the relation (5.3) is true on V ⊗k ⊗ (+). Hence the relation (5.3) is true.

(IV). The relation (5.4) will be proved first on V ⊗k⊗(−), and then on V ⊗k⊗(+).

In order to show the relation (5.4) is true on V ⊗k ⊗ (−), it is sufficient to prove the

left hand side and the right hand side of the relation (5.3) are equal on V ⊗k ⊗ (−).

The left hand side of the commutation relation (5.4) for the length k + 1 can be

written out in diagrams as

.

For V ⊗k ⊗ (−), the left hand side of the relation (5.4) becomes
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.

Using relations (5.2) and (5.3) at length k, it follows that the first two terms become

Bk−1 ⊗ E−+− (bc(f(u, k) + g(u, k))).

Using the relation (5.4), it follows that the third and the fourth terms become

Bk−1 ⊗ E−−− (h1(u, k)ab) +Ak−1 ⊗ E+−
− (h2(u, k)ab) +Dk−1 ⊗ E+−

− (h3(u, k)ab).

The last three terms are

Bk−1⊗E−−− (2(−1)k+1abc2)+Ak−1⊗E+−
− ((−1)k+1(bc3+a2bc))+Dk−1⊗E+−

− ((−1)k+1b3c).
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Overall, the left hand side of the relation (5.4) is

Bk−1 ⊗ E−+− (bc(f(u, k) + g(u, k)))

+Bk−1 ⊗ E−−− (h1(u, k)ab+ 2(−1)k+1abc2)

+Ak−1 ⊗ E+−
− (h2(u, k)ab+ (−1)k+1(bc3 + a2bc))

+Dk−1 ⊗ E+−
− (h3(u, k)ab+ (−1)k+1b3c). (5.12)

Since the right hand side of the relation (5.4) on V ⊗k ⊗ (−) is

Bk ⊗ (h1(u, k + 1)E−).

Using the relation (5.8), it can be written as

Bk−1 ⊗ E+−
+ (h1(u, k + 1)ab) + Bk−1 ⊗ E−−− (h1(u, k + 1)ab)

+Ak−1 ⊗ E+−
− (h1(u, k + 1)bc) +Dk−1 ⊗ E+−

− (h1(u, k + 1)bc). (5.13)

Using relations (5.5) and (5.6), it follows that the relation (5.12) is equal to the

relation (5.13). Hence the relation (5.4) is true on V ⊗k ⊗ (−).

Finally, the relation (5.4) acting on V ⊗k⊗(+) will be proved. In order to achieve

this, it is sufficient to prove that the left hand side and the right hand side of the

relation (5.4) are equal on V ⊗k ⊗ (+). The left hand side of the relation (5.4)

corresponds to the diagram
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.

Using the relation (5.4), the first two terms become

Bk−1 ⊗ E−++ (h1(u, k)ab) +Ak−1 ⊗ E++
+ (h2(u, k)ab) +Dk−1 ⊗ E++

+ (h3(u, k)ab).

The rest of the terms are

Ak−1⊗E++
+ (−1)k+1(−d2bc)+Ak−1⊗E−+− (−1)k+1ab2c+Ck−1⊗E++

− (−1)k+1(a2b2−d2ab)

+Dk−1 ⊗ E++
+ d2(−1)k+2bc+Dk−1 ⊗ E−+− ((−1)k+1ab2c).

Overall the left hand side is

Ak−1 ⊗ E++
+ (h2(u, k)ab− (−1)k+1d2bc) +Ak−1 ⊗ E−+− (−1)k+1ab2c

+Bk−1 ⊗ E−++ (h1(u, k)ab) + Ck−1 ⊗ E++
− (−1)k+1(a2b2 − d2ab)

+Dk−1 ⊗ E++
+ (h3(u, k)ab− d2(−1)k+1bc) +Dk−1 ⊗ E−+− ((−1)k+1ab2c). (5.14)

The right hand side of the relation (5.4) is

Ak ⊗ (h2(u, k + 1)E+) +Dk ⊗ (h3(u, k + 1)E+).
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Using the same argument when deriving the relation (5.8), it follows

Ak = Ak−1 ⊗ E+
+a

2 +Ak−1 ⊗ E−−b2 + Bk−1 ⊗ E−+ac+ Ck−1 ⊗ E+
−ac+Dk−1 ⊗ E−−c2,

(5.15)

Dk = Ak−1 ⊗ E+
+c

2 + Bk−1 ⊗ E−+ac+ Ck−1 ⊗ E+
−ac+Dk−1 ⊗ E−−a2 +Dk−1 ⊗ E+

+b
2.

(5.16)

Using relations (5.15) and (5.16), the right hand side of the relation (5.4) can be

rewritten as

Ak−1 ⊗ E++
+ (h2(u, k + 1)a2 + h3(u, k + 1)c2) +Ak−1 ⊗ E−+− h2(u, k + 1)b2

+Bk−1 ⊗ E−++ (h2(u, k + 1)ac+ h3(u, k + 1)ac) + Ck−1 ⊗ E++
− (h2(u, k + 1)ac+ h3(u, k + 1)ac)

+Dk−1 ⊗ E++
+ h3(u, k + 1)b2 +Dk−1 ⊗ E−+− (h3(u, k + 1)a2 + h2(u, k + 1)c2).

(5.17)

It is easy to see that the relations (5.14) and (5.17) are equal. Hence the relation

(5.4) is true on V ⊗k ⊗ (+). Hence the relation (5.4) is true.

Hence all the relations in the induction step have been proved. By the mathe-

matical induction, relations (5.1)− (5.4) are true.

Remark. The commutation relation (5.1) was motivated by the relation SN ∝ SBethe

as discussed in the beginning of this section. The relations (5.1) have been confirmed

numerically for different N and spectral parameter u. Commutation relations (5.2)−

(5.4) are natural consequences of the relation (5.1). To see this, the input on the

rightmost site of the relation (5.1) of size N will be restricted to (+). Following

the same argument as in part (I) of the proof of Theorem 6, it will give certain

relation between AN−1, DN−1, AN−2, DN−2 and BN−2⊗E+. Since the relation (5.1)

is assumed to be true, the restriction of the relation (5.1) with its rightmost site as

(+) also has to be true. Hence the relation between AN−1, DN−1, AN−2, DN−2 and

BN−2⊗E+ has to be true. By further restricting the input on the second to the right

site to be (+), a relation will be obtained between AN−2, DN−2, AN−3, DN−3 and

BN−3 ⊗ E+. This relation has to be true as well, and it has different coefficients
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compared to the first one. From these two relations, relations (5.2) and (5.3) can be

obtianed. The relation (5.4) can be obtained by analysing relations (5.2) and (5.3).

Theorem 6 has a simple consequence

Corollary 7. The transfer matrix and the lattice supercharge satisfy the commuta-

tion relation

SN tN(u)− d2tN−1(u)SN = 0,

where d(u) = sinh(u− η).

Proof. The transfer matrix can be written as

tN(u) = sinh(u− η)AN − sinh(u+ η)DN .

Using commutation relations between AN , DN and SN , it is easy to verify the

corollary.

Now the second commutation relation SNΩN = ĉB(η)N−1ΩN−1 in the beginning

of this section will be proved using diagrams.

Proposition 8. The lattice supercharge has the following property

SNΩN = ĉB(η)N−1ΩN−1,

where ĉ = 1/ sinh(η)2N−1 is a scalar function.

Proof. It is easy to show that

SNΩN =
N−1∑
i=1

(−1)i+1(+ + · · · − · · ·+ +),

where the term (−1)i(+ + · · · − · · · + +) is in the Hilbert space V ⊗N−1, and the

minus sign is at the ith position in the space. On the other hand, B(η)N−1ΩN−1 can

be expressed use diagrams as
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It is worth noting that K−(η) is

K−(η) =

0 0

0 sinh(η)

 .
This means that K−(η) will take (+) to zero and (−) to (−). Hence the diagram of

B(η)N−1ΩN−1 can only be

.

The rest of edges can only be completed as

,

where the minus sign in the outcome is at the ith position, and the index i can take
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values between 1 and N − 1. It is also worth noting that

R(η) = sinh(2η)



1 0 0 0

0 −1 −1 0

0 −1 −1 0

0 0 0 1


.

Hence, by calculating the coefficients associated with the above diagram, and sum

over the index i from 1 to N − 1, it gives

BN−1(η)ΩN−1 = sinh(η) sinh(2η)2N−2
N−1∑
i=1

(−1)i+1(+ + · · · − · · ·+ +).

Hence

SNΩN = ĉBN−1(η)ΩN−1.

Finally, the relation SN ∝ SBetheN will be proved.

Theorem 9. Let {v1, . . . , vM} be any set of Bethe roots of the transfer matrix t(u)

defined in the relation 5.2, then we have

SNBN (v1) . . .BN (vM)ΩN =
d2(v1) . . . d

2(vM)

sinh(η)2N−1
BN−1(v1) . . .BN−1(vM)BN−1(η)ΩN−1.

Proof. This is an application of Theorem 6 and Proposition 8.

5.3 SUSY on open chain

This section will study the spin-half open XXZ chain Hamiltonian with anti-diagonal

boundary matrices. Since this Hamiltonian has anti-diagonal boundary matrices, it

will be denoted as H
(N)
XXZ,Ad. The Hamiltonian H

(N)
XXZ,Ad will be constructed from
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the local supercharge p.

p =
1√
2

2 −1 −1 −1

1 1 1 −2

 .
The lattice supercharge SN is defined as in relation (2.4). This lattice supercharge

is nilpotent. The Hamiltonian H
(N)
XXZ,Ad is defined as

H
(N)
XXZ,Ad = SN+1S

†
N+1 + S†NSN .

By the discussion of Section 2.1, H
(N)
XXZ,Ad has lattice SUSY. H

(N)
XXZ,Ad can be written

out using Pauli matrices as

H
(N)
XXZ,Ad = −1

2

N−1∑
i=1

(σxi ⊗ σxi+1 + σyi ⊗ σ
y
i+1 −

1

2
σzi ⊗ σzi+1) +

1

2
σx1 +

1

2
σxN +

3N + 11

4
I.

H
(N)
XXZ,Ad is related to a transfer matrix with open boundary condition. Let

the transfer matrix be defined as in Section 3.4 with R-matrix defined in relation

(3.1) and K-matrices defined using K−(
1
2
)(u) and K+( 1

2
)(u) in Section 3.5.1. The

parameters of the transfer matrix are chosen to be α± = −η, β± = 0, θ± = 0 and

η = 2iπ
3

. This transfer matrix will be denoted as t̂(u). This set of parameters satisfy

the condition (3.26), and hence the map SBethe exists for the transfer matrix. It is

important to note that the map SBethe in this section implies only the pairing of

Bethe roots, since the eigenstates can not be constructed for t̂(u) using TQ equations

in Section 3.5. By the discussion in Section 4.2, the Hamiltonian associated with

t̂(u) can be normalised such that the map SBethe take one set of Bethe roots of

length N to another set of Bethe roots of length N − 1 with the same eigenvalue.

The normalised Hamiltonian is

H
(N)′

XXZ,general =
t̂′(0)

H2(0)
−

dH2(u)
du
|u=0

H2(0)
+

2N

sinh(2η)
,

where H2(u) is defined in Section 4.2 with ε1 = ε2 = ε3 = 1. The following result
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can be confirmed numerically

H
(N)
XXZ,Ad = −

√
3i

4
H

(N)′

XXZ,general + 2I.

This suggests that H
(N)
XXZ,Ad is an integrable open XXZ chain Hamiltonian. This

also suggests the eigenvalue of H
(N)
XXZ,Ad can be solved by the same Bethe equations

of t̂(u). Since H
(N)
XXZ,Ad is related to H

(N)′

XXZ,general by multiplying and adding con-

stant, the map SBethe also take one set of Bethe roots of H
(N)
XXZ,Ad to another set of

Bethe roots of H
(N−1)
XXZ,Ad with the same eigenvalue, By the discussion in Section 4.4,

this suggests SBethe is proportional to SN . This relation is difficult to check, since

the eigenstate corresponds to certain eigenvalue can not be constructed using TQ

equations. However, the eigenstate with non-degenerate eigenvalue will be easy to

determine from direct diagonalisation. It has been confirmed numerically that

SBethe ∝ SN ,

on the eigenstates with non-degenerate eigenvalue. It has also been confirmed nu-

merically that

SN t̂(u) ∝ t̂(u)SN−1.

Let AN(u), BN(u), CN(u) and DN(u) be the operators associated with t̂(u). By the

discussion in the remark before Corollary 7, the above commutation relation implies

the existence of commutation relations between SN and operators AN(u), BN(u),

CN(u) and DN(u). The following conjecture has been confirmed numerically.
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Conjecture 1. The following commutation relations are true

SNAN(u)− d2AN−1(u)SN =AN−1 ⊗ (f1(u,N)E+) +AN−1 ⊗ (f2(u,N)E−)

+ BN−1 ⊗ (f3(u,N)E+) + BN−1 ⊗ (f4(u,N)E−)

+ CN−1 ⊗ (f5(u,N)E+) + CN−1 ⊗ (f6(u,N)E−)

+DN−1 ⊗ (f7(u,N)E+) +DN−1 ⊗ (f8(u,N)E−),

(5.18)

SNBN(u)− d2BN−1(u)SN =AN−1 ⊗ (g1(u,N)E+) +AN−1 ⊗ (g2(u,N)E−)

+ BN−1 ⊗ (g3(u,N)E+) + BN−1 ⊗ (g4(u,N)E−)

+ CN−1 ⊗ (g5(u,N)E+) + CN−1 ⊗ (g6(u,N)E−)

+DN−1 ⊗ (g7(u,N)E+) +DN−1 ⊗ (g8(u,N)E−),

(5.19)

SNCN(u)− d2CN−1(u)SN =AN−1 ⊗ (−g8(u,N)E+) +AN−1 ⊗ (−g7(u,N)E−)

+ BN−1 ⊗ (−g6(u,N)E+) + BN−1 ⊗ (−g5(u,N)E−)

+ CN−1 ⊗ (−g4(u,N)E+) + CN−1 ⊗ (−g3(u,N)E−)

+DN−1 ⊗ (−g2(u,N)E+) +DN−1 ⊗ (−g1(u,N)E−),

(5.20)

SNDN(u)− d2DN−1(u)SN =AN−1 ⊗ (−f8(u,N)E+) +AN−1 ⊗ (−f7(u,N)E−)

+ BN−1 ⊗ (−f6(u,N)E+) + BN−1 ⊗ (−f5(u,N)E−)

+ CN−1 ⊗ (−f4(u,N)E+) + CN−1 ⊗ (−f3(u,N)E−)

+DN−1 ⊗ (−f2(u,N)E+) +DN−1 ⊗ (−f1(u,N)E−),

(5.21)
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where d = sinh(u− η). Other scalar functions are defined as



f1(u,N) = (−1)N i
√
2
√
3

8
(x2 − x−2)

f2(u,N) = (−1)N
√
2(i
√
3−3)(i

√
3+1+2x4)

32x2

f3(u,N) = −(−1)N
√
2(i
√
3−3)(i

√
3+1+2x2)

32x

f4(u,N) = −(−1)N
√
2(i
√
3+3)(−i

√
3+1+2x2)

32x

f5(u,N) = (−1)N
√
2(i
√
3+3)(−i

√
3+1+2x2)

32x

f6(u,N) = −(−1)N i
√
2
√
3

8
(x− x−1)

f7(u,N) = 0

f8(u,N) = (−1)N 3
√
2

8

,

and 

g1(u,N) = −(−1)N i
√
2
√
3

8
(x− x−1)

g2(u,N) = (−1)N
√
2(i
√
3−3)(i

√
3+1+2x2)

32x

g3(u,N) = (−1)N 3
√
2

8

g4(u,N) = −(−1)N 3
√
2

8

g5(u,N) = (−1)N 3
√
2

8

g6(u,N) = 0

g7(u,N) = −(−1)N i
√
2
√
3

8
(x− x−1)

g8(u,N) = (−1)N
√
2(i
√
3+3)(−i

√
3+1+2x2)

32x

,

where x = eu.

Conjecture 1 implies the following results.

Conjecture 2. Let the operator B̂(u) be defined as

B̂(u) = i
√

3 cosh(u+ η)(AN −DN)− sinh(2u+ 2η)(BN − CN).
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The operator satisfies the following relations

[B̂(u), B̂(v)] = 0, (5.22)

B̂N−1(u)SN ∝ SN B̂N(u). (5.23)

The operator B̂(u) satisfies similar properties with the creation operator B(u) of

H
(N)
XXZ,diagonal. However, it is still unclear how B̂(u) will help in the construction of

an analogue of the algebraic Bethe ansatz of H
(N)
XXZ,Ad. It will be interesting to prove

these conjectures, and construct the algebraic Bethe ansatz of H
(N)
XXZ,Ad. The results

could be compare with [82], which offers another way to construct eigenstates on

transfer matrices with non-diagonal K-matrices.
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Conclusion and Future Work

This thesis has studied two type of lattice models, the supersymmetric lattice models

and the integrable vertex model. Lattice models with lattice SUSY and lattice

models with integrability have been constructed. On certain models, the structure of

the lattice SUSY has been incorporated into the quantum inverse scattering method.

Based on the results in [52] [67], a new construction of the supersymmetric

XXZ chain Hamiltonian on the open boundary condition has been given. This new

construction is limited to the Hamiltonian with the same boundary matrices on

both sides. A natural next step is to generalise the construction to the Hamiltonian

with different boundary matrices. It has been shown that there is no constant zero-

energy state for the family of Hamiltonian given in [67]. It will be an interesting

problem to check for any constant ground state for the new Hamiltonian in Section

2.3. Another direction is to generalise the construction of the supersymmetric XXZ

chain Hamiltonian to the higher-spins cases.

Hamiltonians associated with other integrable lattice models have also been stud-

ied, such as the XXZ chain Hamiltonian for arbitrary spins with generic bound-

ary matrices and the spin-half XXZ chain with diagonal boundary matrices. By

analysing these models, the symmetry of Bethe equations have been found which

suggest the existence of lattice SUSY.
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The results in [67] have enabled the construction of an integrable spin chain

Hamiltonian with the lattice SUSY, which is denoted as H
(N)
XXZ,diagonal. Motivated

by [52] [70], a lattice supercharge SN has been compared with the map SBethe induced

from the Bethe equations of H
(N)
XXZ,diagonal. Using McCoy’s method, the map SBethe

is calculated and the relation SN ∝ SBethe has been confirmed numerically. This

provided a connection between the lattice SUSY and the algebraic Bethe ansatz

of H
(N)
XXZ,diagonal. A further connection is the commutation relation BN−1(u)SN =

d2SNBN(u), where d = sinh(u−η). This relation is among a family of commutation

relations between the lattice supercharge and operators AN , BN , CN and DN arising

from the algebraic Bethe ansatz. These relations have been proved using diagrams.

One of the consequence of the commutation relations is the commutativity between

the transfer matrix associated with H
(N)
XXZ,diagonal and SN . Finally, a spin-half XXZ

chain Hamiltonian with anti-diagonal boundary matrices has been studied, which

is denoted by H
(N)
XXZ,Ad. H

(N)
XXZ,Ad has lattice SUSY. It has also been confirmed

numerically that the transfer matrix associated with H
(N)
XXZ,Ad commutes with the

supercharge SN . A family of commutation relations between SN and operators AN ,

BN , CN and DN was also been found and confirmed numerically.

These two examples H
(N)
XXZ,diagonal and H

(N)
XXZ,Ad suggest that the lattice super-

charge of any spin-half open XXZ chain Hamiltonians satisfies certain commutation

relations with AN , BN , CN and DN . Since a systematic construction of all the lattice

supercharge for the spin-half open XXZ chain Hamiltonian has been given in Section

2.3. It will be useful to obtain the operators AN , BN , CN and DN corresponding to

every choice of parameters in the lattice supercharge, and to obtain the commuta-

tion relations between these operators and the lattice supercharge SN . In the case

of H
(N)
XXZ,diagonal, the commutation relation BN−1(u)SN = d2SNBN(u) is a necessary

condition of SN ∝ SBethe. There is another choice of the reference state with the

creation operator CN in the algebraic Bethe ansatz, which implies the existence of

another map SBethe
′
. This new map SBethe

′
will also give a pairing between the

eigenstate with Bethe roots {v1, . . . , vM} of length N and the eigenstate with Bethe

roots v1, . . . , vM , η of length N − 1. Hence it will be interesting to see whether there
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exists another lattice supercharge S ′N : V ⊗N → V ⊗N−1 such that S ′N ∝ SBethe
′
, and

whether the necessary condition CN−1(u)S ′N ∝ S ′NCN(u) is true.

So far the study has focused on the action of SN on the eigenstates constructed

from Bethe roots. It is natural to ask how SN acts on other eigenstates. In [96],

the open XXZ chain Hamiltonian with quantum group symmetry is studied. The

eigenstates constructed from Bethe roots are the highest weight vectors in the rep-

resentation of the quantum groups. The Bethe equations of this Hamiltonian have

a symmetry which induces the map SBethe. However, the construction of the lattice

supercharge is not known. It would be interesting to construct the lattice super-

charge SN for this Hamiltonian, and study the relation between SN and the quantum

group symmetry.
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