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A new polarizable water model is developed for molecular dynamics (MD) simulations of the proton
transport process. The interatomic potential model has three important submodels corresponding to
electrostatic interactions, making and breaking of covalent bonds, and treatment of electron exchange
and correlation through a van der Waals potential. A polarizable diffuse charge density function was
used to describe Coulombic interactions between atoms. Most of the model parameters were obtained
from ab initio data for a lone water molecule. Molecules respond realistically to their electrochem-
ical environment by the use of coupled fluctuating charge and fluctuating dipole dynamics, which
controlled the charge density. The main purpose of the work is to develop a general model and frame-
work for future studies, though some validation work was performed here. We applied the model to
a MD simulation study of bulk properties of liquid water at room temperature and model gave good
agreement with thermodynamic and transport properties at the same conditions. The model was then
applied to a preliminary study of proton transfer, in which multiple proton transfer events were ob-
served, though the rate of proton transfer was under-predicted by a factor of 5. © 2013 American
Institute of Physics. [http://dx.doi.org/10.1063/1.4798457]

I. INTRODUCTION

Proton transfer (PT) in aqueous media plays an impor-
tant role in fundamental biological and chemical processes
including bioenergetics, cell signaling, and acid base chem-
istry. Considerable scientific effort has thus been expended in
order to study PT. The most researched aspect of its mecha-
nism is the extent to which vehicular diffusion and structural
diffusion1, 2 contribute towards the process, and the reason for
anomalously high mobility of protons.

Our particular interest in studying PT in aqueous solu-
tions comes from the fact that a realistic depiction of PT is
a necessary precursor to the analysis of the oxygen reduc-
tion reaction (ORR)3 that takes place on the cathode of low-
temperature fuel cells. The ORR is a complex surface phe-
nomenon with multiple elementary reactions, and its slow ki-
netics is primarily responsible for power losses in fuel cells.
One long-term aim of the present study is to identify the main
factors that are responsible for the slow kinetics of the ORR,
which would entail the investigation of the effect that solvent
and surface imperfections have on the ORR. In addition, the
present model, which can be easily extended to study bigger
systems, will be used to study systems with multiple excess
protons.

Multiple experimental studies have been performed ded-
icated towards better understanding of the solvation of pro-
ton and the mechanism of PT. After the discovery of Eigen
([H3O(H2O)3]+) and Zundel ([H(H2O)2]+) cations,4 mono-
protonated water clusters ([H(H2O)n]+) , were studied using
vibrational predissociation spectroscopy,5–8 in an attempt to
determine the relative occurrence of the Zundel and Eigen
ions. NMR spectroscopy studies9–17 were employed in order
to determine the activation energy and rate constants for the

PT reaction. Interconversion between Zundel and Eigen struc-
tures has also been observed experimentally.18 Despite these
extensive experimental studies, doubt still remains on the rel-
ative population of the Zundel and Eigen cations.19, 20 Also,
the rate-limiting step of PT needs further investigation.21–23 A
detailed simulation study of PT, that accurately models bulk
water behavior and adequately represents the PT reaction, can
provide an additional insight into PT mechanism, and help us
understand the factors affecting the process better.

Studying such electrochemical phenomena is aided by
the development of a robust force-field for water that captures
the electrostatics of the system accurately and responds real-
istically to the electrochemical environment. In addition, the
model must also allow for bond breaking and forming. With
the development of new simulation techniques24–34 during last
three decades, in combination with the progress in develop-
ment of quantum mechanical methods35–48 many challenges
in modeling of the PT have begun to be addressed.

Several ab initio methods have been used2, 27, 49–51 to
study the PT mechanism, but these studies are limited to sim-
ulating small clusters of water (∼32 molecules) for a short du-
ration (∼10 ps), because of computational limitations. While
they are informative, it is unclear whether the simulations
have adequately captured bulk water behavior and solvation
effects. We need to be able to access larger time scales and
much bigger systems in order to get reliable statistics on
kinetic, transport, and interfacial properties. In addition, we
note that even ab initio models are not immune to inaccura-
cies in calculated properties such as dipole moment.52

To treat more extended systems requires simplification of
methodology, and various groups have addressed this prob-
lem. Proton transport in bulk water, using semi-classical
MD simulations, was investigated by Schmitt and Voth,53
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with their proposed multi-state empirical valence bond theory
(MS-EVB). Their methodology is based on a weighted super-
position of the most probable bonding states. The MS-EVB
technique has been applied to study PT in bulk water54 as well
as through hydrophobic channels.55 Their latest MS-EVB3
model presents a more accurate picture of proton-solvation
and diffusion dynamics.32 Their simulations typically include
250 water molecules with a upto 8 excess proton and the time
simulated is close to 6 ns.

The Reax force field proposed by Goddard and co-
workers33 was another attempt to simulate bond breaking and
formation through classical MD. It is based on the bond order-
bond energy correlation,33 and was used with some success
on different systems.33, 56–80 When applied to studying PT in
aqueous medium, their simulations were performed for 1 ns
and included 213 water molecules.

Keffer and co-workers recently proposed a novel reac-
tive algorithm34 in which the structural diffusion of protons in
their MD scheme was controlled by a set of geometric and en-
ergetic “triggers.” During the course of their simulation, once
the trigger conditions were satisfied, instantaneous transport
of a proton occurred, which was followed by local equilibra-
tion. With their scheme, it was found that structural diffusion
was the prominent contributor to the PT process, as expected.
Their simulations included up to 3750 molecules of water,
with 15 H3O+ and 15 Cl− ions, and the run time was 1 ns.

Bresme proposed a force field,81 which is based on clas-
sical interatomic potentials following the pioneering ideas of
Lemberg and Stillinger,82 and intrinsically allows for bond
breaking and formation. They demonstrated its functional-
ity for bulk water, by comparing to experimental transport,
structural, and thermodynamic properties. Their simulations
include 256 water molecules and the runtime was 1.5 ns. A
similar concept, in combination with recursive fitting of radial
distribution functions, was recently used by Hoffmann and co-
workers to simulate proton transfer through hydrated Nafion
membrane.83 Their simulations include 216 water molecules
and the runtime was 0.8 ns. The core of these models is the
central force field (CFF) describing the interatomic poten-
tials between hydrogen and oxygen atoms. Both Bresme and
Hoffmann observed the significant presence of autoionized
water (H3O+ and OH− ions) in their simulations. In partic-
ular, Bresme81 observed only 85% neat water, and Hoffman
and co-workers83 observed only 90% neat water.

The aforementioned methods and other
techniques22, 32, 49, 54, 84–97 used to model PT, aim to strike
a balance between the computational time and chemical
accuracy of description of solvation of proton and PT
dynamics. Transferability, that is the ease of extension of
model to different systems, is also a desirable feature. To our
knowledge the only force fields that have been tested for large
systems or multiple excess protons are Voth and co-workers32

and Keffer and co-workers34 work. These two force fields
were proposed for bulk transport and it is not clear how these
force fields would be extended to new chemistries including
surface reactions.

In this paper, we propose a novel force field methodol-
ogy that can be a means to simulate larger systems with mul-
tiple excess protons. The philosophy behind the present work

FIG. 1. Illustration of generalized charge distribution around each atomic
site.

was to start from a polarizable charge density description on
molecules that ensures reasonably accurate electrostatics in
diverse environments, and let the reactions take place natu-
rally under the influence of appropriate stimuli.

The force field for water proposed here, like the CFF,
treats hydrogen and oxygen as separate entities that can as-
sociate to form molecules or dissociate in presence of a stim-
ulus (like an excess proton nearby). This approach enables us
to describe the molecule in terms of flexible pair potentials,
and thus the molecule can undergo changes in its geometry
and dipole moment in the presence of solutes, surfaces, and
variations in electric field.

In our model, diffuse and point charges are combined
(see Fig. 1) with an Ewald (lattice) sum for an accurate de-
scription of short- and long-range electrostatic forces. Short-
range electrostatics are more accurately described by the use
of diffuse charges, which lead to damped Coulombic interac-
tions. Damped interactions are indistinguishable from point-
charge interactions for inter-site distance rij large enough such
that erf(γ ijrij) ≈ 1. For example, for nearest-neighbor oxy-
gen sites in our model, erf(γ OOrOO) ≈ 0.99995 and little
error would be incurred by using point-charge interactions.
On the other hand, covalently bonded oxygen and hydrogen
sites give erf(γ OHrOH) ≈ 0.96, and diffuse Coulombic inter-
actions should be used. The diffuse charge density, as de-
scribed in Sec. II, is polarizable and contains charge, dipole,
and quadrupole components. Bond making and breaking, in-
cluding electron transport, occurs naturally under the frame-
work of a consistent set of rules.

The primary purpose of the current paper is model de-
velopment, so we present here a detailed description of our
water model, followed by some validation steps at the end.
More thorough analysis of PT and electrode surface interac-
tions will be included in future publications. A description of
the model and its components is given in Sec. II. In Sec. III,
we describe the Ewald sum adapted to our model, and Sec. IV
contains a description of the PT process. In Sec. V, the model
parameterization , the results of MD simulations of bulk wa-
ter, and preliminary PT studies are described.

II. MODEL DESCRIPTION

Described here is a classical model that includes submod-
els for Coulombic potential, central-force potential, and van
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TABLE I. List of model parameter values.

Parameter Value

qc
O 1.02 |e|

γ O 14.47 nm−1

qc
H 0.4238 |e|

γ H ∞ nm−1

λO 0.1584
D1OH 300 kJ/mol
D2OH 315 kJ/mol
aOH 88.0 nm−1

reOH 0.102 nm
DHH 5 kJ/mol
aHH 50.0 nm−1

reHH 0.161 nm
Aang 1500 kJ/mol
βang 15.0 nm−1

θ set 106.5◦

LOO 1600 kJ/mol
θ 4.25
η 16.0

der Waals potential. The net potential energy is the sum total
of these three components, and the interatomic forces are the
negative gradient of the total potential energy. The submodels
are intended to use a minimum of adjustable interaction pa-
rameters per site, which can be regressed from ab initio cal-
culations as discussed in Sec. V.

A. Coulombic submodel

As shown in Fig. 1, each atomic site i is modeled with
a positive Coulombic point charge (qc

i ) and a negative dif-

fuse charge (qv
i ), so that the total charge is qi = qc

i +qv
i . Table

I lists the values of qc
i and qv

i used in the water model. Note
that the qv

i for hydrogen is set to zero. This was done to reduce
computational cost, as putting diffuse charge on hydrogen
sites did not make a significant difference in our results. For
simplicity, the model employs Gaussian-based charge densi-
ties. The combined core and valence charge distribution is de-
scribed as

ρi(r) = qc
i δ(r) + qv

i

(1 + √
2γibi ·r)2

1 + b2
i

γ 3
i π−3/2exp

( − γ 2
i r2

)
,

(1)
where r is a vector from the site center, and γ i is a charge
inverse-width parameter. Here, qc

i is a fixed quantity, while
qv

i varies during the course of a simulation. Dimensionless
adjustable vector bi determines the amount of “p-character”
or dipole98 in the valence charge and is determined on-the-fly
during a simulation, using dynamical equations.

Using this charge density expression, the Coulomb over-
lap integrals were evaluated for different interactions, such as
core to core (c-c), core to valence (c-v), and valence to valence
(v-v). The Coulombic potential energy of the system includes
all these interactions, and is formulated as

U = 1

2

∑
i,j

qv
i Cvv

ij qv
j +

∑
i,j

qv
i Ccv

ij qc
j + 1

2

∑
i,j

qc
i C

cc
ij qc

j

+
∑

i

qv
i φ0

i + Uext, (2)

where Cvv
ij contains interaction integrals for v-v, Ccv

ij for c-
v, and Ccc

ij for c-c. The full expressions contain terms up to
fourth order in bi, which would have led to an expensive force-
field. So the following expressions, truncated at second order
in bi are used. This is reasonable because b values are small,

Cvv
ij = γij

⎧⎪⎪⎨
⎪⎪⎩

2√
π

(
1 + 1

3b2
i

)
if i = j

f0(sij ) + [
2�ij + 2�ji + 2Dij − 1

2 (b2
i + b2

j )
]
f1(sij ) if i �= j

+[
�2

ij + �2
ji + 4�ij�ji

]
f2(sij )

, (3)

Ccv
ij = γi

{ 2√
π

[
1 − 1

6b2
i

]
if i = j

f0
(
s∗
ij

) + (
2�∗

ij − 1
2b2

i

)
f1(s∗

ij ) + (�∗
ij )2f2(s∗

ij ) if i �= j
, (4)

Ccc
ij =

{
0 if i = j

r−1
ij if i �= j , (5)

The above expressions for i �= j make use of a num-
ber of auxiliary variables: �ij = gij bi · sij , �ji = gjibj · sji

= −gjibj · sij , �∗
ij = √

2bi · s∗
ij , and Dij = gijgjibi · bj .

Furthermore, gij = √
2(γij /γi), sij = γij rij , and s∗

ij = γirij .
Vector rij = rj − ri is the displacement vector between sites
i and j and has magnitude rij. The mixed-charge inverse width
is given by γij = (γ −2

i + γ −2
j )−1/2 .Variable sij is a dimen-

sionless site-site distance that is scaled by the size of the dif-
fuse charge widths and is used in additional formulas below.
A series of functions is used in Eqs. (3) and (4) where

f0(s) = erf(s)/s. (6)

This function is commonly used in Coulombic simulations
with an Ewald lattice sum. The higher-order functions (k > 0)
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are obtained recursively,

fk(s)= − dfk−1

d(s2)
= 1

2s2

[
(2k − 1) fk−1(s) − 2√

π
exp(−s2)

]
.

(7)

The φ0
i term in Eq. (2) accounts for short-range and quantum

effects,32 that are otherwise neglected in this classical model.
It is formulated as

φ0
i = |qe|γi

[
−3

4
a0γi

(
1 + 2

3
b2

i

) + 1√
2π

(
1 + 1

3
b2

i

)

+λi

(
b∗

i · bi − 1

2
b2

i

)]
, (8)

where a0 is the Bohr radius and |qe| is the magnitude of the
electron charge. The first term in the square brackets is a quan-
tum kinetic energy term; the second term is a correction for
the previous inclusion in U of valence electrons interacting
with themselves (through Cvv

ii ). The last term in the square
brackets is an empirical correction to bias the ground state
site dipole pi in the direction of b∗

i , with λi being an adjustable
dipole-strength parameter. Vector b∗

i is oriented relative to the
locations of the nearest neighbors (in this case, nearest hydro-
gens about each oxygen):

b∗
i =

∑
j �=i

{
s−1
ij sij if sij ≤ 1.74

s−1
ij sij exp (11.4(sij − 1.74)2) if sij > 1.74

.

(9)
This piecewise expression is designed to smoothly adjust the
dipole whenever an excess proton is approaching or leaving
an oxygen site.

To summarize, there are three main adjustable Coulom-
bic parameters per site: qc

i , γ i, and λi. Variables qv
i and bi are

determined from charge conservation and energy minimiza-
tion principles and so these are not independent model pa-
rameters. In the case of hydrogen sites, qv

i = bi = 0 and this
simplifies the model somewhat. The choice of site parameters
allows the charge distribution for each site to be tuned so that
the model can mimic molecular charge distribution and polar-
izability. It is our hope that the flexibility of the model com-
bined with a physical basis will allow reasonable transferabil-
ity of parameters between similar molecules, and would make
the model more robust in heterogeneous electrochemical
environments.

B. Central-force submodel

Further quantum effects such as electron correlation and
exchange are treated classically. The oxygen and hydrogen
ions are held together with pairwise short-range interaction
potentials82 between OH and HH pairs, which are formulated
as

UCFM
OH (r) = D1OH exp (2aOH (reOH − r))

−D2OH exp (aOH (reOH − r)) , (10)

UCFM
HH (r) = DHH((1 − exp(−aHH(reHH − r)))2 − 1), (11)

FIG. 2. Comparison of pair potentials (a) OH pair (b) HH pair, used in model
vs. the pairwise potentials used by Bresme,88 and Lemberg and Stillinger.89

where reOH and reHH are the respective bond lengths. Values
of the fixed parameters used in Eqs. (10) and (11) are listed in
Table I. These expressions and parameter values were chosen
so as to reproduce the correct water geometry. Although it is
of some value to get the right vibrational frequencies for the
OH and HH bonds, we found that when the attempt was made
to match that, we failed to get 100% neat water in our bulk
simulations. This was one of the drawbacks of the models
proposed by Bresme,81 and Hoffmann and co-workers.83 So
the parameters were adjusted so that water molecules would
not break up, even though we did not match the experimen-
tal frequencies. The CFM potentials are plotted in Fig. 2. In
addition to the CFM potentials, we also use a three-body po-
tential in order to better control the HOH angle. This 3-body
potential has the following functional form:

U
ang
HOH = Aang exp

(−βangr
2
OH1 − βangr

2
OH2

)
× (rOH1 · rOH2 − rOH1rOH2 cos (θ )) . (12)

H1and H2 are the two nearest hydrogen neighbors to the oxy-
gen. Values of the fixed parameters used are listed in Table I.
These parameters (see Table I) were chosen so that the HOH
angle for the water molecules in our simulations was around
109◦ and to get the right pair distribution functions, similar to
the SPC/E water model.99

C. van der Waals potential

The extension to a many-molecule system is achieved by
incorporation of a van der Waals (vdW) potential, in this case
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exponential-6 Buckingham, between each pair of oxygens:

U vdW
OO = LOO[6θ6η−7 exp(η − θsOO) − (sOO)−6] . (13)

Such interactions have their origins in electron exchange and
correlation and are not wholly independent from electrostatic
interactions. From quantum mechanics, we know that the at-
tractive correlation energy between two sites is approximated
by the London formula:100

u12 = −3

2
α1α2

u1u2

u1 + u2
r−6

12 , (14)

where α1 and α2 are the site polarizabilities of sites 1 and 2,
respectively, and u1 and u2 are the respective energies to pro-
mote an electron from an s to a p orbital. These values can
be derived from our Coulombic submodel, and in particular
qc

i and γ i parameters (e.g., Eq. (42) below), which means that
independent parameters do not need to be derived at least for
the attractive part of the vdW potential. LOO is a fixed parame-
ter that depends on oxygen site Coulombic parameters (given
in Table I). The shape of the repulsive part of the vdW poten-
tial is controlled by dimensionless parameters θ and η (also
given in Table I). The above expression (Eq. (14)) has been
tested (Fig. 4) by comparing to ab initio results for molecular
dimers.

III. EWALD SUM

The Ewald sum is an efficient way to handle long-range
Coulombic interactions in a periodic system.101 The basis for
the Ewald sum is to temporarily replace each site charge-
shape function ρ i with one that has the same long-range inter-
action behavior. The cell potential due to the modifed charge
density is obtained from Poisson’s equation, and is solved as a
Fourier series in reciprocal space. If the replacement function
ρr

i is smoother or more diffuse than the original ρ i, it can more
accurately be described by a Fourier series, leading to less
computational expense. In a typical simulation, this means
replacing point charges with Gaussian diffuse charges of the
same magnitude. The Fourier series calculates smoothly vary-
ing long-range interactions accurately, but is less accurate for
short-range interactions, due to finite truncation of the series
as well as the fact that the original charge-shape function has
been modified. Therefore, a short-range (real-space) interac-
tion between sites must be made to get the correct total poten-
tial of the cell.

In the present case, the traditional Ewald sum must be
modified to account for the nonstandard original charge-shape
functions. The criterion we use is that ρr

i and ρ i should have
the same total charge magnitude, dipole moment, and modi-
fied quadrupole moment. As in a conventional Ewald sum, ρr

i

is based around a Gaussian charge distribution. We addition-
ally add terms to generate dipoles and quadrupoles akin to ρ i

(Eq. (1)). The result is

ρr
i (r) =

[
qc

i + qv
i

(
1 + 2

√
2γ −1

i α2
Ebi · r

)2
]

(2π−1α2
E)3/2

× exp
(− 2α2

Er2
)
. (15)

Here αE is the Ewald convergence parameter. It is analogous
to γ i but smaller in magnitude.

In our Ewald framework the Coulombic potential of the
system includes three pieces,

Ucoul = Us + Uc + Ur, (16)

where, Us (the short-range potential) and Uc (the correction
potential) are both calculated in real space. The short-range
potential is based on the full Coulombic interaction between
sites in which pair distance rij is less than cutoff rcut:

Us = 1

2

rij <rcut∑
i,j

qv
i Cvv

ij qv
j +

rij <rcut∑
i,j

qv
i Ccv

ij qc
j + 1

2

rij <rcut∑
i,j

qc
i C

cc
ij qc

j

+
∑

i

qv
i φ0

i . (17)

The reciprocal potential is designed to account for all
long-range interactions (rij > rcut), including interactions be-
tween sites in the central cell and sites in the surrounding im-
age cells. Using Fourier transforms, the interaction between
two sites i and j can be expressed as

ur
ij (rij ) =

∫ ∫
ρr

i (r1)
1

|r1 − r2 − rij | ρr
j (r2) dr1 dr2

= 1

V

∑
h

ρ̂r
i (h)

4π

h2
ρ̂r

j (−h) eih·rij . (18)

The first line of the equation is the real-space expression for
the Coulomb energy between two distributed charges at cen-
ters ri and rj, where distribution functions ρr

i and ρr
j are given

relative to the respective centers. The second line of the equa-
tion is the corresponding Fourier series representation of the
pair energy, obtained by the convolution theorem and Fourier
transforms of functions such as

ρ̂r
i (h) =

∫
ρr

i (r) e−ih·rdr . (19)

Exponential quantity i is the imaginary number. Vector h is
a reciprocal-lattice or wave vector and for a cubic unit cell is
given by

h = 2πL−1n , (20)

where vector n is composed of three independent integers:
n1, n2, and n3. In Eq. (18) the sum over h excludes h = 0,
but otherwise includes all possible values of n1, n2, and n3.
In practice, one truncates the sum to h < hcut, based on the
diminishing magnitude of terms as h = |h| increases.

The reciprocal potential of the system is obtained by a
double sum over the potentials between all pairs of sites in
the system. The double sum can be rearranged as follows:

Ur = 1

2

∑
i

∑
j

ur
ij = 2π

V

∑
h �=0

1

h2

[∑
i

ρ̂r
i (h) e−ih·ri

]

×
⎡
⎣∑

j

ρ̂r
j (−h) eih·rj

⎤
⎦ + Ur

0 , (21)
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where Ur
0 accounts for the missing term (h = 0) in the sum.

Through a combination of system-charge neutrality and the
so-called tinfoil boundary condition, we can take Ur

0 = 0.
The reciprocal-space sum in principal could describe all

Coulombic interactions in the system if ρr
i = ρi ; however,

this would not be computationally efficient. Thus, the charge
density used is instead as given in Eq. (16). The Fourier trans-
form of the site charge density in Eq. (16) is

ρ̂r
i (h) =

[
qi − ih · pi + 1

6

(
4α2

EI − h hT
)

: Q∗
i

]
× exp

[− h2/(8α2
E)

]
, (22)

where pi is given by Eq. (39) , I is the identity matrix of order
3, and Q∗

i is given by

Q∗
i = 3qv

i

γ 2
i

bibT
i . (23)

This expression can then be substituted into Eq. (21),
with the provision that we omit from the products the dipole-
quadrupole and quadrupole-quadrupole interactions. This is
done to be consistent with the simplified Coulombic overlap
integrals in Eq. (3). This omission is fine as long as a corre-
sponding change is made to Uc. Following some natural can-
cellation of imaginary terms and other algebra, we get

Ur = 1

2

∑
h �=0

(h) uh(h). (24)

Eq. (24) uses the following auxiliary functions:

(h) = 4π

V
h−2 exp[−h2/(4α2)], (25)

uh(h) = χ0c[χ0c − 2h · χ1s+(4α2I−h hT) : χ2c] + (h · χ1s)
2

+χ0s[χ0s+2h · χ1c+(4α2I−h hT) : χ2s]+(h · χ1c)2,

(26)

χ0c(h) =
∑

j

(
qv

j + qc
j

)
cos(h · rj ) (27)

χ0s(h) =
∑

j

(
qv

j + qc
j

)
sin(h · rj ), (28)

χ1c(h) =
∑

j

pj cos(h · rj ), (29)

χ1s(h) =
∑

j

pj sin(h · rj ), (30)

χ2c(h) = 1
3

∑
j Q∗

j cos(h · rj ), (31)

χ2s(h) = 1
3

∑
j Q∗

j sin(h · rj ). (32)

Note that uh accounts for the charge-charge, charge-dipole,
dipole-dipole, and charge-quadrupole interactions.

The correction potential in Eq. (16) is given by

Uc = 1

2

rij <rcut∑
i,j

qv
i Cvv′

ij qv
j +

rij <rcut∑
i,j

qv
i Ccv′

ij qc
j +

1

2

rij <rcut∑
i,j

qc
i C

cc′
ij qc

j .

(33)
The correction terms is needed because Ur (reciprocal poten-
tial) of necessity includes all site pairs in the system, whereas
the short-range term Us already includes the full interaction
between a subset of the pairs, namely, those where rij < rcut.
Uc therefore removes this spurious partial double counting of
pair interactions.

The correction terms (Cvv′
ij , Cvc′

ij , Ccc′
ij ) of Eq. (33) can

be derived from the first line of Eq. (18) and correspond to
the real-space version of the interaction between modified
charges ρr. Because Eq. (15) has a similar functional form
to Eq. (1), the modified Cij values in Eq. (33) can be derived
from the original expressions of Cvv

ij , Ccv
ij , and Ccc

ij by sequen-

tially replacing γi ← √
2αE , γ ij ← αE, and b′

i ← √
2γiαibi

in Eqs. (3)–(5), and are as follows:

(34)Cvv′
ij = α

⎧⎪⎪⎨
⎪⎪⎩

2√
π

(
1 + 1

3b′2
i

)
if i = j

f0(s ′
ij ) +

[
2�′

ij + 2�′
ji + 2D′

ij − 1
2 (b′2

i + b′2
j )

]
f1(s ′

ij ) if i �= j

+[
�′2

ij + �′2
ji + 4�′

ij�
′
ji

]
f2(s ′

ij )

,

Ccv′
ij = α

{
2√
π

(1 − 1
6b′2

i ) if i = j

f0(s ′
ij ) + (2�′

ij − 1
2b′2

i ) f1(s ′
ij ) + (�′

ij )2 f2(s ′
ij ) if i �= j

, (35)

Ccc′
ij = α

{
2√
π

if i = j

f0(s ′
ij ) if i �= j

. (36)

The correction potential is applied in real space be-
tween the same set of pairs as the short-range potential
Us. Taken together, Ur − Uc fully cancels out any inter-
actions between ρr for rij < rcut and thus only includes
long-range pair interactions and need not be calculated as

frequently as Us. This is the basis for a multiple-time
step scheme used with this model, which is described in
Sec. V B.

Because it is of interest to some researchers, we include
here the pressure tensor expression that is consistent with the
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FIG. 3. Proton transfer event accompanied by effective electron transfer
from acceptor to donor oxygen site.

above formulations:

PrV =
∑
h �=0

(h)

{
1

2

[
I −

(
h−2 + 1

4
α−2

)
h hT

]
uh(h)

+(h · χ1s − χ0c)h χT
1s + (h · χ1c + χ0s)h χT

1c

−χ0ch hTχ2c − χ0sh hTχ2s

}
,

where Pr is the residual pressure tensor (not including ideal
gas contribution) and all other terms are defined above.

IV. PROTON TRANSFER

As mentioned above, since there are no rigid bonds bind-
ing the O and the H sites, the PT occurs naturally whenever
the electrochemical environment around the sites, in vicinity
of excess protons, is favorable. The PT process is accompa-
nied by the electronic charge transfer process, because the
PT event must involve a net charge transfer of +1|e|, and
since qc

H = 0.4238|e| (see Table I), a net electronic charge
−0.5762|e| must flow from the proton acceptor oxygen to the
proton donor oxygen (see Fig. 3). To model this electronic
charge transfer, we use electrostatic driving forces underly-
ing our model. Each site has associated with it a chemical
potential for charge, ϕi, which is simply the derivative of the
potential energy U, with respect to the valence charge on the
site, qv

i :

ϕi = δU

δqv
i

=
∑

j

Cvv
ij qv

j +
∑

j

Ccv
ij qc

j + φ0
i . (37)

This chemical potential is the spatially weighted average of
the electric potential field about site i, with weight given by
the Gaussian distribution in Eq. (1). This quantity encap-
sulates the electrostatic environment around the site i, and
whenever there is an excess proton in the vicinity of a site,
this is reflected in the ϕi value. Electrostatic potential ϕi is
the appropriate driving force for charge transfer between any
adjacent sites, in this case nearest oxygens involved in the
PT. The charge flow rate (q̇v

i ) is modulated by the following
expression:

q̇v
i = − ϕi − ϕj

AR exp (sOO)
+ qv∗

i − qv
i

τc

. (38)

The denominator of the first term on the right is a distance-
dependent resistance for the flow of charge. AR is a constant

pre-exponential factor and sOO = γ OOrOO is the dimension-
less distance between the two O sites (i and j) involved in the
valence charge transfer.

Although this approach, in a general way, ensures that
the charge flows in the right direction when a PT event is tak-
ing place (or is about to take place), it does not ensure that
a net charge of exactly +1|e| will be transferred, which can
create problems over long time scales. In order to fix this
problem, we included a second term in Eq. (38) that is an
indirect mechanism to slowly correct the net charge trans-
ferred. In particular, the oxygen site valence charges asymp-
totically approach their design values of of qv∗

i = −1.2914|e|
for a hydronium ion and qv∗

i = −1.8676|e| for a neutral water
molecule. The parameters were adjusted empirically in order
to get numerically stable and reasonable rates of charge trans-

fer: AR = 30 J ps
mol |e|2 and τc = 300 ps.

V. RESULTS AND DISCUSSION

A. Pairwise model parameterization

The parameters of the model were adjusted to reproduce
lone water polarizability, dipole moment, and the quadrupole
moment, in addition to other properties.

The three mentioned properties can be calculated in terms
of model parameters. The model dipole moment for each site
due to the point dipole bi , is given by

pi =
√

2qv
i

γi

bi . (39)

For each site, pi is the dipole contribution from the sp-hybrid
character of valence charge. To this is added the contribution
from the gross separation of charge. Thus, the total dipole mo-
ment of water molecule is given by

ptot =
∑

i

pi +
∑

i

(ri − rcm)
(
qv

i + qc
i

)
, (40)

where rcm is effectively the location of the central oxygen and
the summations are over all atoms associated with a single
water.

The quadrupole moment for our charge distribution
model for a site i in terms of the model parameters, is given
by

Qi = 3qv
i

γ 2
i

(
bibT

i + 1

2
I
)

. (41)

Note this differs slightly from Q∗
i defined above. An analytical

expression for the electronic polarizability for a single site, αi

can also be derived in terms of model parameters:

αi = −qv
i

γ 3
[
− 1

3
√

2π

(
qv

i + |qe|
) + 2

3
√

π
qc

i + 1
2a0γi |qe|

] .

(42)
For a water molecule, Qtot

i = QO and αtot = αO because
qv

i = 0 for the hydrogen sites. This expression for α also
neglects polarizability due to bond stretching and angle
variations.

Since this was an under-constrained problem, meaning
that the number of properties being matched were less than
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FIG. 4. (a)–(f) Water-dimer potential energy scans. The water molecules are approached in different relative orientations and the model energy is matched with
the corresponding ab initio energy. The ab initio calculations were performed at MP2/6-311(++)G (3df,2pd).

the number of parameters, we looked at some additional prop-
erties. The present model has the ability to predict charge
distribution and energies for the cationic and anionic forms of
a molecule, which allows for the prediction of electron affin-
ity and ionization energy. For parameterization, these prop-
erties were also matched. The model parameters are listed in
Table I. For the listed parameters, the corresponding electron
affinity is −30 kJ/mol and the ionization potential was 1175
kJ/mol. The experimental values of these quantities are −16
kJ/mol and 1216 kJ/mol, respectively.102, 103

The potential energy scan (PES) of two approaching wa-
ter molecules was also studied, and was also considered dur-
ing the parameterization process. The two water molecules
were allowed to approach towards each other in different ori-
entations and the corresponding PES was plotted. Figure 4
shows the PESs as predicted by model vs the ab initio PES.
Figure 4(a) shows the most important path of approach of two
water molecules and the model under-predicts the attraction
for this route. It is to be noted that the model is capable of
exactly matching the ab initio data, but when we used param-
eters corresponding to this case in our MD simulations, the
resulting bulk-water density was high and the heat of vapor-
ization was also off. Since our aim was to develop a model
that works well in all systems ranging from gas-phase to bulk
liquid, we decided to put in additional repulsion, which led
to minor mismatch between the model-predicted and ab initio
PES, for this route.

B. Simulation details

A previously described MD simulation code104 was mod-
ified to incorporate the new water model. 256 oxygen pseudo
ions and 512 hydrogen pseudo ions were simulated in a box
at constant pressure simulations and at 298 K temperature.
Periodic boundary conditions (PBCs) were used. The simu-
lations were performed employing a multiple time step algo-
rithm, with a time step of 0.1 fs, and secondary time step of 8

fs. The cutoffs used in this method for primary and secondary
neighbors were, respectively, 0.65 nm and half the box length
(L = 2 nm). The temperature of system was kept constant us-
ing a Noose-Hover thermostat, and the same was used for
charge- and dipole-dynamics (T = 5 K). Long range Coulom-
bic interactions were handled using the Ewald summation
method. A typical run involved 0.05 − 0.1 ns for equilibra-
tion, and 0.5 − 1 ns of production.

In our molecular dynamics simulations, since we do not
have any rigid bonds, we needed a way to keep track of the
hydrogen pseudo-ions that associate with the oxygen pseudo-
ions to form water molecules. To this end, we employed a
neighborhood list to keep track of the hydrogen neighbors
that an oxygen ion is associated with. This list was updated
every 0.2 fs. Another neighbor list exclusively kept track of
the nearest oxygen neighbor of each species, and the informa-
tion was used to exchange charge between species whenever
needed (as described in Sec. IV). This list was also updated
every 0.2 fs.

In order to save time, our MD code uses a multiple-time
step scheme, which is based on the fact that the long range
forces do not need to be updated as frequently as the short
range force. The code uses a multiple time scale method as
follows: the shortest range forces (of order of intramolecu-
lar distance) are updated every time step (0.1 fs), other short
range forces (<0.6 nm distance) are updated every other time
step (0.2 fs), and the long-range forces (>0.6 nm) are up-
dated every 8 fs. Also, to save time, the vdW and central force
potentials and forces were completely tabulated, along with
some parts of Coulombic potentials.

C. Structural and thermodynamic properties
of bulk water

In order to assess the liquid structure resulting from our
water model, first we examined the pair correlation func-
tions or the radial distribution functions (RDFs) for all three
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FIG. 5. Model pair correlation function vs. experimental116 for oxygen-oxygen, oxygen-hydrogen, and hydrogen-hydrogen pairs.

atom pairs in our bulk water simulations (OO,OH, and HH).
Figure 5 shows the RDFs for the three pairs plotted against
the experimentally obtained RDFs. The experimental data
used to compare the RDFs is from the neutron diffraction
experiments.105 For the OO pair, the first peak represents the
first coordination shell of a water molecule. In good agree-
ment with the experimental OO RDF first peak, it is located
at 0.28 nm. The first OH peak is located at 0.1 nm, and it rep-
resents the hydrogen that is bonded to oxygen, while the first
HH peak represents the other hydrogen that belongs to the
same molecule, and is located at 0.16 nm. In the case of HH
and OO, the model curves show modestly greater structuring
than the experimental curves, as shown by the first-neighbor
peak heights and the dips between the first and second neigh-
bor shells. Furthermore, the model peaks corresponding to
the second shell of water neighbors are slightly displaced to
greater distances. This evidence suggests that the neighbor-
ing water molecules are “locked in” a little tighter than they
should be. This causes the molecules in bulk to not move as
freely as they would in a real system. In the case of OH, the
first peak corresponds to oxygen and hydrogen on the same
water molecule, and the model peak is much more structured
than the experimental peak. We found that changing the CFM
potential to soften this peak led to undesired auto-ionization
or dissociation of bulk water, a problem that is found in pre-
vious CFM-type water models. Another possible factor is that
our protons are treated fully classically and so do not exhibit
quantum-based delocalization (the thermal de Broglie wave-
length for a proton at 298 K is 0.101 nm, which is significant).

While the model RDFs are reasonably accurate, we nev-
ertheless made multiple attempts to remedy this overstruc-
turing effect by weakening the strength of interactions be-
tween atoms, including the CFM potential between oxy-
gen and hydrogen. Such changes always caused problems

with bulk water density or with anomalous autoionization
of water, in which adjacent water molecules would sponta-
neously split into H3O+ and OH− species. To our knowl-
edge, all other models based on CFM have similar prob-
lems in matching the experimental RDFs. Because we con-
sidered the presence of autoionised water a significant mis-
representation of the actual liquid water system, we settled on
the current set of intereractions, even if they did not match
the experimental RDFs as well as some other water models
do.

Additional structural analysis was done by observing
how the geometry of water molecules changes in course of
a long simulation. As described previously, an oxygen atom,
and its two nearest hydrogen neighbors were considered to
constitute a water molecule. Over time, we kept track of the
geometry of this water molecule, and found that the average
bond length of the OH bond was 0.1002 nm and the average
bond angle was 110.61◦. In a gas-phase simulation, the aver-
age bond length was around the same, while the average bond
angle was around114◦. This increase in bond angle is con-
sistent with experimental observation that the HOH angle in
gas-phase is greater than in liquid phase.106 The SPC/E model
has a fixed bond length of 0.1 nm, and a fixed bond angle of
109.47◦.

Density of water calculated by our NPT MD simula-
tions was 0.996 g/cm3, which is in excellent agreement with
the experimental value of 0.997 g/cm3. The value obtained
for bulk modulus (given by the correlation between pres-
sure and volume fluctuation) from our simulations was 2.06
× 109 Pa , which was in good agreement with its experimental
value of 2.2 × 109 Pa. Precise prediction of these properties,
along with the fact that we have 100% neat water (no auto-
ionization), RDFs that are in decent agreement to the exper-
imental values, and close to the right geometry for the water
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molecules, give an indication of the quality of the simulated
liquid structure.

D. Transport properties of bulk water

Since our aim is to study proton transport, it was impor-
tant to us to study how well the model is doing in terms of
prediction of dynamical properties of bulk water. The trans-
port properties we looked into were self-diffusion coefficient
and viscosity. Ionic conductivity of the system in presence of
excess proton will be studied as a part of a detailed PT study,
to be published at a future date.

For calculating these transport properties, we used the
Green-Kubo approach, which relates the value of the time
derivative of a mechanical variable at a specific time, des-
ignated as time zero, to its value at some later time.
Figure 6 shows the velocity correlation function (VACF) for
oxygen sites, which is the integrand in the formula used to
calculate the self-diffusion coefficient (DO) in our MD simu-
lation. The diffusivity is given by

DO =
∫ ∞

0
〈vO(t) · vO(0)〉dt. (43)

The VACF tells us how strongly the velocity of particle
is at time t, to what its value was at a previous time t = 0.
Note that at t = 0, the VACF is a high because no time has
elapsed and the velocities are identical. As time proceeds the
value of the VACF in Fig. 6, expectedly, decreases as the cor-
relation decays. This is because the particle undergoes col-
lisions with other particles which change the direction and
magnitude of its velocity from what it was originally. Also
as would be expected for any dense fluid, the correlation be-
comes negative, because due to numerous and rapid collisions
with other atoms/ions, velocity reversal takes place. After a
long time, the VACF decays to zero as the velocities become
uncorrelated.

Self-diffusion coefficient is an important property to be
matched, because it is solely responsible for vehicular diffu-
sion. The vehicular diffusion of water is expected to be around
the same as a hydronium ion, so if the self-diffusion coeffi-
cient is low, it leads to a lower PT rate prediction, as the PT
rate is the sum of vehicular and structural diffusion. As shown
in Table II, our model underpredicts the diffusion coefficient

FIG. 6. (a) The velocity auto-correlation function, used to calculate self-
diffusion coefficient. (b) The shear-stress auto-correlation function, used to
calculate viscosity.

by almost 30%. This may be a consequence of an overly struc-
tured OO RDF, as described in Sec. V C. The molecules do
not have sufficient freedom to move around, which leads to
a lower self-diffusion coefficient. Other central-force models
due to Hoffmann and to Bresme exhibit similar self-diffusion
coefficients as shown in Table II.

For viscosity (ν), the shear stress auto correlation (SACF)
function, shown in Fig. 6 was used. SACF is the integrand in
the Green-Kubo formula for ν:

ν =
∫ ∞

0

V

kBT
〈Pxy(t) · Pxy(0)〉dt. (44)

Here V is the average cell volume, T is the temperature,
and kB is the Boltzmann constant. As is consistent with an
over-structured OO RDF, and a low self-diffusion coefficient,
the viscosity predicted by the simulation is over-predicted by
about 11%. It is to be noted here that, within the current
framework, it is possible to improve the prediction of trans-
port properties if we relax the constraint of achieving the ex-
actly right density. Specifically, if we let the density be too

TABLE II. Properties of liquid water models and experiments at ambient temperature: temperature T (K), density ρ (gm/cc), vaporization energy
Uvap(KJ/mol), pressure P (Kbar), self-diffusion coefficient for oxygen DO (×105 cm2/s), viscosity ν (cP), dipole moment μ (Debye), and relative dielectric
constant ε. Blank entries indicate no results provided in original sources.

Model T ρ −Uvap P DO ν μ ε

Expt.109–114 298 0.997 41.46 0.00 2.30 0.89 2.6 78.3
Our Model 298 0.996 41.22 0.00 1.56 0.99 2.72 72.4
Hoffman CFM82 298 1.00 1.42
BresmeCFM81 298 0.997 45.23 0.12 1.45 1.98 77
MSEVB53 298 1.00 2.9 2.7
ST2115 298 0.997 36.32 0.62 2.9 2.35 69
SPC116–118 298 0.963 37.66 − 0.00 3.3 0.40 2.27 68
SPC/E99, 118 298 0.998 41.34 − 0.08 2.14 0.73 2.35 67
TIP4P119, 120 298 1.002 42.22 0.00 2.8 0.49 2.18 53
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low by 2.7%, we can increase the self-diffusion coefficient to
around 1.9× 10−5cm2/s and the viscosity to around 0.91 cP.

E. Dielectric properties

The relative dielectric constant ε of a material is the ratio
of material’s polarization response to that for a vacuum. It
is an important measure of the accuracy of a model, but its
calculation can be quite difficult due to its dependence on the
fluctuations of the net system dipole moment (M). ε is given
by

ε = ε∞ + 4π

3kBT V

[〈M2〉 − 〈M〉2
]
. (45)

This formula expresses the fact that the dielectric constant
is proportional to the variance of the cell dipole moment.
The value of ε generated this way converges slowly, and get-
ting a reliable value generally requires much longer simula-
tion times than for thermodynamic properties. Here ε∞ is the
infinite-frequency dielectric constant. The experimental value
of ε∞ = 1.79107 was used.

Since there are no rigid bonds in our simulations, the
use of PBCs complicates the calculation of dipole moment.
That is to say, if one or both of the constituent hydrogens of
a water molecule are on the opposite side of the box from the
oxygen, a standard calculation of cell dipole moment would
include an anomalously large dipole contribution from this
water molecule. In order to correct for this, PBCs were mod-
ified so that the constituent hydrogens of a water molecule
get transferred to the other side upon crossing a cell boundary
only when the central oxygen is also transferred. Thus the hy-
drogens remain with their associated oxygen at all times, and
the anomalous dipole moment is eliminated.

As listed in Table II, the dielectric constant of water is
under-predicted by about 7%. The average molecular dipole
moment in bulk water for our model is also a good match with
experiment, though there is considerable uncertaintly on the
experimental liquid dipole value.108 Dielectric constant and
molecular dipole moment are tightly coupled properties, and
yet many popular water models are not able to simultaneously
match both properties to experiment to the same degree as our
model does. As a polarizable model, our model by design also
matches the gas-phase value of water dipole, 1.85 D.108

F. Preliminary assessment of proton transfer

Figure 7 shows the potential energy scan of transfer of
a proton moving between two isolated water molecules, with
the proton moving along the line joining the two oxygens.
In the figure, rOO is the distance at which the two oxygens
and held at as proton moves from one to the other. In absence
of any external field, we get a symmetric double-minimum
curve. The barrier height of the symmetric PT event depends
upon the distance between the two oxygen atoms. With our
model, we have reproduced the barrier height for PT at differ-
ent O-O distances and, as shown in Table III, it was in good
agreement with the ab initio data.

When an electric field is applied along the PT axis, as
shown in Fig. 7, the curves distort and shift so as to make the

FIG. 7. Potential energy surface for proton transfer along the axis joining the
two oxygen sites: (a) symmetric case, (b) electric field applied along the PT
axis.

state where proton is with the acceptor oxygen as more sta-
ble. This shows that the model responds to an external elec-
tric field, and during the PT event, the proton chooses to be
with that water molecule around which the electrochemical
environment is more favorable. This characteristic of model
is important because in bulk phase, the excess proton is under
the influence of strong electric fields, and it will follow a PES
that must be accurate for the PT mechanism.

The PT scheme was then implemented in MD simulation.
256 water molecules were simulated in a 2 nm box with one
excess proton. The simulations were set-up in a similar man-
ner as the bulk water simulations, and were run for 16 ns of
production time, after 1 ns of equilibration. The subsequent
results from the MD simulations were encouraging. The den-
sity and RDFs for the three atom pairs, expectedly, did not
change in presence of an excess proton. While the detailed
analysis of the proton solvation structure is a topic of a fu-
ture publication, we examined the geometry of hydronium
ions during the course of the simulation. The average OH
bond lengths were found to be 0.101 nm, and the HOH bond

TABLE III. Model predicted activation energy vs. ab initio activation.

OO distance Ab initio activation Model activation
(nm) energy (kJ/mol) energy (kJ/mol)

0.25 0 0
0.26 5 6.5
0.28 28 30.7
0.30 67 72
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angle was 113◦. For comparison, in a gas phase simulation of
an isolated zundel ion, these values were 0.101 nm and 116◦,
respectively. In the course of our MD simulation, multiple PT
events including numerous barrier-recrossing events were ob-
served. The preliminary estimate of PT rate in the bulk sim-
ulation was 0.15 ps−1, determined by dividing the number of
PT events by the total simulation time. This rate is roughly
a factor of 5 lower than the experimental value.20 During the
transfer event, the excess proton tends to oscillate between
two oxygens (i.e., zundel ion configuration) because it is prac-
tically a barrier-less process when the two oxygens are closer
than 0.26 nm, but these oscillations were not included in the
calculation of PT rate. Our estimation of a PT events required
that the excess proton stay associated with only one oxygen
for at least 1 ps. This is consistent with the way Voth and co-
workers calculate PT rate.32 In subsequent work we intend to
do a more detailed analysis of PT events, including the use of
the Green-Kubo diffusion formula.

VI. CONCLUSION

We have developed a water model that captures reason-
ably accurate electrostatic interactions, both at short and long
distances, and allows for proton transfer to occur naturally
when dictated by electrostatic forces, without an additional
set of rules. Molecule polarizability is implemented by the
use of fluctuating site dipoles, as well as fluctuating charges.
This model was parameterized, as much as it was possible,
from the ab initio data, and was then implemented into a MD
simulation. Novel time-saving techniques such as a modified
Ewald sum specific to diffuse charges and diffuse dipoles and
use of multiple neighborhood lists, were applied in a MD sim-
ulation to make the code efficient. The model correctly avoids
any significant amount of autoionization of water molecules,
a problem found in other water models based on the central
force potentials that allow bond formation and breaking.

Simulated bulk water properties were in reasonable
agreement with the experimental values and evidence of PT
events were found in a MD simulation containing one excess
proton. The preliminary PT rate predicted by the model ap-
peared to be too low by a factor of 5, though this will be more
robustly calculated in a later paper in terms of diffusivity. Mi-
nor changes in the model will be attempted to obtain an im-
proved accuracy in PT rate. These could include tuning the
pairwise central force potential functions and the OO charge-
transfer scheme that accompanies the PT process.
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