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Spatial noise-field control with online secondary
path modelling: A wave-domain approach
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Abstract—Due to strong inter-channel interference in multi-
channel ANC, there are fundamental problems associated with
the filter adaptation and online secondary path modelling remains
a major challenge. This paper proposes a wave-domain adapta-
tion algorithm for multichannel ANC with online secondary path
modelling to cancel tonal noise over an extended region of 2D
plane in a reverberant room. The design is based on exploiting
the diagonal-dominance property of the secondary path in the
wave domain. The proposed wave-domain secondary path model
is applicable to both concentric and non-concentric circular
loudspeaker and microphone array placement and is also robust
against array positioning errors. Normalized least mean squares-
type algorithms are adopted for adaptive feedback control.
Computational complexity is analyzed and compared with the
conventional time-domain and frequency-domain multichannel
ANC. Through simulation-based verification in comparison with
existing methods, the proposed algorithm demonstrates more
efficient adaptation with low-level auxiliary noise.

Index Terms—Active noise control, secondary path modelling,
wave domain, adaptive processing, feedback system

I. INTRODUCTION

Active noise control (ANC) is currently the most effective
method for cancelling low-frequency noise. It is based on
the principle of superposition, that is, an anti-noise signal
of equal amplitude and opposite phase is generated by the
secondary source to cause destructive interference and to
cancel the primary noise [1], [2]. Single-channel ANC, known
as one-dimensional ANC, is now a mature technique with
several commercially successful applications, such as noise-
cancelling headphones, active mufflers, and the control of
noise inside air conditioning ducts. Multichannel ANC on
the other hand mainly deals with a noise field over space,
thus also known as three-dimensional ANC, which requires
several secondary sources and sensors, thus making it more
complex and expensive to implement. An ANC system for
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the car interior [3] is a typical multichannel ANC application,
which is capable of reducing short-time stationary noise, such
as engine noise, at frequencies up to a few hundred Hertz [4],
[5].

The general multichannel ANC system using the filtered-
X Least Mean Squares (LMS) algorithm was proposed in
both time domain and frequency domain [6], [7], [8]. Its
convergence behaviour was analyzed in the frequency domain
in terms of the convergence of individual secondary signals,
cost function, and control effort [9]. The computational com-
plexity of multichannel ANC systems increases significantly
with the number of secondary sources and error sensors,
which represents one of the major challenges for applying
multichannel ANC in large-scale applications [10]. In addition,
in multichannel ANC, the noise control is achieved mainly at
the error sensor positions or its close surroundings and noise
still exists and may even be amplified at other positions [11].
However, in many practical ANC applications, especially in
consumer electronics and medical instruments (e.g., magnetic
resonance imaging (MRI) systems and infant incubators), it is
desirable to create quiet zones away from error sensors.

A technique known as virtual sensing [12] was proposed.
This technique requires a training stage to measure the system
model from physical sensors to virtual sensors, which later on
will be used in the online operation of the virtual sensing ANC
system [13]. Obviously, the technique is highly dependent on
the accuracy of the system model obtained during the training
stage; any change of the acoustic environment or the physical
sensor locations would result in system failure. Statistical
knowledge of the noise field has been used for virtual sensing
ANC without the offline training [14]; however, this is only
effective for cancelling tonal diffusive noise fields. Still, noise
cancellation essentially happens at physical sensor or virtual
sensor positions. Therefore, the locations of reference and
error sensors are very important to obtain the best estimate
of the reference noise and total residual noise so as to achieve
global noise cancellation or to create a large-sized quiet
zone [15], [16].

Wave-domain signal processing, a technique commonly
used for sound control over large spatial regions, provides
a more efficient method for ANC over space [11], [17],
[18], [19], [20], [21]. The principle of wave-domain signal
representation is to use fundamental solutions of the Helmholtz
wave-equation, or the eigen-solutions of the acoustic wave
equation, as basis functions to express a wave field over
a spatial region. Processing directly on the decomposition
coefficients therefore controls sound within that region. The
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wave-domain ANC with feed-forward [18] and feedback [11],
[22] configurations have been investigated and the results show
that significant noise cancellation over the entire region of
interest can be achieved.

In practical applications, the characteristics of the noise
source, such as its frequency content, amplitude, and phase, are
changing. The acoustic channel between the secondary source
and error sensor, normally defined as the secondary path, must
also be assumed to have a time-varying acoustic response as
a result of a temperature variation or secondary source and
error sensor position variations [23], [24]. To deal with such
time-variance, adaptive filters such as the LMS or its variants,
e.g., filtered-X LMS and recursive LMS [1], [2], [6-9], [25],
are employed.

The performance of an ANC system thus strongly depends
on the accurate estimation of the secondary path model [26].
The online secondary path modelling (SPM) technique using
additive random noise was proposed [27], where a significant
problem is the mutual interference between the noise control
process and the secondary path modelling process. Methods
to solve this problem include adding another adaptive filter
into the system to remove the interference [28], [29], [30],
improving the adaptive algorithm with the weight-average
approach for the noise control filter [31], and controlling
the power of additive noise and the step size in the online
modelling process [32], [33]. However, in multichannel ANC,
there are fundamental problems associated with the adaptation
of the filters, such as high computational complexity and
poor adaptation performance [34]. Especially, due to strongly
cross-correlated inputs (or the well-known non-uniqueness
and misalignment problem in multichannel acoustic systems,
such as in acoustic echo cancellation [35]), the problem of
online SPM in large-scale multichannel setup has hardly been
addressed and most known works assume that the secondary
path is known as a prior.

In this work, we propose an adaptive wave-domain ANC
system with an effective strategy for online SPM based on
the concepts outlined in [18], [36], [37], [38] for room equal-
ization, acoustic echo cancellation, and ANC. The problem
is defined as to cancel tonal noise (i.e., a single frequency
or multi-frequency noise) on a 2D plane in a reverberant
room, within which the secondary path is unknown 1. The
feedback control strategy is adopted with the loudspeakers
and microphones used as the secondary sources and error
sensors, respectively. Based on the wave-domain transform
of the loudspeaker signals and microphone signals given
in [39], we show that the wave-domain secondary path has
the property of diagonal dominance for calibrated array place-
ment on a quantitative level 2. We then apply a systematic
approach of SPM under a variety of positioning conditions,

1In practice, tonal noise is mainly generated by rotating equipment, such as
engines and pumps. Active control of tonal noise within a small reverberant
room, such as within the car interior, has received considerable attention. The
practical relevance of this work is that it presents a spatial ANC system, which
is capable of controlling tonal noise over space in a time-varying acoustic
environment.

2Earlier related work has been published by the authors [40], in which only
the situation of concentric loudspeaker and microphone array placement was
considered.

i.e., concentric/non-concentric placement of the loudspeaker
array and microphone array, and placement of loudspeaker-
s/microphones with random positioning errors. The adaptive
algorithm using Normalized LMS (NLMS) is adopted for
online SPM and ANC. It is shown that the proposed system
requires only low-level auxiliary noise for online SPM and
also demonstrates an efficient adaptation.

The state-of-the-art wave-domain ANC system is revisited
in Sec. II. Section III demonstrates the diagonal-dominance
property of the wave-domain secondary path and a systematic
approach to model it under different positioning conditions.
A feedback control strategy of the wave-domain ANC with
online SPM is proposed in Sec. IV, and its computational
complexity is analyzed. In Sec. V, the proposed system is
evaluated in comparison with the existing frequency-domain
and time-domain multichannel ANC systems.

II. WAVE-DOMAIN ANC

In this paper, we assume that the ANC system shown in
Fig. 1 operates on a 2D plane within 3D physical space, e.g.,
at the height of a human ear. For ease of analytical treatment
we also assume that the secondary sources (i.e. loudspeakers)
and error sensors (i.e. microphones) are placed on two circular,
not necessarily concentric, arrays. Other array topologies for
wave-domain adaptive filtering have already been discussed in,
e.g., [41], [42]. The aim here is to achieve noise cancellation
within a 2D control region that is surrounded by the micro-
phones while both the primary noise source and secondary
source produce 3D variant sound fields (also known as 2.5D
control in soundfield reproduction [43], [44]) 3.

Assuming L secondary source signals x`(n), ` = 1, . . . , L,
and P error sensors, the received signals yp(n) at the micro-
phones are written as

yp(n) =

L∑
`=1

x`(n) ∗ hp`(n) + dp(n), p = 1, . . . , P, (1)

where hp`(n) is the impulse response of the secondary path
from the `th speaker to the pth microphone, ∗ represents the
time-domain convolution with respect to the time index n,
and dp(n) is the recording of the primary noise at the pth
microphone.

It is assumed that the secondary path is time-varying and
unknown; hence, the secondary source signal does not only
consist of the anti-noise signal xc

`(n), but it also contains an
auxiliary noise signal xe

`(n) for online SPM, i.e.,

x`(n) = xc
`(n) + xe

`(n), (2)

where (·)c and (·)e stand for cancellation and estimation,
respectively. For the benefit of the listener, it is desirable to
keep the level of the auxiliary noise minimum during online
SPM.

3Note that an extension to a 3D control region is also possible. However,
this would result in a significant increase in computational complexity due to
the large number of transducers required for spherical arrays. Furthermore,
the 2.5D formulation with a control region at the height of a human ear is
a commonly used and practical setup in both soundfield reproduction [43],
[44], [45], [46] and spatial ANC [11], [17], [21] applications.
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Fig. 1. System setup for a wave-domain ANC in a reverberant room. Uniform circular arrays of loudspeakers (blue) and microphones (red) are placed on a
2D plane for noise cancellation within the shaded region. Adaptive filters are adopted to deal with non-stationary noise and time-varying environment. Two
independent noise sequences, one in the time domain and the other in the wave domain, are produced by the noise source generators (NSG) to drive the
corresponding filter. The details are explained in Sec. IV-A and illustrated in Fig. 5.

We adopt a block-wise operation and transform the signal
into the short-time Fourier transform (STFT) domain to obtain,

Yp(q, ω) =

L∑
`=1

X`(q, ω)Hp`(q, ω) +Dp(q, ω), (3)

where q and ω denote the qth time block and the angular
frequency, respectively.

Representing (3) in matrix form gives us

y(q, ω) = H(q, ω)x(q, ω) + d(q, ω), (4)

where y and d are column vectors of length P , x is a column
vector of length L, and H is a matrix of size P × L.

The wave-domain transforms after [39], [41] decompose the
wave field on the 2D plane into the expansion coefficients with
respect to circular harmonics [47], which are orthogonal basis
functions on a circle. Therefore, the wave-domain transform
for the error sensor signals is defined as,

Y mw (q, ω) =
1

P

P∑
p=1

Yp(q, ω)e−imφp , m = −M0, . . . ,M0,

(5)
where the subscript (·)w represents the wave-domain signal,
m is indexing the mode, and where the upper mode limit is
given by M0 = dkr0e with the wave number k = ω/c and the
microphone array radius r0 [48]. Using (5), we transform the
error signals into a finite number of wave-domain coefficients,
i.e., Nm = 2M0 + 1, which provides a compact form to
describe the noise field, i.e., the superposition of the residual
noise and auxiliary noise, within the control region.

The wave-domain transform for the secondary source sig-
nals is defined as the wave-domain signals produced by
the loudspeakers within the control region under free-field

conditions [38], [39], that is

Xm
w (q, ω) =

1

P

P∑
p=1

L∑
`=1

Gp`(ω)X`(q, ω)e−imφp ,

m = −M0, . . . ,M0, (6)

where Gp`(ω) is the Green’s function for the wave equation
to represent the propagation of a 3D point source in the free
field from the loudspeaker ` to the microphone p [49].

We use T f
1 and T f

2 to denote the forward wave-domain
transform for secondary source signals and error sensor signal-
s, respectively, based on (5) and (6) [39], [50]. The backward
wave-domain transforms T b

1 and T b
2 are defined simply as

the inverse of the corresponding forward transform. Then, we
obtain, equivalently to (3), in the wave domain,

yw(q, ω) = Hw(q, ω)xw(q, ω) + dw(q, ω), (7)

where for a given frequency ω, yw = T f
2y, dw = T f

2d, and
xw = T f

1x are column vectors of length Nm with elements
Y mw (q, ω), Dm

w (q, ω), and Xm
w (q, ω), respectively. The wave-

domain secondary path Hw is a square matrix of size Nm ×
Nm representing the coupling of the acoustic channels in the
wave domain. In addition, we have the following conversion
relationship [42],

H = T b
2HwT

f
1, Hw = T f

2HT b
1. (8)

Note that the loudspeaker and microphone numbers L and P
are related to Nm only by the upper mode limit M0, i.e.,
L ≥ Nm and P ≥ Nm with Nm = 2M0 + 1; hence, these
numbers do not have to be identical. For simplicity of notation,
we still assume L = P = Nm in this work. Otherwise, at least
one of the equations in (8) would require a pseudo inverse as
an approximation for the inverse transform T b

1 or T b
2.
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Fig. 2. Plots of the wave-domain secondary path Hw in a 2D room of size 5m
×7m with reflection coefficient and reverberation time (a) β = 0.5, T60 ≈
145 ms and (b) β = 0.8, T60 ≈ 300 ms, respectively. The loudspeaker array
and microphone array are concentrically placed as shown in Fig. 1.

III. SECONDARY PATH MODELLING IN THE WAVE DOMAIN

In this section, we show the characteristics of the wave-
domain secondary path and a systematic approach to model it
under three typical situations, i.e., i) concentric loudspeaker
and microphone array placement, ii) non-concentric loud-
speaker and microphone array placement, and iii) placement
of loudspeakers and microphones with positioning errors.

A. Diagonal Structure of Hw

A special property of the wave-domain secondary path Hw
as shown in Fig. 2 is that the matrix has dominant diagonal
components [51], [52]. Especially, in mildly to moderately
reverberant environments and with omnidirectional loudspeak-
ers/microphones, the matrix Hw can be approximated as a
diagonal matrix when the loudspeaker array and microphone
array are concentrically placed [39], [53]. A special case is
for free-field sound propagation and ideal transducers, where
Hw is an identity matrix I .

A more general representation of Hw can be written as,

Hw = I + Γ, (9)

where I represents the direct-path components and Γ repre-
sents only the reverberant part relative to the direct-path part
in the wave domain. In a moderately reverberant environment,
the non-diagonal entries of Γ have values much smaller
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Fig. 3. The ratio of energy E∆m of the wave-domain secondary path Hw at
(a) different distances between the loudspeaker array center and microphone
array center ∆x and (b) different positioning errors of the loudspeaker array
in a reverberant room with reflection coefficient β = 0.7 and reverberation
time T60 ≈ 210 ms.

than 1 and thus I becomes the dominant part of the matrix
Hw. This diagonal structure holds as long as reverberation
remains weaker than the direct-path component, i.e., when the
loudspeaker array is not too close to a wall, or the distance
between the loudspeakers and microphones is not too large.

In the following, we investigate the influence of array posi-
tions on the wave-domain secondary path Hw. Two conditions
are explored. The first case is that the loudspeaker array and
microphone array are not concentrically placed, where the
distance between two arrays ∆x with respect to the x-axis
is known as a prior and taken into account in the wave-
domain transform. The second case is that there are additional
positioning errors of the loudspeaker and microphone array ey
which are unknown and not considered in the wave-domain
transform. This resembles the setups in [39] and allows here
a precise investigation of the origins of diagonal dominance
without measurement errors, as the following investigations
employ an image source model to simulate the acoustic wave
fields for truly omnidirectional transducers and also without
any positioning errors.

We investigate the energy captured in the off-diagonal
components relative to the total energy in Hw, i.e., the ratio

E∆m
=

∑Nm

m=1 ‖Hw(m,m∆m)‖2∑Nm

m=1

∑Nm

m′=1 ‖Hw(m,m′)‖2
, −M0 ≤ ∆m ≤M0,

(10)

where ∆m denotes the off-diagonal order. Thus, ∆m = 0
corresponds to the main diagonal of Hw, and ∆m = 1, for
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instance, corresponds to the first minor diagonal above or right
of the main diagonal, consisting of the elements Hw(m,m+
1). Similarly, negative values of ∆m correspond to the left-
sided terms. As |∆m| increases, the off-diagonal terms are
further away from the diagonal components.

Given Hw is a square matrix of size Nm × Nm, for the
term Hw(m,m∆m), we have 1 ≤ m ≤ Nm and

m∆m
=

 Nm if mod (m+ ∆m +Nm,
Nm) = 0

mod(m+ ∆m +Nm, Nm) otherwise.
(11)

Furthermore, given the structure of the matrix Hw as
shown in Fig. 2, we consider a cyclic wrapping of the minor
diagonals, i.e., including the two-sided terms of the main
diagonal, for computing energy ratios according to (10).

Figure 3 shows an example for the ratio of energy captured
in the diagonal components E0 and that in the off-diagonal
components E∆m at different displacement distances between
the loudspeaker array centre and microphone array centre,
i.e., ∆x ∈ {0, 0.3, 0.5} m, and at different positioning errors
of the loudspeaker array, i.e., ey ∈ {0, 0.1, 0.3} m. We also
investigated Hw for different room sizes, room acoustics, and
array configurations and observed similar results.

Overall, the structure of Hw demonstrates unique proper-
ties, which can be summarized as follows:
• The diagonal dominance reduces with increasing distance

between the loudspeaker array and microphone array
centre ∆x and increasing positioning error ey .

• When the displacement ∆x is taken into account in
the wave-domain transform, the property of diagonal
dominance still exists as shown in Fig. 3 (a). However,
an increased displacement of the array centres increases
the energy in the off-diagonals in an unpredictable way.
So, Fig. 3 (a) does not provide conclusive knowledge on
which off-diagonals may be important in case of perfectly
known geometry.

• In the second case Fig. 3 (b), where the additional
positioning errors ey are not accounted for in the wave-
domain transform, the off-diagonal terms become more
important. However, the off-diagonals’ influences de-
crease with the order ∆m.

The above displacement dependency of the diagonal structure
has also been investigated in [38], [39] in the context of
acoustic echo cancellation and room equalization.

B. Wave-domain secondary path model

As pointed out in Sec. III-A, for mildly to moderately
reverberant environments, the wave-domain SPM can be ap-
proximated as a diagonal matrix, no matter if the loudspeaker
array and the microphone array are placed concentrically
or not. However, additional off-diagonal components should
be included for strong reverberation and also for improving
the robustness against the loudspeaker/microphone positioning
error. Therefore, we do not restrict the wave-domain model for
ANC to a single diagonal, as done in the initial publication-
s [40], [51], [52]. Instead, we propose to use the generalized
wave-domain model from [38] as SPM for ANC.
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Fig. 4. A plot of the weighting matrix C with M0 = 5, Nm = 11 and
m0 = 3, where black denotes the value of 1 and white denotes the value of
0.

The proposed wave-domain SPM has a binary weighting
matrix C applied to the full wave-domain SPM, that is

H̃w = C ◦Hw, (12)

where ◦ represents the Hadamard product (or element-wise
product) of two matrices and the elements of the constraint
matrix C are chosen as

Cm,m′ =

 1 |m−m′| ≤ m0 or
mod(−|m−m′|, Nm) ≤ m0

0 otherwise
(13)

with 1 ≤ m,m′ ≤ NM and the upper limit of the weighting
order m0 ≤M0. Figure 4 shows a plot of the matrix C with
M0 = 5, Nm = 11 and m0 = 3. Note that the higher the order
m0, the more off-diagonal components for the wave-domain
SPM Hw are incorporated into the model.

Wave-domain processing has successfully been used for
acoustic echo cancellation [36], large room equalization [37],
[38], [52], and ANC [11], [18], [22] applications; next we will
make use of it to develop a wave-domain ANC with online
SPM.

IV. PROPOSED WAVE-DOMAIN ANC WITH ONLINE SPM

A. Adaptive algorithm

The block diagram of the proposed wave-domain ANC with
online SPM is shown in Fig. 5. Referring to (2), there are two
parts of the secondary source signals, xc

w(q) and xe
w(q) for

ANC and SPM, respectively. The received error signals in the
wave domain are represented as

yw = Hw
(
xc

w + xe
w

)
+ dw. (14)

The design of the proposed system is based on minimizing the
following NLMS-type cost function,

J = ‖yw − Ĥwx
e
w‖2

= ‖dw + Hwx
c
w︸ ︷︷ ︸

ANC

+
(
Hw − Ĥw

)
xe

w︸ ︷︷ ︸
SPM

‖2. (15)

where Ĥw represents an estimate of the wave-domain sec-
ondary path. Note that Hw is a fully populated square matrix,
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Fig. 5. Block diagram of wave-domain ANC with online SPM (see [40] for a corresponding system with single-diagonal SPM).

whereas Ĥw is an estimate for H̃w from Sec. III-B and is
accordingly a sparsely populated matrix with a few diagonal
elements only and cyclically extended minor diagonals.

In the following, adaptive algorithms are applied to deal
with non-stationary noise and time-varying acoustic environ-
ments. Based on the proposed wave-domain SPM, the update
for online estimation is performed using the following NLMS-
type equation

Ĥw(q + 1) = C ◦
(
Ĥw(q) + µe

fw(q)xe
w(q)

‖xe
w(q)‖2 + δe

)
, (16)

where the time block index q denotes the iteration, (·) denotes
the conjugate transpose, and the a priori error

fw(q) = yw(q)− Ĥw(q)xe
w(q)

=
(
Hw − Ĥw(q)

)
xe

w(q) + dw + Hwx
c
w(q)︸ ︷︷ ︸

interference due to residual noise

.

(17)

The auxiliary noise xe is produced using the Gold sequence
generator (GSG) as detailed in Sec. IV-B.

A wave-domain adaptive filter is used for generating anti-
noise signals, that is

xc
w(q + 1) = Ŵ (q + 1)uw(q), (18)

where uw(q) is an Nm element column vector containing real
white Gaussian noise. The NLMS algorithm is used to update
the filter coefficients,

Ŵ (q+ 1) = Ŵ (q)−µc
Ĥw(q + 1)gw(q)uTw (q)

‖Ĥw(q + 1)‖2‖uw(q)‖2 + δc
, (19)

where (·)T denotes the transpose, with the a posteriori error

gw(q) = yw(q)− Ĥw(q + 1)xe
w(q)

=
(
Hw − Ĥw(q + 1)

)
xe

w(q)︸ ︷︷ ︸
interference due to SPM error

+ dw + Hwx
c
w(q). (20)

The step sizes (µe and µc) and regularization terms (δe and
δc) are important parameters to tune for a stable system with
fast adaptation performance and sufficient modelling accuracy.
Using a variable step size can further improve the system
flexibility and stability, which however is not in the scope
of this work.

B. Auxiliary Noise
The two adaptation processes in the proposed system in-

fluence each other due to the two interference terms. The
signal properties of the auxiliary noise xe(q) have great
influence on the system performance. Here, we use a set
of Gold sequences [54] that have extremely small cross-
correlation within the set to generate xe(q) for online SPM.
As the system is designed to cancel tonal noise, i.e., a single-
frequency noise or multiple-frequency noise, the auxiliary
noise is generated using the ASK (Amplitude Shift Keying)
modulation technique, i.e., during the time block q or tq =
[tq(0), . . . , tq(N − 1)]T

xe`(q) = gs;`(q) cos(2πfdtq)

= gs;`(q)
[

cos(2πfdtq(0)), . . . , cos(2πfdtq(N − 1))
]T

(21)

with the carrier frequency being the same as the noise fre-
quency fd and the binary amplitude assigned by the Gold
sequence generator (GSG) gs;`(q). Using this notation, the
auxiliary noise in the frequency domain and wave domain are
referred to by column vectors, xe(q) = [ges;1(q), . . . , ges;L(q)]T

and xew(q) = T f
1x

e(q), respectively. As shown in the exper-
imental section, using such a sequence would only require
an additional ∼ 10% noise level increase during the online
operation of SPM. A better strategy is to adaptively reduce
the auxiliary noise along the residual of the primary noise.
Thereby, one should be able to minimize the auxiliary noise,
while even accounting for perceptual criteria if desired. This
will be one of the aims of future work.
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TABLE I
COMPUTATIONAL COMPLEXITY OF THE WAVE-DOMAIN ANC COMPARED WITH THE FREQUENCY-DOMAIN AND TIME-DOMAIN MULTICHANNEL ANC.

Method No. of multiplications per time block
Wave-domain ANC O

(
Nf logNf (L+ P )

)
+O

(
Nm(L+ P ) +N2

m(2∆m + 1))
)

Frequency-domain ANC O
(
Nf logNf (L+ P )

)
+O

(
LP

)
Time-domain ANC O

(
NfLP

)

C. Computational Complexity

The computational complexity analysis of the method de-
scribed in this paper is based on the number of multiplica-
tions per iteration or time block. A comparison between the
proposed wave-domain ANC, the frequency-domain and time-
domain multichannel ANC is presented in Table 1 using the
big O notation. Here Nf is the tap-weight length of the ANC
filter (assuming the same for the online SPM filter and FFT
operation); L and P denote the number of secondary sources
and error sensors, respectively; Nm represents the total number
of modes used in the wave-domain ANC.

In the multichannel setup, the time-domain ANC has the
largest computational complexity as it is proportional to the
multiplication of the filter length, the number of secondary
sources and that of error sensors. The computational complex-
ity of the wave-domain ANC and frequency-domain ANC,
on the other hand, is determined by two parts, the FFT
operation O

(
Nf logNf (L + P )

)
and the two-step adaptive

processing. The latter part for the wave-domain ANC consists
of the wave-domain transform O

(
Nm(L + P )

)
and wave-

domain processing O
(
N2
m(2∆m + 1)

)
. The wave-domain

ANC and frequency-domain ANC systems have roughly the
same computational complexity while the latter has a faster
convergence performance. Only when a massive array setup
is deployed (i.e., Nm � L,P ) or a diagonal-dominant SPM
is adopted (i.e., ∆m = 0 or 1), the wave-domain ANC has
the smallest computational complexity. On the other hand, the
wave-domain ANC and frequency-domain ANC are based on
block processing and thus have some processing lag while the
time-domain ANC has a zero-processing lag.

V. EVALUATION

A. Simulation Setup

The evaluations are performed in a simulated room environ-
ment which is generated using the image-source model [55].
The geometry of the experimental setup is shown in Fig. 6,
where the room has a size of 5m ×7m and consists of four
planar walls with the reflection coefficient β and perfectly-
absorbing floor and ceiling. An 11-element loudspeaker array
(blue) and an 11-element microphone array (red) with radii
of 1.5m and 0.5m, respectively, are concentrically placed at
the point (−0.5, 0.5)m relative to the room centre and used as
the secondary sources and error sensors, respectively 4. This
corresponds to the optimal condition. In addition, we evaluate
the robustness of the proposed system under different kinds
of array displacement, including i) the loudspeaker array and

4The number of loudspeakers and microphones are determined to satisfy
the dimensionality requirement as shown in (5) and (6), that is given M0 both
L and P should be at least 2M0 + 1.

Loudspeakers

Microphones

x

y

3 m

4 m

2 m 3 m

1.5 m 0.5 m

Fig. 6. Simulation setup for evaluation of the wave-domain ANC in
a reverberant room. Uniform circular arrays of loudspeakers (blue) and
microphones (red) are placed on a 2D plane for noise cancellation within
the shaded region.

microphone array are not concentrically placed and ii) the
loudspeaker array is placed with additional positioning errors.
The control of a single-frequency noise and multi-frequency
noise are examined in the following, where the loudspeakers
and noise source are modelled as 3D point sources. A sampling
rate of 8 kHz and time frames of length 2048 samples are
employed. Furthermore, microphone recordings with 40 dB
SNR are assumed.

The system is evaluated by two objective measures, the SPM
error and the noise reduction performance. The SPM error
refers to the error between the estimated and true channel of
the multiple-loudspeaker-multiple-microphone setup, that is

espm(q) = 10× log 10
‖H − Ĥ(q)‖2
‖H‖2 . (22)

Noise reduction performance is investigated at the micro-
phone positions as well as within the control region of a
spatially extended 2D plane, i.e.,

em
anc(q) = 10× log 10

∑P
p=1 ‖ranc(p, q)‖2∑P
p=1 ‖d(p)‖2

(23)

es
anc(q) = 10× log 10

∫
Ω
‖ranc(y, q)‖2dy∫
Ω
‖d(y)‖2dy , (24)

where ranc(p, q), ranc(y, q) represents the residual signal at
the pth microphone or a point y within the control region
Ω at the qth iteration; d(p), d(y) denotes the corresponding
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Fig. 7. Adaptation performance of the proposed WD ANC compared with
the conventional FD ANC and TD ANC. Plots correspond to (a) online SPM
error and noise reduction at (b) the microphone positions or (c) within the 2D
control region. The auxiliary noise injected into the control region for online
SPM is 1 dB lower than the primary noise level.

primary noise. In the simulation, (24) is evaluated from 1296
sampling points uniformly arranged in the control region.

B. Single Source and Single Frequency Noise Field
In the first experiment, active control of a single-frequency

noise using multichannel ANC is evaluated. The primary noise
source is located at r = 2 m, φ = 45◦ with respect to the array
centre and operates at a frequency of 500 Hz.

1) Optimal condition: The optimal condition corresponds
to the case that the loudspeaker array and microphone array
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Fig. 8. Adaptation performance of the proposed WD ANC compared with
the conventional FD ANC and TD ANC. Plots correspond to (a) online SPM
error and noise reduction at (b) the microphone positions or (c) within the 2D
control region. The auxiliary noise injected into the control region for online
SPM is 10 dB lower than the primary noise level.

are concentrically placed. In this case we model the SPM
Ĥw by a diagonal matrix and thereby also neglect reflections
on the walls of the room. Then, the proposed wave-domain
ANC system works as a single-mode adaptation (each mode
is adapted independently from the others). The performance
of the proposed system is demonstrated through comparison
with the frequency-domain (FD) and time-domain (TD) mul-
tichannel ANC systems.

In the first experiment, the room is simulated with the
reverberation coefficient β = 0.6, reflection order 12, and
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reverberation time T60 ≈ 170 ms. The adaptation performance
of the proposed wave-domain (WD) ANC system is plotted
in Figs. 7 and 8, in comparison with the feedback FD ANC
system [2] and the feed-forward TD ANC system [34]. In these
three systems, the NLMS adaptation is adopted with the step
size µe = 1, µc = 1 in WD ANC, µe = 0.01, µc = 0.1 in FD
ANC, and µe = 0.1, µc = 0.001 in TD ANC. These values are
chosen for the fastest convergence and a stable performance
of each system.

Plots in Fig. 7 and Fig. 8 show the system performance with
different levels of auxiliary noise injected for online SPM. In
Fig. 7, the auxiliary noise level is around 1 dB lower than the
primary noise level. Note that here we are dealing with a large
array setup (11 loudspeakers × 11 microphones). This is the
least amount of auxiliary noise required for online SPM of the
FD ANC system to work. The feed-forward TD system, given
a reference of the original noise, achieves the lowest online
SPM error. However, its noise reduction performance is the
worst. This can be explained by the fact that the TD system has
a feed-forward structure and, thus, relies on a high coherence
between the reference and error signals. The reverberation
used in our simulations causes this coherence to be rather
low, which ultimately limits the noise reduction performance
for TD. In contrast, the WD and FD approaches are realized as
a feedback structure, i.e., they do not rely on a reference signal
and suffer from a possibly low coherence. The FD approach
converges slowly but after about 3000 iterations, it achieves the
same noise reduction performance at the microphone positions
as the WD approach does. The large auxiliary noise levels used
for this simulation, however, are often unacceptable for human
listeners which then rules out the practical use of FD ANC
and TD ANC. The proposed WD ANC system demonstrates
the most stable adaptation performance at error microphone
positions and also within the control region.

In Fig. 8, the auxiliary noise level is reduced to a very low
level, which is around 10 dB lower than the primary noise
level. The proposed WD ANC converges after around 100
iterations while the FD ANC and TD ANC do not achieve
any noise suppression. In addition, comparing Fig. 7 (b), (c) to
Fig. 8 (b), (c), a higher noise reduction is observed using WD
ANC with lower level auxiliary noise. This can be explained
as follows: As expected, the auxiliary noise level should be
high enough for an accurate estimation of the SPM during
its online operation. On the one hand, the required auxiliary
noise level increases with the number of non-zero elements in
the wave-domain SPM to be estimated. For example, when
modelling the wave-domain secondary path as a diagonal
matrix (i.e., a single-mode adaptation, or each mode is adapted
independently), the smallest auxiliary noise level is required.
On the other hand, an excessive amount of auxiliary noise
interferes with the ANC adaptation and thus results in a
larger ANC error (or degraded noise reduction performance).
Therefore, there is a trade-off between the accuracy of online
SPM and the ANC noise reduction performance through an
appropriate choice of the auxiliary noise level. The results
here show that when the online SPM is converged, the noise
reduction performance of the wave-domain ANC is further
improved with a low-level auxiliary noise. These results show

a clear advantage of the wave-domain ANC.
In both examples, using the proposed system the SPM

error is limited to −8.21 dB. This modelling error is mainly
caused by not incorporating off-diagonal terms in Ĥw, and
not modelling the room reflections; however, a significant
amount of noise reduction is still achieved. Note that the SPM
error evaluated in simulations refers to the error between the
estimated and the true channel of the multiple-loudspeaker-
multiple-microphone setup. Based on (22), the SPM accu-
racy using the proposed WD approach is low; however, the
diagonal-dominant components of the secondary path in the
model H̃w are estimated with much higher accuracy (i.e., error
less than -20 dB). As only those modelled SP components
are considered in the proposed ANC system which are also
estimated accurately, the WD approach can achieve the desired
noise reduction. In the current setup, the critical distance is
about 1m, roughly the same as the difference between the
radius of the loudspeaker array and the microphone array.
The results with the full matrix of the wave-domain SPM is
investigated in the following.

We further investigate the performance of the proposed WD
ANC with different values of the upper mode limit m0, where
m0 = 1 and m0 = 5 correspond to modelling the wave-
domain SP as a diagonal matrix and a full matrix, respectively.
The results in Fig. 9 show that, as m0 increases, the SPM error
reduces as more wave-domain coefficients are incorporated
into the model; however, the noise reduction performance is
not improved significantly and its convergence performance
degrades. Especially, when the wave-domain SP is modelled
as a full matrix, the WD approach has roughly the same noise
reduction performance as the FD approach (the red dashed
lines in Fig. 7 (b) and (c)). The auxiliary noise level also
increases with the order m0 as more coefficients are required
to be estimated. These results confirm that modelling the SP as
a diagonal matrix is the most effective strategy for the optimal
condition.

For the setup evaluated in Fig. 8, Fig. 10 (a) plots the
sound field generated by the proposed system after the system
converges. As can be seen, a quiet zone is produced within the
control region surrounded by the microphones. The recordings
of the original noise, auxiliary noise for SPM, and residual
primary noise measured at microphone 1 (r1 = 0.5 m, φ1 = 0
w.r.t. the array center) in this example are plotted in Fig. 10
(b). A comparison among these recordings shows that the
required auxiliary noise level is relatively low. The proposed
system shows a long convergence time. This is due to the fact
that it performs spatial ANC and online SPM simultaneously
while the secondary path in a reverberant room between a
loudspeaker and a microphone usually has a very long impulse
response (i.e., from several hundred to several thousand taps).
This means that when we implement block-adaptive filters to
transform the signals from the time domain to the frequency
domain and thereafter to the wave domain, a sufficiently long
block size to capture the entire secondary path is required.
Thus, it is clear that the increased room reverberation leads
to an increased convergence time. Note that most existing
works on multichannel ANC assume that the secondary path
is known as a prior [6], [7], [8], [11], [17], [18]. The only
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Fig. 9. Adaptation performance of the proposed WD ANC with different
values of the upper mode limit m0. Plots correspond to (a) online SPM error
and noise reduction at (b) the microphone positions or (c) within the 2D
control region.

known work on multichannel ANC with online SPM in [34]
investigated a 1×2×2 ANC system, i.e., only two secondary
sources, two error microphones and one reference microphone
are used.

As further results, the plots in Fig. 10 correspond to the
case that a fixed low level of auxiliary noise is used for online
SPM. For practical implementation, a better strategy is to
produce the auxiliary noise which is proportional to the power
of the residual signal. That is the level of the auxiliary noise
can be decreased after a good ANC performance is achieved.
As mentioned above, according adaptation strategies will be
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Fig. 10. Plots are (a) the sound field generated by the proposed WD ANC
after the system converges and (b) a comparison of the original noise, auxiliary
noise for SPM, and residual primary noise measured at one microphone.
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Fig. 11. Performance of WD ANC under different reflection coefficients.

investigated in future work.
In summary, the above results in Figs. 6-10 show a clear

advantage of modelling the WD secondary path as a diagonal
matrix, that is instead of estimating the whole matrix as in FD
and TD ANC only the diagonal entries need to be estimated.
This alleviates the well-known non-uniqueness problem in
multichannel system identification [35] and allows adaptation
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Fig. 12. Adaptation performance of the proposed WD ANC with the
loudspeaker positioning errors ex = 0.3 m. The weighting matrix C is
applied with different values of the upper mode limit m0. Plots correspond
to (a) online SPM error, noise reduction at (b) the microphone positions and
(c) within the control region.

with a much lower level of auxiliary noise.
Figure 11 plots the system performance for different reflec-

tion coefficients corresponding to the reflection order ranging
from 5 to 147 and the reverberation time T60 increasing from
110 to 570 ms. As the reflection coefficient β increases, the
SPM error increases and the noise reduction performance
drops as expected. The proposed WD ANC system with the
assumption of modelling the WD secondary path as a diagonal
matrix however is quite effective for mildly to moderately
reverberant environments. For example, even for a high re-
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Fig. 13. Adaptation performance of the proposed WD ANC for non-
concentrically placed loudspeaker and microphone array, i.e., a distance of
∆x = 0.3 m between the loudspeaker array and microphone array centre.
The weighting matrix C is applied with different values of the upper mode
limit m0. Plots correspond to (a) online SPM error, noise reduction at (b) the
microphone positions and (c) within the control region.

flection coefficient β = 0.9, a high reflection order 147, and a
long reverberation time T60 ≈ 570 ms, the SPM error reaches
−3.34 dB, and the noise reduction at microphones and within
the region can still be kept at a reasonable level of −14.88 dB
and −8.02 dB, respectively.

2) Robustness: In this subsection, we investigate the ro-
bustness of the proposed method when dealing with nonideal
conditions. As shown in Sec. III-B, a weighting matrix C is
applied in online SPM to include off-diagonal components of
Ĥw when the loudspeaker array and microphone array are not
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Fig. 14. Adaptation performance of the proposed WD ANC for multi-source
noise field. Three primary noise sources, operating at the same frequency 500
Hz, are located at r1 = 2 m φ1 = 45◦, r2 = 2.5 m φ2 = 120◦, and r3 = 3
m φ3 = 270◦, respectively. The plot includes online SPM error espm, noise
reduction at the microphone positions em
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concentrically placed or there are additional positioning errors
associated with the loudspeaker and microphone array. In this
case, a smaller step size µe = 0.1, µc = 0.1 is applied.

Plots in Fig. 12 and Fig. 13 show the system performance
with different values of the upper mode limit m0 applied in the
SPM weighting model (12). In Fig. 12, a maximum positioning
error ex = 0.3 m is randomly applied to all loudspeakers. It is
clear that the higher the value m0 the smaller the SPM error
becomes and the better noise reduction results. In Fig. 13, a
distance of ∆x = 0.3 m between the loudspeaker array and
microphone array centre is applied. We can see that modelling
the secondary path as a diagonal matrix, i.e., m0 = 0, still
achieves the desired results when the same level of auxiliary
noise (around 10 dB lower than the primary noise level)
is applied for online SPM. However, using the generalized
wave-domain SP model with the upper mode limit m0 = 1
gives more stable results. The differences between these two
examples are that in the first case the positioning error ex
is not considered as a prior, while in the second case the
displacement ∆x has been incorporated into the wave-domain
transform and wave-domain SPM.

Overall, the above examples demonstrate the effectiveness
of modelling the wave-domain secondary path as a diagonal-
dominant matrix when knowing the exact transducer positions
and the advantage of the proposed weighting model for
systematically incorporating unknown positioning errors into
the wave-domain secondary path model.

C. Multi-source and Multi-Frequency Noise Field

We next evaluate the proposed wave-domain ANC for
cancelling multi-source and multi-frequency noise field. Two
cases are investigated, i) multi-source noise field, where three
primary noise sources, operating at the same frequency 500
Hz, are located at r1 = 2 m φ1 = 45◦, r2 = 2.5 m φ2 = 120◦,
and r3 = 3 m φ3 = 270◦, respectively; ii) multi-frequency
noise field, where a noise source broadcasting 250, 375, 500 Hz
is located at the point r1 = 2 m φ1 = 45◦. We use the system
designed for the highest frequency 500 Hz as in Sec.V-B to
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Fig. 15. Adaptation performance of the proposed WD ANC for
multi-frequency noise field. Three noise sources operate at frequency of
250, 375, 500 Hz. Plots correspond to (a) online SPM error, noise reduction
at (b) the microphone positions and (c) within the control region.

control this multi-source and multi-frequency noise field. A
generalized SPM is adopted with the first minor diagonal term
included, i.e., the upper mode limit m0 = 1.

Figures 14 and 15 plot the adaptation performance of
controlling each primary noise, including the online SPM, the
noise reduction at microphone positions and within the 2D
control region. We can see that the system works well for
the multi-source case. In the multi-frequency case, especially
when all sources are located at the same spatial point, the
system still converges but its adaptation performance degrades.
This is due to the fact that when dealing with multi-frequency
noise, the overall noise level increases as multiple Gold
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Fig. 16. Adaptation performance of the proposed WD ANC for multi-source
and multi-frequency noise field. Three primary noise sources, operating at the
frequency of 250, 375, 500 Hz, are located at r1 = 2 m φ1 = 45◦, r2 = 2.5
m φ2 = 120◦, and r3 = 3 m φ3 = 270◦, respectively. Plots correspond
to (a) online SPM error, noise gain at (b) the microphone positions and (c)
within the control region.

sequence-modulated auxiliary noises are required for online
SPM, and also the spectral leakage caused by the windowing
function during the STFT operation increases. The proposed
system, which has been verified in the multi-source and
multi-frequency case separately, also works efficiently in the
combined situation as shown in Fig. 16. The wave-domain
representations of the noise field within the control region are
the same as in theory, and only the specific decomposition
coefficients are different.

VI. CONCLUSION

Adaptive wave-domain processing for multichannel ANC
was presented in this paper to achieve online secondary path
modelling and noise cancellation over a spatial region. For a
variety of typical loudspeaker and microphone array placement
conditions, we showed that the wave-domain secondary path
can exploit the property of diagonal dominance. We then
proposed a robust wave-domain secondary path model, based
on which adaptive algorithms with reduced computational
complexity and fast convergence speed were developed. A
feedback control strategy was adopted in the proposed system.
Simulation results further showed that the proposed wave-
domain ANC requires a much lower level of auxiliary noise
for online secondary path modelling and achieves significant
noise reduction over the entire design region.
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