
 
 

 

 

 

 

IMPROVING OUR UNDERSTANDING OF INDIVIDUAL WILDFIRES BY 

COMBINING SATELLITE DATA WITH  FIRE SPREAD MODELLING 

 

 

AKLI AIT BENALI 

 

 

SCIENTIFIC ADVISOR: Ph.D José Miguel Cardoso Pereira (Full Professor) 

 

 

 

 

 

 

THESIS PRESENTED TO OBTAIN THE DOCTOR DEGREE IN  

FORESTRY ENGINEERING AND NATURAL RESOURCES  

 

 

                                                                   2018 

 

            

                                                                      



 

IMPROVING OUR UNDERSTANDING OF INDIVIDUAL WILDFIRES BY 

COMBINING SATELLITE DATA WITH  FIRE SPREAD MODELLING 

AKLI AIT BENALI 

SCIENTIFIC ADVISOR: Ph.D José Miguel Cardoso Pereira (Full Professor) 

 

THESIS PRESENTED TO OBTAIN THE DOCTOR DEGREE IN  

FORESTRY ENGINEERING AND NATURAL RESOURCES  

JÚRI: 

Presidente: Doutor Manuel José de Carvalho Pimenta Malfeito Ferreira, Professor Auxiliar com 

Agregação e Presidente do Departamento de Recursos Naturais, Ambiente e Território, Instituto Superior 

de Agronomia, Universidade de Lisboa.     

Vogais: Doutor José Miguel Oliveira Cardoso Pereira, Professor Catedrático, Instituto Superior de 

Agronomia, Universidade de Lisboa; 

Doutor Francisco Manuel Cardoso de Castro Rego, Professor Associado com Agregação, Instituto 

Superior de Agronomia, Universidade de Lisboa; 

Doutor Paulo Alexandre Martins Fernandes, Professor Associado, Escola de Ciências Agrárias e 

Veterinárias, Universidade de Trás-os-Montes e Alto Douro; 

Doutor Mário Sílvio Rochinha de Andrade Caetano, Professor Associado Convidado com Agregação, Nova 

Information Management School, Universidade Nova de Lisboa; 

Doutor Abílio Carlos Pereira Pacheco, Professor Auxiliar Convidado, Faculdade de Engenharia, 

Universidade do Porto;  

Mestre Nuno Ricardo Gracinhas Nunes Guiomar, Assistente de Investigação Convidado, Instituto de 

Ciências Agrárias e Ambientais Mediterrânicas, Universidade de Évora, na qualidade de individualidade de 

reconhecida competência na área da tese. 

 

Instituições Financiadoras e âmbito: 

Programa de doutoramento FCT (Sustainable Forests and Products, SUSFOR) 

 

                                                                   2018   

                                                                      



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Para a Liandra, Naíma e Maira.  

Para todas as familias que faleceram ou perderam entes queridos nos incêndios de 2017. 



1 
 

Contents 

 

Abstract ........................................................................................................................ 2 

Resumo ........................................................................................................................ 4 

Extended Abstract ....................................................................................................... 6 

Resumo Alargado ....................................................................................................... 10 

Acknowledgements ................................................................................................... 14 

Funding ...................................................................................................................... 15 

Introduction ............................................................................................................... 16 

Outline ....................................................................................................................... 23 

Paper I - Determining Fire Dates and Locating Ignition Points With Satellite Data .. 27 

Paper II - Evaluating fire growth simulations using satellite active fire data ............ 48 

Paper III - Deciphering the impact of uncertainty on the accuracy of large wildfire 

spread simulations ..................................................................................................... 65 

Paper IV - Fire spread predictions: Sweeping uncertainty under the rug ................. 79 

Discussion .................................................................................................................. 90 

Conclusion .................................................................................................................. 94 

References ................................................................................................................. 95 

 

  



2 
 

Abstract 

Wildfires pose real threats to life and property. In Portugal, the recent year of 2017 

had the largest burnt area extent and number of casualties. A knowledge gap still 

exists in wildfire research related with better understanding individual wildfires, 

which has important implications for fire suppression, management, and policies.  

Wildfire spread models have been used to study individual wildfires, however, 

associated uncertainties and the lack of systematic evaluation methods hamper their 

capability for accurately predicting their spread. Understanding how fire spread 

predictions can be improved is a critical research task, as they will only be deemed 

useful if they can provide accurate and reliable information to fire managers.  

The present Thesis proposes to contribute to improve fire spread predictions by:  

i) Developing a methodology to systematically evaluate fire spread predictions  

ii) Thoroughly characterizing input data uncertainty and its impact on predictions; 

iii) Improving predictions using data-driven model calibration. 

The spread of large historical wildfires were studied by combining satellite data and 

models. The major findings of the present Thesis were: 

i) Satellite data accurately contributed to provide accurate fire dates and ignition 

information for large wildfires.  

ii) The evaluation metrics were very useful in identifying areas and periods of 

low/high spatio-temporal agreement, highlighting the strong underprediction bias 

and poor accuracy of the predictions. 

iii) Uncertainties in wind speed and direction, fuel model assignment and 

typology, location and timing of ignitions, had a major impact on prediction accuracy. 

iv) Predictions were improved by ‘learning’ from past wildfires, significantly 

reducing the impact of data uncertainty on the accuracy of fire spread predictions.  
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Overall, the work contributed to advance the body of knowledge regarding individual 

wildfires and identified future research steps towards a reliable operational fire 

system capable of supporting more effective and safer fire management decisions 

with the aim of reducing the dramatic impacts of wildfires. 

Keywords: fire spread; modelling; satellite thermal data; fire management; 

uncertainty. 
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Resumo 

Em Portugal, o ano de 2017 teve a maior extensão área ardida e número de 

fatalidades de que há registo. Existe uma lacuna no conhecimento relacionada com 

um melhor entendimento de incêndios, o que tem implicações importantes para o 

seu combate, a gestão e politicas associadas. 

Os modelos de propagação do fogo têm sido utilizados para estudar incêndios, no 

entanto, as incertezas associadas e a carência de métodos de avaliação, dificultam a 

sua capacidade de corretamente prever o comportamento dos incêndios. 

Compreender como é que as previsões de propagação podem ser melhoradas é uma 

tarefa crítica de investigação, pois estas apenas serão úteis se providenciarem aos 

gestores informação fiável. 

A presente Tese pretende contribuir para a melhoria das previsões de propagação 

do fogo através de:  

i) Desenvolvimento de uma metodologia para avaliar sistematicamente as 

previsões de propagação do fogo. 

ii) Caracterizar as incertezas nos dados de entrada (e.g. vento, combustíveis) e o 

seu impacto nas previsões. 

iii) Melhorar as previsões realizando uma calibração orientada por dados. 

A progressão de grandes incêndios históricos foi estudada combinando dados de 

satélite e modelos. As descobertas mais relevantes da Tese foram:  

i) Os dados de satélite contribuem para providenciar informação precisa sobre 

as datas dos incêndios e a respetivas ignições. 

ii) As métricas de avaliação identificaram áreas e períodos com baixa/alta 

concordância espacio-temporal, destacando a forte subestimação do crescimento 

dos incêndios e a baixa fidelidade das previsões. 

iii) As incertezas na direção e velocidade do vento, atribuição e tipologia de 

modelos de combustível, e a localização e ‘timing’ das ignições, tiveram um 

importante impacto na fidelidade das previsões. 
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iv) As previsões foram melhoradas “aprendendo” com incêndios passados, 

reduzindo significativamente o impacto da incerteza dos dados na fidelidade das 

previsões. 

Este trabalho contribuiu para avançar no conhecimento relacionado com incêndios 

individuais e identificar passos de investigação necessários à criação de um sistema 

operacional capaz de suportar decisões mais seguras e eficientes com o objetivo de 

reduzir os impactos dramáticos dos incêndios. 

Palavras-chave: propagação do fogo; modelação; dados térmicos de satélite; gestão 

do fogo; incerteza. 

  



6 
 

Extended Abstract 

In the last 20 years, Portugal has stood out as the European country with the largest 

average annual burned area. The years of 2003 and 2005 were particularly severe, 

with around 400,000 and 300,000 ha burned each year, respectively. However, the 

recent year of 2017 was unprecedented, with the largest annual burnt area extent 

(c.a. 500,000ha) and the largest number of casualties (over 100). Climate change is 

likely to increase the frequency and extent of wildfires due to a higher frequency and 

intensity of droughts and heat waves.  

Each wildfire is a unique event that burns under specific environmental conditions, 

and ultimately leads to a unique array of impacts. Fuel, weather and topography are 

key environmental factors that affect the occurrence, the dynamics and the 

consequences of each wildfire. A knowledge gap still exists related to better 

understanding individual wildfires, which has important implications for fire 

suppression, management, and policies. Considering the future climate scenarios, 

improving our scientific knowledge on individual wildfires is crucial and research 

needs to be linked with fire-management decisions.  

Wildfires can be studied using different sources of information with very different 

characteristics. Field-acquired fire information is often scarce, expensive, incomplete 

and with low accuracy. In particular, information on observed fire line location, 

growth patterns and intensity is often deemed of poor quality. Due to their spatial 

coverage and synoptic capabilities, satellite data are a cost-effective alternative to 

systematically monitoring large wildfires, and can be used to complement existing 

information. Nevertheless, satellite data have many limitations and uncertainties 

that need to be taken into account, since they only provide snapshots of the spread 

of large wildfires.  

Wildfire spread models have been used to study individual wildfires, since they allow 

not only to understand the growth and behaviour of past wildfires, but they can also 

be used to predict the spread of active wildfires and therefore be used to support 

suppression strategies, evacuation orders and public warnings. This ability is 

particularly relevant in regions where wildfires pose real threats to life and property, 
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including Portugal, and of paramount importance for extreme wildfires that escape 

initial attack, become large and last for multiple days. 

Despite, the large potential of these tools, modelling such complex environmental 

phenomena is fraught with uncertainties. Consequently, the capability for accurately 

predicting fire spread still is very limited, undermining the utility of such predictions 

for decision-making. Uncertainties arise mainly from the imperfect scientific 

knowledge regarding the mechanisms controlling fire spread, input data quality, 

natural variability, and parametric uncertainty. Although progress has been made, 

our ability to produce accurate predictions has evolved little, not only due to the 

complexity of the phenomena, but also due to the lack of systematic methods for 

model validation. Inaccurate fire spread predictions can have dramatic 

consequences. 

Fire management decisions often miss a strong scientific background compromising 

their efficiency, therefore, the research community has been questioning which 

research approaches are needed to improve the fire spread prediction accuracy of 

operational models. Understanding how fire spread predictions can be improved is 

a critical research task, as they will only be deemed useful if they can provide reliable 

information to fire managers. Fire spread predictions can be improved in a number 

of ways, however these may involve challenging tasks that are too expensive and 

time consuming, not meeting the demands of fire managers for short-term and 

inexpensive improvements.  

The present Thesis proposes to tackle some of the above mentioned limitations that 

constrain our understanding of large wildfires, addressing the following questions: 

What can we learn from past wildfires to mitigate their future impacts? How can fire 

spread predictions be made sufficiently reliable to support fire management? These 

questions are addressed by investigating a set of key issues that have been identified 

as paramount importance to improve fire spread predictions for operational 

purposes, namely:  
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i) Develop a methodology to systematically evaluate fire spread predictions over 

both space and time, using satellite data with a proper uncertainty quantification; 

ii) Better understand the nature of uncertainty in the input data, how it 

propagates through fire spread models and how it affects its predictions; 

iii) Improve fire spread predictions using inexpensive and low-time consuming 

approaches based on data-driven model calibration. 

In the present Thesis, satellite data and fire spread modelling were combined in an 

innovative way, to minimize their individual limitations and maximize their potential. 

The analyses were performed by studying historical wildfires, and framed 

considering some of the biggest challenges involved in setting up and using a fire 

spread modelling system. All these steps precede one major long term goal: to 

develop an operational system capable of providing relevant information on large 

wildfires that can support safe and effective fire suppression strategy and tactics. 

The major findings of the present Thesis work are: 

i) Satellite-derived fire dates had moderate to very good agreement when 

compared with reported data. The spatio-temporal agreement between reported 

and satellite-derived ignitions showed temporal lags and distances within 12 h and 2 

km, respectively. In sum, results showed that satellite data can contribute to improve 

information regarding dates and ignitions of large wildfires, which can be a valuable 

asset to complement and correct inconsistencies in existing fire databases.  

ii) Satellite thermal data captured the major spatio-temporal dynamics of the 

large wildfires studied. The evaluation metrics proved to be very useful in identifying 

areas and periods of low/high spatio-temporal agreement between simulated and 

observed fire growth. Overall, this approach highlighted the poor accuracy of the fire 

spread simulations due to a strong underprediction bias. The methodology 

developed can be applied to a comprehensive number of large wildfires towards a 

more systematic and objective evaluation of fire spread simulations. 

iii) Uncertainties in input data were very large and had important impacts on fire 

spread predictions. In particular, uncertainties in wind speed and direction, fuel 
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model assignment and typology, location and timing of ignitions, had a major impact 

on prediction accuracy. The work developed was a first and necessary step to 

integrate data uncertainties in future fire spread predictions. 

iv) Using a robust iterative algorithm for regional model calibration, fire spread 

predictions can be continuously improved by ‘learning’ from past wildfires, and 

significantly reduce the impact of the input data uncertainty on the accuracy of 

predictions. This showed that without additional information or significant 

improvements on the quality of the major input variables, the negative impacts of 

uncertainty could be reduced leading to more reliable fire spread predictions.  

Overall, the work contributed to advance the body of knowledge regarding individual 

wildfires, using an innovative combination of satellite thermal data and fire spread 

modelling tools. It showed that it is possible to integrate knowledge from past 

wildfires to improve our understanding. It contributed to improve the accuracy of 

fire spread predictions in pursue of the long term goal, i.e. to provide fire spread 

predictions that are sufficiently reliable to support fire management decisions in the 

future. Along with these developments, it identified future research steps towards a 

reliable operational fire spread system that has a solid scientific background, which 

can support more effective and safer fire management decisions with the aim of 

reducing the dramatic impacts of wildfires. 
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Resumo Alargado 

Nos últimos 20 anos, Portugal destacou-se como o país Europeu com maior área 

ardida anual em média. Os anos de 2003 e 2005 foram particularmente severos, com 

cerca de 400,000 e 300,000 ha ardidos cada ano, respetivamente. No entanto, o ano 

de 2017 não teve precedente, com a maior extensão de área ardida anual (cerca de 

500,000 ha) e o maior número de fatalidades. As alterações climáticas 

provavelmente aumentarão a frequência e extensão dos incêndios devido a uma 

maior frequência e intensidade de secas e ondas de calor. 

Cada incêndio é um evento único que arde sob condições ambientais específicas, 

que conduz a conjunto único de impactos. Os combustíveis, a meteorologia e a 

topografia são fatores ambientais chave que afetam a ocorrência, as dinâmicas e as 

consequências de cada incêndio. Existe uma lacuna no conhecimento relacionada 

com um melhor entendimento de incêndios, o que tem implicações importantes 

para o seu combate, a gestão e politicas associadas. 

Os incêndios podem ser estudados utilizando diferentes fontes de informação, com 

diferentes características. Informação recolhida no campo é frequentemente 

dispendiosa, incompleta, com baixa precisão e insuficiente. Em particular, 

informação sobre a localização das linhas do fogo, os padrões de crescimento do 

incêndio e intensidade são geralmente consideradas de baixa qualidade. Devido à 

sua cobertura espacial e capacidades sinópticas, os dados adquiridos por satélite são 

uma alternativa custo-eficiente para monitorizar sistematicamente grandes 

incêndios, e podem ser usados para complementar informação existente. No 

entanto, os dados de satélite têm várias limitações e incertezas que precisam ser 

tidas em conta, uma vez que apenas providenciam “fotografias” da progressão de 

grandes incêndios.  

Os modelos de propagação do fogo têm sido utilizados para estudar incêndios 

individuais, uma vez que permitem não apenas compreender o crescimento e 

comportamento de incêndios passados, mas também podem ser utilizados para 

prever a propagação de incêndios ativos e consequentemente ser utilizados para 

suportar estratégias de combate, ordens evacuação e avisos às populações. Esta 
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capacidade é particularmente relevante em regiões onde os incêndios criam 

verdadeiras ameaças à vida e à propriedade, incluindo Portugal, e são de primordial 

importância para incêndios extremos que escapam ao ataque inicial, tornam-se 

grandes e duram vários dias.  

Apesar do grande potencial destas ferramentas, modelar um fenómeno ambiental 

tão complexo está carregado de incertezas. Consequentemente, a capacidade para 

prever corretamente a propagação dos incêndios é ainda bastante limitada, minando 

a utilidade destas previsões para a tomada de decisão. As incertezas advêm 

essencialmente do conhecimento imperfeito sobre os mecanismos que controlam o 

comportamento do fogo, a qualidade dos dados de entrada, a variabilidade natural, 

e a incerteza paramétrica. Apesar de terem sido feitos progressos, a nossa 

capacidade de produzir previsões fiáveis evoluiu pouco, não apenas devido à 

complexidade do fenómeno, mas também devido à falta de métodos sistemáticos 

de validação dos modelos. Previsões incorretas podem ter consequências 

dramáticas. 

A gestão dos incêndios amiúde carece de um “background” científico sólido 

comprometendo a sua eficiência, consequentemente, a comunidade científica tem 

vindo a questionar que abordagens de investigação são necessárias para melhorar a 

fiabilidade das previsões operacionais. Compreender como as previsões de 

propagação do fogo podem ser melhoradas é uma tarefa de investigação crítica, pois 

estas apenas serão consideradas úteis se providenciarem informação fiável aos 

gestores do fogo. As previsões de propagação do fogo podem ser melhoradas de 

várias formas, no entanto estas melhorias podem envolver tarefas desafiantes que 

necessitam de muito tempo e recursos, o que pode não atender à necessidade dos 

gestores para melhorias de curto-prazo e pouco dispendiosas.  

A presente Tese pretende contribuir para reduzir algumas das limitações que 

restringem a nossa compreensão relacionadas com grandes incêndios, abordando as 

seguintes questões: O que podemos aprender sobre incêndios passados que possa 

mitigar os seus impactos futuros? Como é que as previsões de comportamento do 

fogo podem ser tornadas suficientemente fiáveis para suportar a gestão do fogo? 

Estas questões são abordadas investigando um conjunto de temas que têm sido 
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identificados como de extrema relevância para melhorar as previsões de propagação 

do fogo para fins operacionais, nomeadamente: 

i) Desenvolver uma metodologia para avaliar sistematicamente as previsões de 

propagação do fogo no espaço e no tempo, utilizando dados de satélite com uma 

quantificação apropriada da incerteza. 

ii) Compreender melhor a natureza da incerteza nos dados de entrada (e.g. 

vento, combustíveis), como é propagada através dos modelos e como é que afeta as 

previsões. 

iii) Melhorar as previsões utilizando uma técnica pouco dispendiosa e rápida 

baseada em calibração orientada por dados. 

A progressão de grandes incêndios históricos foi estudada combinando dados de 

satélite e modelos. As análises foram feitas estudando incêndios passados, e 

enquadradas considerando os principais desafios envolvendo a configuração e 

utilização de um sistema de modelação de propagação do fogo. Todos os passos 

precedem um objetivo fundamental a longo prazo: desenvolver um sistema 

operacional capaz de fornecer informação relevante sobre grandes incêndios que 

possa suportar estratégias e táticas de gestão do fogo seguras e eficazes. 

As descobertas mais relevantes da Tese foram: 

i) A datação dos incêndios utilizando dados de satélite teve concordâncias 

entre o moderado e o muito bom quando comparadas com dados reportados. A 

concordância espacio-temporal entre as ignições reportadas e derivadas por satélite 

mostrou desfasamentos temporais e distâncias abaixo das 12h e 2km, 

respetivamente. Os resultados mostraram que os dados de satélite podem contribuir 

com informação sobre as datas e ignições de grandes incêndios, o que pode ser um 

ativo importante para complementar e corrigir problemas nas bases de dados 

existentes.  

ii) Os dados de satélite capturaram as principais dinâmicas espacio-temporais 

dos grandes incêndios estudados. As métricas de avaliação foram bastante úteis em 

identificar áreas e períodos com baixa/alta concordância espacio-temporal entre o 
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crescimento observado e simulado. No geral, esta abordagem destacou a baixa 

fidelidade das previsões devido a uma forte subestimativa do crescimento dos 

incêndios. A metodologia desenvolvida pode ser aplicada a um grande número de 

grandes incêndios em direção a uma avaliação mais sistemática e objetiva das 

simulações de propagação do fogo. 

iii)  As incertezas nos dados de entrada foram consideradas bastante 

significativas e tiveram impactos importantes nas previsões de propagação do fogo. 

Em particular, as incertezas na direção e velocidade do vento, atribuição de modelos 

de combustível e respetiva tipologia, e a localização e ‘timing’ das ignições, tiveram 

um importante impacto na fidelidade das previsões. O trabalho desenvolvido foi um 

primeiro passo necessário para integrar as incertezas nos dados em previsões futuras 

de propagação do fogo.  

iv) Utilizando um algoritmo iterativo e robusto para calibração regional do 

modelo, as previsões de propagação do fogo foram continuamente melhoradas 

“aprendendo” com os incêndio passados, e reduzindo significativamente o impacto 

da incerteza nos dados de entrada na precisão das previsões. Isto mostrou que sem 

informação adicional ou melhorias significativas na qualidade das principais variáveis 

de entrada, os impactos negativos da incerteza podem ser reduzidos levando a 

melhorias na precisão das previsões.  

No geral, este trabalho contribuiu para avançar no conhecimento relacionado com 

incêndios individuais utilizando uma combinação inovadora de dados térmicos de 

satélite com ferramentas de propagação do fogo. Mostrou que é possível integrar 

conhecimento de incêndios passados para melhorar o nosso conhecimento. 

Contribuiu também para melhorar a precisão das previsões de propagação do fogo 

na procura de um objetivo de longo prazo, i.e. providenciar previsões de propagação 

que são suficientemente fiáveis para suportar decisões relacionadas com a gestão 

do fogo no futuro. Para além destes desenvolvimentos, identificou os passos de 

investigação necessários à criação de um sistema operacional capaz de suportar 

decisões mais seguras e eficientes com o objetivo de reduzir os impactos dramáticos 

dos incêndios. 
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Introduction 

Wildfires that spread under favourable conditions can become large and intense, and 

lead to severe ecological and environmental degradation, and ultimately and most 

dramatically, to the loss of life and property. In Europe, most wildfires are 

concentrated in southern countries bordering the Mediterranean Basin, which have 

suitable fuel and climate conditions for the occurrence of large wildfires [1]. Here, 

wildfires are typically larger and more intense during the summer months where dry, 

hot and windy atmospheric, sometimes exacerbated by drought, are prevalent [2]. 

In the last 20 years, Portugal has stood out as the European country with the largest 

average annual burned area in Europe [3]. The years of 2003 and 2005 were 

particularly severe, with around 400,000 and 300,000 ha burned each year, 

respectively. However, the recent year of 2017 was unprecedented, with the largest 

burnt area extent (c.a. 500,000ha) and the largest number of casualties (over 100) 

[4]. Under the umbrella of climate change the frequency and extent of wildfires are 

likely to increase due to a higher frequency and intensity of favorable climatic 

conditions, such as droughts and heat waves [5,6]. Hence, their environmental and 

socio-economic costs and losses are also expected to increase [7]. 

Each wildfire is a unique event that burns under specific environmental conditions 

across the landscape, and ultimately leads to a unique array of impacts [8,9]. Fuel, 

weather and topography are key environmental factors that affect the occurrence, 

the dynamics and the consequences of each wildfire. They can partially or totally 

determine the i) success of a potential ignition in starting a wildfire ; ii) fire rate of 

spread; iii) fire size and duration; iv) fire perimeter; v) flame length or fire intensity; 

and vi) fire impacts [10-15]. Additionally, ignition location and timing also strongly 

influence wildfire characteristics, mostly due to the spatial interaction with fuels and 

topography, and by setting the start of the ‘temporal window’ that frames the 

coincident meteorological conditions [11,16,17]. For extreme wildfires, given their 

size and intensity, the effectiveness of fire suppression decreases, and becomes less 

relevant in determining the above mentioned characteristics [18] 
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A knowledge gap still exists in wildfire research related to better understanding 

individual wildfires, which is relevant to identify the factors controlling fire 

occurrence [19,20], to estimate fire risk [21], characterize fire regime [22], to 

understand the complex interactions between fire spread and its main drivers [10], 

to estimate carbon emissions [14] and assess fire-related impacts [13]. Ultimately, 

all these aspects can have important implications for fire suppression and 

management, and for the improvement of prevention policies [19,23]. Considering 

the future climate scenarios, improving our scientific knowledge on individual 

wildfires is crucial and research needs to be linked with fire-management decisions. 

In particular, the accurate prediction and anticipation of the spread and behaviour 

of active wildfires is an important research area, which can have important benefits 

supporting safer and more effective fire management decisions [24,25]. 

Wildfires can be studied using different sources of information, such as field data 

remotely sensed data (air- and space-borne) [26]. These data sources vary in spatial 

and temporal resolutions, time span, and accuracy. Acquiring individual fire data in 

the field is expensive, time consuming and difficult, especially in remote areas [8,27].  

Information collected and compiled by land management authorities depends on the 

resources allocated, which vary in time and space [22,28]. Consequently, field-

acquired information is often scarce, incomplete and with low accuracy [20,22,28-

32]. In particular regarding wildfire spread, information on observed fire line 

location, growth patterns and intensity is often deemed of poor quality [33], and is 

only seldom used in research studies [24,34,35]. Some of the most promising field-

data sources (e.g. infrared airborne: http://nirops.fs.fed.us/, UAVs, night observation 

of firelines) still have very low acquisition frequency and spatial coverage, are 

expensive and some have jurisdictional\safety issues that limit their application [25]. 

Another source of information on individual wildfires is satellite data, which have 

been widely used for fire management and research, particularly due to the size, 

duration and inaccessibility of many wildfires [8]. Satellites offer clear advantages 

over other fire data sources, and can be used to complement existing information 

and overcome some of the traditional limitations [27,32]. However, they have 

seldom been used to study individual fire events, with some exceptions aimed at 

http://nirops.fs.fed.us/
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mapping/monitoring fire occurrence [36-38], reconstructing fire progression [34,39-

41], analysing fire behaviour [42,43], estimating fire-related emissions [42,43] and 

identify lightning-ignited fires [32]. Regarding the study of wildfire spread, satellite 

data are a cost-effective alternative to systematically monitoring the spatio-

temporal dynamics of large wildfires [34,44-46]. Nevertheless, one should bear in 

mind that satellite data have many limitations and uncertainties that need to be 

taken into account [for in-depth discussion see 8,27,32,40]. Most of them are related 

with satellite detection capabilities, revisit cycle, viewing geometry and pixel size 

[27,47]. Other factors are related to fire environment such as fire size, duration, 

intensity, thermal contrast with surrounding areas, vegetation type affected, and 

persistent cloud clover and/or dense smoke plumes also constrain satellite detection 

rate [48-50]. Most importantly, satellites can only provide snapshots of the spread 

of large wildfires [50]. 

Modelling tools can also be used to study individual wildfires, in conjunction with 

field and satellite data. Wildfire fire spread models can be divided into two main 

types: (1) empirical or semi-empirical, and (2) physically-based models [51,52]. 

Empirical or semi-empirical models provide quick estimates of fire spread that are 

suitable for operational decision-making process, while physically-based models 

have been developed for theoretical approaches with the objective of better 

understanding the processes controlling fire propagation [53]. The current role, 

capability and suitability of both types is currently under debate in the scientific 

community [54,55]. Nevertheless, it is obvious that both have strong limitations, 

being one of the largest the fact that the basic mechanisms of fire spread are still not 

well understood [56],  and are therefore, not incorporated in current models.  

Spatially explicit wildfire spread models have been used to assess wildfire risk 

[21,57], test the effectiveness of fuel treatment options [58-61], assess fire 

suppression preparedness [62] and to understand the main drivers of fire behaviour 

[63] and of fire regimes [64]. These modelling tools are of special relevance, since 

they allow not only to study the growth and behaviour of past wildfires [65-67], but 

they can also be used to predict the spread of on-going active wildfires and therefore 

be used to support tactical suppression decisions [68,69]. Models have been used to 
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predict the direction, and rate of spread and intensity of wildfires [15,70-72] 

supporting fire managers in their suppression strategies, evacuation orders and 

public warnings  [73,74]. This ability is particularly relevant in regions of the world 

where wildfires pose real threats to life and property [24], including Portugal, and of 

paramount importance for extreme wildfires that escape initial attack, become large 

and last for multiple days [25]. 

Despite, the large potential of these tools to study individual wildfires, modelling 

such complex environmental phenomena is fraught with uncertainties [75]. 

Consequently the capability for accurately predicting fire spread still is very limited, 

undermining the utility of such predictions for decision-making [53]. Considering the 

relevance of the concept of uncertainty in the present Thesis, it is important to 

understand its meaning and separate it from other concepts also used throughout 

the work. Uncertainty can be defined as lack of information, bounded by complete 

ignorance and perfect information in opposite ends [76]. On the other hand, an 

‘error’ can be defined as a deviation of the estimates when compared with 

observations (i.e. the ‘truth’) of the same variable. The definition of a ground truth 

is also what separates a classical ‘validation’, i.e. a quantitative comparison between 

estimations and observations to assess the performance of a model, from an 

‘evaluation’ or ‘assessment’, where no formal ground truth is defined. In an 

assessment, two independent sources of data can be compared and their 

‘agreement’ or ‘discrepancy’ can be analysed and quantified. If both agree, it can be 

stated as a case of convergence of evidence. In the present Thesis, due to the 

inherent uncertain nature of the data used to compare with the estimations, only 

assessments are performed, providing information on model-data agreement or 

discrepancy.  

Uncertainties in fire spread modelling arise mainly from the imperfect scientific 

knowledge regarding the mechanisms controlling fire spread, model applicability and 

its inherent limitations, input data quality, natural variability, and parametric 

uncertainty [15,76-82]. Furthermore, wind and fuel variability, dynamic interactions 

between fire and its surrounding environment, long-range spotting and 



20 
 

simultaneous ignitions [35,77,83] add complexity to the phenomena and increase 

the difficulty of accurately predicting fire spread.  

Improvements in fire behaviour predictions have been pursued mainly through the 

use of better data, such as fuel characteristics [84,85], and wind speed and direction 

[86,87], as well as from structural improvements in the models [24]. Under certain 

conditions, input data reliability can be the dominant source of error in fire spread 

predictions [77]. Errors associated with wind and fuel data have been considered the 

most relevant [15]. The temporal and spatial variability of wind, due to the turbulent 

nature of the atmospheric boundary layer [88], is extremely difficult to capture and 

can result in large errors [15,89,90]. Errors associated with fuel classification and 

parameterization [91], along with the large spatial fuel variability and heterogeneity 

also have profound impacts on predicted fire behaviour [15,92]. 

Although progress has been made in understanding and modelling the behaviour of 

wildland fires, our ability to produce accurate predictions has evolved little, not only 

due to the complexity of the phenomena, but also due to the lack of systematic 

methods for model validation [53,77,93,94]. The latter is a key step in the application 

of models, especially in operational contexts [95,96]. Inaccurate fire spread 

predictions can have dramatic consequences on the environment, human life and 

property, as well as lead to incorrect preventive fuel management actions [77]. These 

aspects can significantly jeopardize the utility of such models in aiding fire managers 

[24].  

Recently, the research community has been questioning which research approaches 

are needed to improve the fire spread prediction accuracy of operational models 

[24,25]. Understanding how simulations can be improved is a critical research task, 

as fire spread predictions will only be deemed useful if they can provide reliable 

information to fire managers, and potentially contribute to mitigate negative 

downstream consequences. Fire spread predictions can be improved in a number of 

ways, namely by i) increasing scientific knowledge of the physical processes driving 

fire behaviour and spread mechanisms; ii) developing more accurate and reliable 

models; iii) using higher quality input data (e.g. wind, fuels); and iv) through model 
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calibration. Cruz et al. [24] prioritized some of the approaches they believed would 

allow to improve fire spread modelling, such as the design of field experiments, the 

reanalysis of existent fire spread data, and the increase of case study documentation. 

Gollner et al. [25] proposed a data-driven approach and argued that improvements 

in the input data, on our knowledge regarding physics of fire, remote sensing 

capabilities, and the current fire databases, are fundamental to provide accurate 

operational fire spread forecasts in the next decade(s). They also argued that both 

input data (e.g. wind, fuels) and observed fire data (e.g. fire line location, rate of 

spread) need to be accompanied by a proper quantification of uncertainty to be 

deemed as useful. However, it must be noted that improving data, models and 

scientific knowledge, may involve challenging tasks that are too expensive and time 

consuming, not meeting the demands of fire managers for short-term and 

inexpensive improvements of fire spread predictions. Additionally, these key 

improvement areas encapsulate complex research questions by themselves.  

Fire management in Southern Europe rarely, if ever, is supported by information 

derived from fire behaviour models. Thus, fire management decisions often miss a 

strong scientific background compromising their efficiency. The present Thesis 

proposes to tackle some of the above mentioned limitations that constrain our 

understanding of individual large wildfires, addressing the following generic 

questions: What can we learn from past wildfires to mitigate their future impacts? 

How can fire spread predictions be made sufficiently reliable to support fire 

management? These questions are addressed by investigating a set of key issues that 

have been identified as paramount importance to improve fire spread predictions 

for operational purposes, namely:  

i) Develop a methodology to systematically evaluate fire spread predictions 

over both space and time, using satellite data with a proper uncertainty 

quantification; 

ii) Better understand the nature of uncertainty in the input data, how it 

propagates through fire spread models and how it affects its predictions; 

iii) Improve fire spread predictions using inexpensive and low-time consuming 

approaches based on data-driven model calibration. 
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In the present Thesis, satellite data and fire spread modelling are combined in an 

innovative way, to minimize their individual limitations and maximize their potential. 

The analyses were performed by studying historical wildfires, and framed 

considering some of the biggest challenges involved in setting up and using a fire 

spread modelling system. All these steps precede one major long term goal: to 

develop an operational system capable of providing relevant information on large 

wildfires, including the forecast of fire spread and behaviour that can support safe 

and effective fire suppression strategy and tactics in the future.  
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Outline 

The work is divided into four papers published in peer-reviewed journals, all 

presented in the original journal format. Three of them were published as first author 

and another as co-author. 

Paper I: Benali et al., Determining Fire Dates and Locating Ignition Points With 

Satellite Data, published in Remote Sensing.  

http://www.mdpi.com/2072-4292/8/4/326 

Paper II: Sá et al., Evaluating fire growth simulations using satellite active fire data, 

published in Remote Sensing of Environment. 

https://www.sciencedirect.com/science/article/pii/S0034425716305028. 

Paper III: Benali et al., Deciphering the impact of uncertainty on the accuracy of large 

wildfire spread simulations, published in Science of the Total Environment. 

https://www.sciencedirect.com/science/article/pii/S0048969716312852 

Paper IV: Benali et al., Fire spread predictions: Sweeping uncertainty under the rug, 

published in Science of the Total Environment. 

https://www.sciencedirect.com/science/article/pii/S0048969717306186?via%3Dih

ub 

The motivation behind each paper, what was done and how the work is linked with 

the rest of the doctoral Thesis is described below. 

In Paper I, the following research question was addressed: Can satellite data be used 

to derive relevant information on large wildfires. Information on where and when a 

fire started, and its duration is important to improve our understanding on the 

dynamics of individual wildfires. For example, fire dates determine the weather and 

fuel conditions under which a wildfire occurs and consequently its behaviour, size 

[9,10], among other aspects. Ignition location strongly influences fire spread, extent 

and intensity, due to the interaction with weather, fuels and topography [16]. This 

information is typically included in fire databases that are known to have multiple 

errors, limited spatial coverage and/or time span, and often-unknown accuracy and 

http://www.mdpi.com/2072-4292/8/4/326
https://www.sciencedirect.com/science/article/pii/S0034425716305028
https://www.sciencedirect.com/science/article/pii/S0048969716312852
https://www.sciencedirect.com/science/article/pii/S0048969717306186?via%3Dihub
https://www.sciencedirect.com/science/article/pii/S0048969717306186?via%3Dihub


24 
 

uncertainty [21]. In Paper I, it was hypothesized that satellite thermal data can 

reduce such limitations and provide accurate and systematic information regarding 

start/end dates and ignition location(s) for large wildfires. The methodology was 

explored for large wildfires that occurred in five areas of the world and results were 

compared with field data and accompanied by an uncertainty analysis. 

In Paper II, the following research question is addressed: Can we use satellite data 

to evaluate fire spread simulations? As mentioned, fire spread predictions seldom 

are accompanied by proper and systematic model evaluation which is a crucial step 

to evaluate their reliability [69]. For reasons detailed above, the availability of 

observed wildfire data is scarce, which hampers comprehensive evaluation [24]. 

Additionally, many of the most common evaluation metrics [e.g. 91,92] ignore the 

spatio-temporal patterns of fire spread [32,93-95]. Due to their frequency and 

synoptic coverage, satellite thermal data are able to systematically monitor the 

spatial and temporal dynamics of large wildfires [33,44], although very few studies 

have combined both approaches [45]. In Paper II, it is hypothesized that the spatial 

and temporal patterns of fire growth observed by satellite can be used to assess fire 

spread simulations. An innovative evaluation scheme was developed that uses 

satellite thermal data to assess fire spread simulations by explicitly calculating their 

discrepancies. The work focused on a set of large wildfires that occurred in Portugal 

between 2003 and 2012. The FARSITE modelling system [96] was used to simulate 

their fire growth. The satellite-derived fire dates and ignitions estimated in Paper I 

were used as input to the fire spread simulations. Paper II was developed in co-

authorship that consisted in performing fire spread simulations, comparing them 

with satellite data and analysing the results. 

In Paper III, the following research question was addressed: How do uncertainties in 

input data affect the accuracy of fire spread predictions? Uncertainties in input data 

can have large impacts on fire spread predictions, and in certain conditions, can be 

the dominant source of error [14,70,83,84]. Consequently, it is important to clarify 

the nature of uncertainty, how it propagates through fire spread models and how it 

affects its predictions [74,97]. In Paper III, it was hypothesized that the uncertainties 

in wind and fuel variables have a large impact on the accuracy of fire spread 
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predictions. The work focused on understanding, characterizing and quantifying the 

impact of data uncertainty on the fire spread predictions, for set of large wildfires 

that occurred in Portugal between 2003 and 2012. The impact was assessed by 

analysing the effects on simulated fire growth rate and on the accuracy of the 

predictions, based on the data and evaluation scheme developed in Paper II. The 

spatial and temporal disagreements between reported and observed fire ignitions, 

in Paper I, were used to characterize their uncertainty. It was also discussed how 

integrating uncertainty can help to improve fire spread predictions and to provide 

useful information for researchers and fire managers. 

In Paper IV, the following research question was addressed: Can the impact of data 

uncertainties be reduced? Apart from the impact of errors in the input data, another 

approach to improve fire spread predictions is to calibrate the modelling system 

using a data-driven approach, i.e. to adjust its parameters with the aim improving 

the agreement between estimated and observed fire spread and behaviour 

[24,98,99]. In Paper IV it was hypothesized that the impact of input data 

uncertainties can be reduced using a robust regional calibration methodology based 

on information on prior wildfires. Specifically, it was investigated if the calibration of 

the empirical ROS adjustment factors of FARSITE can be a simple, fast and 

inexpensive way of improving the consequent fire spread predictions based on 

information collected from historical large wildfires. Additionally, it aims at 

understanding to what extent decreasing parametric uncertainty can 

counterbalance the impact of input data uncertainty (studied in Paper III). Again, fire 

spread predictions were evaluated based on the data and evaluation scheme 

developed in Paper II. 

The papers presented in the following pages, followed by a general discussion and 

conclusion of the doctoral Thesis. 

Besides the papers identified above, during the course of the doctoral Thesis, other 

parallel work was developed, and although it was not included in the present 

document, it is worth mentioning it briefly: 
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Abstract: Each wildfire has its own “history”, burns under specific conditions and leads to unique
environmental impacts. Information on where and when it has started and its duration is important
to improve understanding on the dynamics of individual wildfires. This information is typically
included in fire databases that are known to have: (i) multiple error sources; (ii) limited spatial
coverage and/or time span, and; (iii) often unknown accuracy and uncertainty. Satellite data have a
large potential to reduce such limitations. We used active fire data from the MODerate Resolution
Imaging Spectroradiometer (MODIS) to estimate fire start/end dates and ignition location(s) for
large wildfires that occurred in Alaska, Portugal, Greece, California and southeastern Australia.
We assessed the agreement between satellite-derived estimates and data from fire databases, and
determined the associated uncertainty. Fire dates and ignition location(s) were estimated for circa
76% of the total burnt area extent for the five study regions. The ability to estimate fire dates and
ignitions from satellite data increased with fire size. The agreement between reported and estimated
fire dates was very good for start dates (Model efficiency index, MEF = 0.91) and reasonable for end
dates (MEF = 0.73). The spatio-temporal agreement between reported and satellite-derived wildfire
ignitions showed temporal lags and distances within 12 h and 2 km, respectively. Uncertainties
associated with ignition estimates were generally larger than the disagreements with data reported
in fire databases. Our results show how satellite data can contribute to improve information
regarding dates and ignitions of large wildfires. This contribution can be particularly relevant
in regions with scarce fire information, while in well-documented areas it can be used to complement,
potentially detect, and correct inconsistencies in existing fire databases. Using data from other
existing and/or upcoming satellites should significantly contribute to reduce errors and uncertainties
in satellite-derived fire dates and ignitions, as well as improve coverage of small fires.

Keywords: MODIS; fire events; ignition; extinction; Alaska; Portugal; Greece; California;
Australia; uncertainty

1. Introduction

Wildfires play a major role in ecosystem dynamics and pose as an important threat to lives,
human and natural resources of fire-prone regions. At the global and regional levels, the causes
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and consequences of wildfires are typically integrated over large areas and long time periods [1].
However, at the landscape level, each wildfire is a distinct event with its own “history”, ignited and
burning under specific fuel and weather conditions, ultimately leading to unique social and ecological
impacts [2,3].

The identification of individual fire events has been acknowledged as necessary to better
understand how fire extent and frequency affect global environmental processes [2,4]. Characterizing
individual wildfires is relevant to identify associated causes [5,6], to understand the factors controlling
fire occurrence [7,8], to estimate fire risk [9], characterize fire regime [10], to understand the complex
interactions between fire spread and its main drivers [11], to estimate carbon emissions [12] and assess
fire-related impacts [13]. Improving the quality and quantity of the information regarding individual
wildfires has important implications for fire suppression and management, and for improvement of
prevention policies [5,7].

To study a specific wildfire event, it is crucial to know where and when it started (i.e., ignition
location and timing) and how long it lasted (i.e., duration). The fire start and end dates partially
determine the weather and fuel conditions under which a wildfire occurs and consequently its behavior,
size [11,14,15], severity of effects [13] and consequent pyrogenic emissions [12]. Ignition location
strongly influences fire spread [16], extent and intensity, due to the interaction with weather, fuels and
topography [14,17].

Fires can be characterized using different sources of information, such as field data collected by
various agencies, fire-occurrence records and remotely sensed data (air- and space-borne) [18]. These
data sources vary in spatial and temporal resolutions, time period covered, and accuracy. Fire atlases
have been widely used and contain information regarding the location and date of each fire event,
among other relevant attributes [19]. However, these databases are incomplete and affected by multiple
error sources, such as: incorrect database compilation; incorrect location assignment; data acquisition
errors; ambiguous recording of events; data loss or misplacement; inadequate documentation; multiple
recording of the same fire event [6,8,10,19–22]. As a result, accuracy of the information contained in
fire databases varies in space and time and is largely unknown [2,10,18,22].

Acquiring individual fire data in the field is expensive, time consuming and difficult, especially in
remote areas [2,23]. Information collected and compiled by land management authorities depends on
the resources allocated, which vary in time and space [10,22]. Consequently, the accuracy and extent of
total burned area mapped, and of fire ignition location, as well as the timing of ignition and extinction
included in fire databases can be lower than is desirable. Thus, it is important to improve the quality
and availability of fire event data, including the timing of fire occurrence and ignition location.

Satellite data have clear advantages over other fire data sources that may complement existing
information and overcome some of the traditional limitations [6,23], that are dependent on the
scale of application [2]. In fact, satellite data have been widely used for fire management and
research, particularly due to the size, duration and inaccessibility of many wildfires [2]. Despite
this, they have seldom been used to study individual fire events, with some exceptions aimed at
mapping/monitoring fire occurrence [24–26], reconstructing fire progression [27–30], analyzing fire
behavior [31,32], estimating fire-related emissions [33] and identify lightning-ignited fires [6]. In the
United States of America (USA), satellite data have been used by land managers to complement existing
fire data and aid management efforts [19]. Nevertheless, one should bear in mind that satellite data
have many limitations and uncertainties that need to be taken into account (for in-depth discussions
see [2,6,23,29]).

Some authors have used satellite data to study the dynamics of individual wildfires [6,28,29].
Nevertheless, a comprehensive evaluation of the potential use of satellite data to detect wildfire
ignitions is still missing, as well as a broad scale analysis of the potential of satellite data to estimate
the start/end dates of wildfires. Thus, the aim of the present study is to evaluate the potential of
satellite data to provide reliable information regarding the start/end dates of large individual wildfires,
as well as, the location of their ignition(s). We discuss associated limitations of satellite data to
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(i) complement existing fire databases or (ii) to provide unprecedented information in regions with
deficient fire monitoring and mapping. Finally, we quantify and analyze the uncertainty associated
with satellite-derived estimates.

2. Materials and Methods

2.1. Study Areas and Fire Databases

We selected five distinct study areas: Portugal, Greece, California, Alaska and Southeastern (SE)
Australia (Figure 1). Portugal, Greece and California have a Mediterranean or Mediterranean-like
climatic influence with the bulk of fire activity occurring under dry summer conditions, burning
mostly shrublands and temperate forests [10,34,35]. Extreme fire seasons occurred in 2003 and 2005
in Portugal [36,37], 2007 in Greece [38], and 2003 and 2007 in California [39,40]. The two remaining
study areas, Alaska and SE Australia, have very different climatic conditions, which are naturally
reflected on fuel dynamics and fire activity. In Alaska, fire activity occurs mainly during the summer,
it is concentrated in the interior of the state and affects mainly boreal forests [22]. Recently, biomass
burning emissions have been reported to be increasing due to climate change [41]. Alaska experienced
extreme fire seasons in 2004 and 2005 [42]. In SE Australia fires occur every year, mainly during spring
and summer seasons, burning mainly grasslands and dry forests [43]. As a consequence of severe
droughts, SE Australia experienced extreme fire seasons in 2003 and 2009 [43,44].
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The sources and time span of the databases for all the study regions are described in Table 1.
The fire database for Portugal, provided by the Instituto de Conservação da Natureza e Florestas
(ICNF), contains information regarding the beginning and end of each fire, as well as the location and
date of ignitions for wildfires that occurred in Portugal between 2001 and 2009 using ground collected
data [45]. Until the beginning of the current study, the Portuguese fire-atlas contained end-of-season
annual fire perimeters from 1975 to 2009, derived from high spatial resolution satellite imagery [46].

The Alaska fire database, managed by the Alaska Interagency Coordination Center (AICC),
contains a very long record of fires (since 1940) [47] derived from ground and aerial surveys, as well as
through the interpretation of aerial photography and satellite data [22]. The California fire perimeters
database is provided by the Department of Forestry and Fire Protection [48] and covers the entire state
since 1878. Information regarding fire dates and ignitions for Alaska and California were retrieved
from a comprehensive database covering the USA between 1992 and 2011 [21].
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Table 1. Temporal coverage and sources of the fire perimeters and databases containing information
on fire dates and ignitions.

Region Fire Perimeters Fire Dates Ignitions Sources

Portugal 2000–2009 2001–2009 2001–2009 [45,46]
Alaska 2000–2013 2001–2013 2001–2010 [21,47]

California 2000–2011 2001–2011 2001–2010 [21,48]

Greece 2000–2011 2000–2007 2000–2007 [49,50]

SE Australia 2000–2011 2000–2011 2000–2008 NSW Office of Environment and
Heritage (unpublished data)

For SE Australia, we used a fire database from the New South Wales (NSW) Office of Environment
and Heritage (unpublished data), containing fire perimeters, dates and ignitions since 1977. The fire
perimeters for Greece were derived from high resolution satellite imagery, covering the period
of 2000–2011 [49,50], while the fire dates and ignitions database covers the period of 2001–2007
(unpublished data).

The fire perimeters for all study regions were originally in vector format (polygons) and were
converted to raster format. The information on fire dates and ignitions were contained within vector
(points) and database formats. We performed an exploratory analysis and found suspicious records
in almost all study regions, such as: (i) multiple records per burnt area (in some cases with dates
separated by several months); and (ii) records located outside any fire perimeter (in some cases off
by several kilometers out).We removed data records that had: (i) negative duration; (ii) incorrect or
inconsistent date format; (iii) locations outside the study region; (iv) missing information about the
ignition hour; or (v) very large duration (over 6 months). Data records that only contained either start
or end fire date were kept while ignition records that contained only the location or the date/hour
were excluded.

2.2. Satellite Data

The MODerate Resolution Imaging Spectroradiometer (MODIS) is aboard the Terra and Aqua
spacecrafts, since early 2000 and mid-2002, respectively. The MODIS active fire product (MCD14ML)
provides information about the location of fires burning at the time of satellite overpass based on
thermal anomalies [51] and is supplied in text format. Due to the orbit of both satellites, Terra data
are acquired during day and nighttime at around 10:30–12:00 a.m./p.m. local time, respectively, and
Aqua data at around 1:00–3:00 a.m./p.m, respectively. The pixel size is approximately 1 km2, but
its footprint size increases away from nadir reaching up to about 10 km2 [52]. An active fire can
be detected even if only a small part of the pixel is burning, due to its strong radiance signal and
contrast with surrounding areas [40], although only its centroid is recorded in the MCD14ML product.
The footprint of each active fire was computed using the formulations of Ichoku and Kaufman [53]
that relate the scan angle and Earth’s geometry with the pixel dimensions.

Additionally, we used the quality flags of the MODIS Land Surface Temperature (LST) product
(MOD11A1 and MYD11A1 [54]; provided in HDF raster format) to determine if the observations
were done under clear-sky conditions. The quality flags were used to estimate a proxy of cloud cover
(in %) over each fire perimeter. The advantage of using the LST product is that it provides information
regarding day and nighttime MODIS acquisitions for both Terra and Aqua sensors.

2.3. Wildfire Dates

To determine the start (ignition) and end (extinction) dates, we assumed that a fire event is
constrained in space and time. To handle the spatial dimension of the problem, we overlapped the
fire perimeters and the MODIS active fires, in spite of their very different spatial resolutions. All fire
perimeters smaller than 200 ha were excluded from analysis, considering MODIS active fire detection
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capabilities [23]. An active fire was considered to overlap the fire perimeter if at least 5% of its footprint
was within the fire perimeter.

To handle the temporal dimension of the problem, we developed a temporally constrained
clustering algorithm (Figure 2). For each wildfire, all active fires that overlapped its perimeter were
grouped in temporal clusters based on three empirical parameters (i.e., constraints): minimum and
maximum gap (minG and maxG) and minimum density of active fires (minD). The term “gap” refers
to the time period without active fire detections. The term “density” refers to the fraction of active
fires detected within the fire perimeter in a specific year. The main issue when clustering active fire
observations was to determine whether they belonged to the same cluster, i.e., if they corresponded
to the same fire event. When a time gap occurred, i.e., no active fires were detected after a group of
detections, the minG parameter controlled the number of days the algorithm searched for subsequent
detections and included them in the initial cluster. If no detections were found prior to minG, we
used the satellite quality flags to determine if later observations were affected by smoke or clouds.
The algorithm determined, each day at a time within the minG and maxG window, whether the entire
fire perimeter was clearly observed by the satellite. If active fires were detected within that time
window, they were merged with the initial group to form a single cluster. When all clusters were
determined, we retained the cluster with the highest density (%) of active fires detected over the fire
perimeter. If the density was greater than minD, the start and end dates were assigned as the dates
of the first and last active fire(s) detected over the fire perimeter, respectively. Lower minD values
increase the probability of assigning start and end dates to fire perimeters comprising more than one
fire event.
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After constraining the data in space and time, we found some ambiguous active fire detections
that could belong to more than one fire perimeter. We calculated the time lag between ambiguous and
non-ambiguous neighboring active fire detections. An ambiguous active fire detection was assigned to
a fire perimeter based on the smallest temporal lag. If the assignment was not possible, we assigned the
active fire to the perimeter with highest percentage of footprint overlap. After assigning ambiguous
active fires detections, the clustering algorithm was run again.

The minG parameter was set to 2 days. The maxG and minD parameters were estimated using
a simple multi-objective optimization procedure. Details are provided in Supplementary Material
Section 1. The maxG and minD parameters were estimated as 9 days and 85% respectively, and were
used hereafter.

2.4. Wildfire Ignitions

The first active fire(s) detected in a wildfire event were defined as its ignitions, i.e., the active fire(s)
corresponding to the estimated start date (see Section 2.3). Ignitions were represented as areas, rather
than points, by retaining only the part of the pixel footprint within the fire perimeter. We discarded the
fire perimeters for which estimated fire start and end dates were equal.

Temporal uncertainty associated with satellite-derived ignitions was defined as the time lag
between estimated ignition (i.e., start date) and the closest precedent clear-sky observation (in hours),
up to a maximum of 72 h. For example, if the ignition time was estimated based on a nighttime Terra
acquisition (~22 p.m.) the uncertainty was approximately 7 h if the entire fire perimeter was clearly
observed during Aqua daytime acquisition (~3 p.m.). The spatial uncertainty was defined as the
fraction of the total burnt area covered by the ignition area (%), i.e., how much the potential ignition
area was narrowed down within the entire burnt area perimeter.

2.5. Assessment of Satellite-Derived Wildfire Dates and Ignitions

We calculated the agreement between the satellite-derived fire dates and ignitions and
correspondent data reported in the fire databases. The quantitative assessment was performed based
on the availability of both fire perimeters and reported data for fire dates and ignitions, independently
(see Table 1). Thus, to coincide with the period of MODIS activity, only data post-2000 data were used.

Fire locations records have uncertainties and are generally imprecise [55]. As mentioned, we
found several reported records located outside any fire perimeter. The assignment of the location of the
closest place name (e.g., 10) is probably one of the most frequent causes of uncertainties. To minimize
the impacts of incorrect geolocation that would exclude a large proportion of the data records, an
empirical analysis was performed to define the optimal buffer size around a fire perimeter. Details are
provided in Supplementary Material Section 2. The optimal buffer was set to 2 km.

We performed an additional screening of the fire databases and removed the records that were
not within the burnt area perimeter and its optimal buffer, and the records that overlaid multiple
fire perimeters. Since some fires had multiple records within its perimeter e.g., [10], for each fire
perimeter we performed the assessment considering only the data record with the date closest to the
satellite-derived start date. For the satellite-derived ignitions assessment we narrowed down the initial
evaluation sample by excluding records that had a time lag between reported and estimated start dates
larger than three days. The size of the assessment dataset varied significantly among regions and for
each fire parameter, due to data availability and screening procedures (Figure 3).
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where, Pi and Oi denote the predicted and observed values (i.e., fire start or end dates), and O is the
observed mean. The database records corresponded to the observations in Equation 1.

To assess the agreement between satellite-derived ignitions and data reported in the fire databases
we calculated: (i) the temporal lag between reported and estimated ignition dates; and (ii) the minimum
Euclidean distance between satellite-derived and reported ignition locations.

2.6. Limitations of Satellite Data to Derive Wildfire Dates and Ignition

The main reasons behind the inability of satellite data to provide fire date information, and
consequently on their ignitions, were investigated. A decision tree was built to classify the possible
cause behind the absence of satellite-derived fire dates in a step-wise fashion (Supplementary Material
Section 3). For each fire perimeter without satellite-derived dates, we determined whether active fires
had been detected over the fire perimeter. If not, we used the reported fire dates and identified the
following potential causes:

1. Persistent cloud cover, if the average cloud cover affecting the fire perimeter between the reported
start and end dates was higher than 80%.

2. Small fire, if the burnt area was smaller than 500 ha (larger than 200 ha, see Section 2.3).
3. Short duration, if the reported fire duration was shorter than 12 h.
4. Unknown, if none of the above conditions were verified.

Since the causes were determined in a step-wise fashion, a small and short duration fire was only
classified as a small fire. We excluded all fire perimeters that did not have reported fire dates or that
had multiple records indicating multiple fire dates.

When there were active fires detected over the fire perimeter, the following reasons may explain
the inability of satellite data to provide fire date information:
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5. Insufficient information, if active fires were detected only for one satellite overpass.
6. Multiple fire events, if the minimum frequency of the largest temporal cluster was below minD

(see Section 2.3).

3. Results

3.1. The Potential of Satellite Data

Using MODIS active fire data, combined with higher spatial resolution fire perimeters, a total of
3475 (23%) fires were dated, which correspond to about 77% of the total burnt area for the five study
regions. The fire ignitions were determined for 2627 (17%) fires, corresponding to about 76% of the
total burnt area.

The ability to estimate fire dates from satellite imagery increased with fire size (Figure 4). For most
fires smaller than 500 ha it was not possible to estimate the start/end dates. This fraction increased
with burnt area. Above 2500 ha, most fire perimeters had satellite-derived dates, corresponding to
75% of the total burnt area analyzed (Table 2). The patterns for satellite-derived fire ignitions were
identical, with a lower number of estimations for burnt areas below 500 ha (not shown).
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Table 2. Fraction of total burnt area (%) covered with data of wildfires’ start/end dates and ignitions
(between brackets) for all study regions.

Satellite-Derived Data Available Satellite-Derived Data Unavailable

Reported Data Available 74.5 (86.6) 15.4 (6.2)
Reported Data not Available 8.0 (5.0) 2.1 (2.3)

Satellite-derived fire dates complemented existing fire databases in about 9% of total burnt area.
For ignitions, satellite-derived data can be used to evaluate and complement existing databases on
about 87% and 5% of total burnt area, respectively. For regions with limited fire date information,
satellite-derived dating can be very useful (Supplementary Material Section 4). Within Greece,
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satellite-derived data were the only source of information on fire dates and ignitions for 16% and
14% of total burnt area, respectively. For SE Australia, it provided new information on fire dates and
ignitions for 34% and 76% of the total burnt area. This contrasted with well-documented regions
where satellite-derived information only filled fire dating gaps for less than 6% of the total burnt area
(Supplementary Material Section 4).

3.2. Assessment and Uncertainty Analysis

3.2.1. Fire Dates

The comparison between reported and estimated fire start dates for the five study regions showed
a very good agreement, with most of the points close or on the 1:1 line (MEF = 0.91; Figure 5a). For
fire end dates, the agreement was considerably lower showing a tendency toward underestimation
(MEF = 0.71, Figure 5b).
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Figure 5. Pairwise comparison between reported and satellite-derived fire (a) start dates (N = 2395,
MEF = 0.91) and; (b) end dates (N = 1397, MEF = 0.73). The colorbar indicates the number of pairs
within each satellite-derived/reported date bin. White color indicates null or very low density.

The region-by-region assessment showed that the estimated start date had good agreement when
compared with reported data for all regions (Table 3). Optimization of the temporally constrained
clustering algorithm shows that the optimal set of parameters were different for each study region
(Figure S2). Alaska and Portugal had very low agreement for fire end dates, when compared with
reported dates. This led to a lower overall MEF for the satellite-derived end date estimation (Figure 5b).
We investigated the fire perimeters causing a significant departure from the 1:1 line in both regions.
For Portugal, the cases with large discrepancies between estimated and reported end dates (N = 8)
corresponded to suspicious records, all of them with reported dates outside of the fire season and
some corresponding to large fires (>2500 ha) with very short durations. For Alaska, we identified
a large number of suspicious cases, almost half of the assessment sample size (N = 258). For these
cases, the average fire duration was around 60 days while for the remaining was around 30 days.
We identified (i) 50 cases that were reported as extinguished after October, some of them in late
December; (ii) 17 cases with durations exceeding 4 months; and (iii) 17 cases that burned less than
500 ha each, but lasted for more than one month.
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Table 3. Region-by-region Model Efficiency Index (MEF) and sample size (between brackets) for fire
start and end dates.

Region Start Date End Date

Portugal 0.77 (394) 0.41 (139)
Greece 0.69 (12) 0.85 (11)
Alaska 0.79 (564) ´0.28 (503)

California 0.94 (589) 0.77 (212)
SE Australia 0.88 (766) 0.89 (532)
All Regions 0.91 (2325) 0.73 (1397)

3.2.2. Fire Ignitions

Overall, the spatio-temporal agreement between reported and satellite-derived ignitions was
good (Figure 6). Most records had absolute temporal lags under 12 h and Euclidean distances below
2 km (Figure 6 and Supplementary Material Section 5). As expected, the satellite-derived ignition
dates were typically delayed when compared with reported data, thus exhibiting a negative time lag.
About 50%, 65% and 81% of the assessment sample had absolute temporal lags below 6 h, 12 h and
24 h, respectively (Figure 6 and Supplementary Material Section 5). Regarding the spatial agreement,
the bulk of the distribution was concentrated on low distances (i.e., higher agreement). Around 75%
of the estimates had spatial discrepancies below 2 km, thus lower than the buffer size used for data
records located outside the fire perimeters and in the same order of magnitude as the satellite footprint
size for moderate viewing angles [41]. About 10% of the fires analyzed had reported ignition locations
outside the fire perimeter and satellite-derived ignitions within the perimeter (not shown). For these
cases the average distance between satellite-derived and reported ignitions was on average 800 m, but
varied greatly, with the 95% of the data contained in the 90–2200 m interval.
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Figure 6. Temporal and spatial discrepancies between reported and satellite-derived ignition
data (N = 1376). The colorbar indicates the number of pairs within each reported-estimated time
lag/distance bin.

The relation between the spatial and temporal uncertainty associated with satellite-derived fire
ignitions is shown in Figure 7. Most points were concentrated in an area with spatial and temporal
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uncertainties lower than 30% and 12 h, respectively. About 60% of the fire perimeters had a spatial
uncertainty below 33%, i.e., using satellite data we were able to narrow the ignition area to less than
one third of the entire fire perimeter (Supplementary Material Section 5). About 70% of ignitions
were estimated with less than 12 h of temporal uncertainty (Supplementary Material Section 5).
The distribution of the latter followed the differences between Terra and Aqua overpasses. For example,
the time lag between Terra and antecedent Aqua overpasses is generally around 8 to 11 h, while the
time lag between Aqua and antecedent Terra overpasses, the temporal lag is around 1 h to 4 h.
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Spatial uncertainty and its variability decreased markedly with increasing fire size (Figure 8).
Smaller fires were responsible for the largest spatial uncertainties. Temporal uncertainty increased less
markedly with burnt area up to 2 ˆ 105 ha, and increased sharply above this value. The number of
fires larger than 2 ˆ 105 ha was very small in our sample. We assumed that the likelihood of having
clear sky observations covering the entire fire perimeter is smaller for larger fires.

We compared spatial and temporal uncertainty with the disagreements between reported
and satellite-derived ignitions (Figure 9). Most satellite-derived ignitions had larger temporal
uncertainties than disagreements with reported data (Figure 9a). Areas of low temporal uncertainty
and disagreement coincided. The same pattern was observed for the spatial dimension (Figure 9b).
The range of spatial uncertainty was larger than the range of spatial discrepancies.
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3.3. Limitations of Satellite Data

The main causes behind the inability of satellite data to provide information on fire dates and
ignitions for some fire events was investigated. Active fires were detected in about 65% of the fire
perimeters, but information was either insufficient because data were acquired during a single overpass
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(~25%), or there were multiple fire events within a mapped perimeter (~40%) (Figure 10a). In the latter
case, the burnt area extent of the fire perimeters showed large variability and included several very
large fires (Figure 10b).

The main cause behind the failure to detect active fires over fire perimeters was their small size
(<500 ha) (Figure 10a). In fact, in a broader sense, the failure to detect active fires was mostly associated
with fire perimeters smaller than 3000 ha (Figure 10b). The contribution of persistent cloud cover
and short-duration fires was marginal (<5%). However, small fires were often associated with short
durations. We were unable to identify the causes for the failure to detect active fires in about 10% of the
fire perimeters. These had a size distribution slightly larger than the remaining fires. The contribution
of fire perimeters without reported fire dates, or with multiple reported fire dates was relevant and led
to the exclusion of about 40% of the data from the analysis. When taking these data into account, the
fraction of fire perimeters without active fire detections was around 78%.
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represented in black.

4. Discussion

4.1. Potential and Limitations of Satellite Data

Overall, results showed that satellite active fire data can provide accurate information on fire start
and end dates, as well as the timing and location of fire ignitions. Satellite data have more potential to
provide information on larger than smaller fires mainly due to detection thresholds, temporal sampling
and pixel size [23]. Thus, although only a relatively small fraction of the total number of fires was
covered, the corresponding total burnt area percent was high (~77%).
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Fire databases are incomplete and have multiple sources of errors [6,8,10,20–22,28]. We have
highlighted some clear examples of such inaccuracies (see Sections 2.1 and 2.5). Moreover, the fire
databases have been derived using different methods and criteria. Bearing this in mind, we stress
that, although the comparison between satellite-derived and reported data was necessary, it should
be understood as an assessment and not as a validation. The analysis was performed to evaluate the
potential of satellite data to provide useful information on fire dates and ignitions. Thus, when both
sources provided similar values, confidence on the accuracy of satellite-derived data was strengthened,
but interpretation of divergent values was not as straightforward.

Results showed different agreements between satellite-derived and reported fire dates for each
study region, particularly for the estimation of the fire end date. This regional variability was also
marked in the optimization of the clustering algorithm (Supplementary Material Section 2). Some fire
records in Alaska and Portugal were likely incorrect, as often occurs in fire databases. For example,
the reported end dates in Alaska can be the dates when the fire reports and records were closed, and
not the actual extinction dates (K. Short, personal communication). However, It is also possible that low
intensity smoldering fires burned for several months without being detected, and may have burned
outside the summer season [41,57]. A regionally-based calibration will surely improve the accuracy of
satellite-derived fire information by accounting for specific fire regime characteristics, e.g., increasing
maxG in regions with smoldering fires or with long cloudy periods during the fire season.

Although the causes for errors and uncertainties in the fire databases are relatively easy to identify,
quantifying the errors and their impacts on subsequent studies is very difficult and, to the best of our
knowledge, has not been done. Satellite-derived start/end fire dates and ignition locations can be used
as additional information to identify and correct suspicious data records present in fire databases. For
instance, the existence of multiple or repeated records in the same fire perimeter, some with large spatial
and temporal discrepancies can be corrected by using satellite-data to identify the most plausible
records. We found a large proportion of data records containing pertinent information that were
located outside any fire perimeter. In fact, by using a buffer around the fire perimeters, we duplicated
the sample size without introducing significant noise in the analysis. Clearly, satellite-derived data
have a large potential to help correct these inaccurate records for large wildfires.

Our results have also shown that satellite data can be useful to complement existing fire databases
(see also [58]). The MODIS archive goes back to the year 2000, providing continuous information since
then, while the fire databases have gaps. Thus, satellite data may be the only source of information
on fire dates and ignitions for some years. Additionally, for regions with mapped fire perimeters but
without information on fire dates and ignitions, satellite data can be quite useful. For example, satellite
data can be used to complement existing databases in well-documented areas such as USA, Europe
and Australia. Moreover, in regions with an increasing trend on fire frequency satellite-derived data
can be an important tool for complementary information. For regions of the world without or with
scarce fire information, satellite data can be the only data source available. Satellite fire detections can
be particularly useful in remote areas such as the boreal region or the tropical savannas of Africa and
South America.

The utility of satellite-derived information is greatly enhanced when accompanied with
uncertainty estimates. We assessed the temporal and spatial uncertainties associated with fire ignitions
estimates using simple methods. Both timing and location estimates reflected the characteristics of the
MODIS active fire product, i.e., medium resolution and a relatively high revisiting time (two operating
sensors). Acceptable levels of uncertainty will depend on the application and ultimately on user
needs. The impact of ignition location uncertainty has been shown to significantly affect simulated fire
patterns [16]. Benali, et al. [59] used satellite-derived ignitions to model fire growth and found that the
uncertainty associated with ignition location had a large impact on the accuracy of simulations, while
the impact of the uncertainty associated with ignition date/hour was relatively low.

Some of the methodological options in the current work were empirically-based. The parameters
of the temporally constrained algorithm were defined using a simple multi-objective optimization
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approach. Results show that expanding satellite-derived estimates to cover a larger number of fires
and total burnt area could be achieved, by alleviating or removing the criterion based on the agreement
with reported databases of unknown accuracy. Assessing our satellite-derived estimates by comparing
them with the most contemporaneous records, and no more than three days apart, biased the analysis.
Considering all the data records would decrease the satellite versus reported agreement, however, this
step was necessary to minimize the impact of multiple problems found in the fire databases.

Our results highlighted the major limitations of using MODIS data to estimate fire dates and
ignitions. Two prominent features stood out: (i) lack or insufficient number of active fire detections
and (ii) the potential occurrence of multiple fire events within a single fire perimeter.

Firstly, insufficient data can arise from asynchronous fire activity and satellite detections, low
satellite detection thresholds due to sensor characteristics, limited number of overpasses, landscape
heterogeneity, cloud cover and smoke [51,60–62]. Small or short duration or fast moving or low
intensity fires are likely to be more affected by satellite omissions [60]. Although simulations indicate
that MODIS has a 50% probability of detecting a 0.01 ha flaming fire [51], validation studies using
Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) data suggest that this
detection threshold could be considerably larger [63–65]. At the global scale, Hantson, et al. [66]
showed that 36% to 86% of fire perimeters were omitted by MODIS active fire detections, however,
omission errors dropped significantly to a maximum of 20% when only fires larger than 500 ha were
considered. Hawbaker et al. [23] showed that MODIS detected about 82% of the fires and that cloud
cover significantly affected detection rates. Our results showed that 65% of the fires above 200 ha were
detected, and we did not find a significant role of cloud cover in satellite omissions. However, the data
and methods were substantially different and results will likely be highly dependent on the region and
corresponding weather conditions during the fire season. Furthermore, since detection rates decrease
with fire size and we only analyzed fires larger than 200 ha, large fraction of the total number of fires
will be omitted by satellite detections.

Secondly, fire perimeters mapped using late fire season data (e.g., Landsat data) are insensitive to
the number of events that can coalesce into a single burnt scar. Under these conditions, distinguishing
multiple fire events that lead to a single fire perimeter is very difficult. However, it must be noted that
even reported data on fire databases will likely fail to distinguish such events and the associated burnt
area extent. We discuss some potential improvements that can tackle these limitations in Section 4.2.

4.2. Future Research Directions

Estimating fire dates and ignitions based on satellite data will surely benefit from multi-sensor
approaches that integrate active fire products available from recent and upcoming sensors. The first
Visible Infrared Imaging Radiometer Suite (VIIRS) was launched in late 2011 and provides active fire
products with global coverage at both 375 m and 750 m twice per day [67]. Although the revisit time
is longer than for MODIS, the enhanced spatial resolution and smaller footprint deformation with
increasing viewing angles, have the potential to provide higher quality information regarding the
location of fire ignitions. Additionally, VIIRS products have higher detection capabilities than MODIS,
thus increasing the probability of detecting active fires, especially smaller ones [68]. Integrating VIIRS
products will surely improve the capability of satellite data to provide information on small fires,
improve the accuracy of ignition location estimates for large fires and reduce spatial uncertainty.
Geostationary data from Meteosat (First and Second Generation; MFG and MSG, respectively) and
Geostationary Operational Environmental Satellite (GOES) have been used to monitor active fire
activity for large areas [69,70]. These sensors have low spatial resolution but a very high frequency
(every 15 min). In principle, active products from geostationary satellites can be used for earlier
detection of fires, thus helping to improve the estimation of fire dates and reduce temporal uncertainties.
Finally, the upcoming Sentinel-3 satellites will provide global coverage of active fires with higher
detection capabilities than MODIS [71]. Fusing these several sources of active fire data, minimizing
their limitations and maximizing their potential, will contribute to a richer and more complete data
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archive on fires [72], thus surely improving the satellite-derived estimation of fire start/end dates and
ignition locations.

The methodology described in the current work depends on the availability of fine resolution fire
perimeters. This methodology has the potential to be applied to any region of the globe to estimate
fire dates and ignitions as long as other sources of fire perimeters are available. The MODIS burnt
area products can provide such information on a global scale with approximately 500 m of spatial
resolution [73–75]. Combining coarse burnt area products with active fire detections can be used to
estimate fire dates and ignitions. This would imply not capturing information for small fires and
dealing with a larger number of fire perimeters containing multiple fire events. To tackle the latter
issue, a method has been proposed to identify individual fires combining MODIS active fire and coarse
burnt area products [76], but can also be applied using finer resolution fire perimeters.

One specific issue that was not accounted for in the current work was the existence of multiple
independent and separate ignitions that led to a single final fire perimeter. These ignitions could be
detected simultaneously or not by the satellite active fire product. This issue can be important in some
regions of the world, for instance in the Australian savannas [77]. From visual analysis of satellite
active fire data we found evidence of multiple-ignition fires in Portugal and Greece. This issue requires
future work.

5. Conclusions

Satellite data can significantly contribute with accurate information on start/end dates and
ignition locations for large wildfires in regions with scarce fire information. It can also be used
to complement existing fire databases in well-documented areas (e.g., fill missing data) and/or to
detect and correct inconsistencies. In the future, the fusion of multi-sensor active fire data will surely
contribute to create a richer and more accurate archive of satellite-derived information to be used in
the study of individual fires.

Supplementary Materials: The following are available online at www.mdpi.com/2072-4292/8/4/326/s1.
Figure S1: The (a) total burnt area; (b) total number of fires with start and end dates assigned; and (c) MEF,
for several combinations of the minimum density (minD) and maximum gap (maxG) parameters. Figure S2:
Multi-objective function values (f(x)) for a range of minimum density (minD) and maximum gap (maxG) parameter
combinations for (a) Portugal; (b) Greece; (c) Alaska; (d) California; (e) SE Australia, and (f) all study regions
together. Figure S3: Assessment of the optimal buffer size to assign reported data to a given fire perimeter.
Figure S4: Flow chart for identifying potential causes behind the inability of satellite data to provide information on
fire dates and ignitions. Figure S5: Temporal (a) and spatial (b) agreement between reported and satellite-derived
ignitions (N = 1376). Figure S6: Temporal (a) and spatial (b) uncertainty associated with satellite-derived ignitions
(N = 2976). Table S1: Fraction of burnt area (%) covered with data of wildfires’ start/end dates and ignitions
(between brackets) for Portugal. Table S2: Fraction of burnt area (%) covered with data of wildfires’ start/end
dates and ignitions (between brackets) for Greece. Table S3: Fraction of burnt area (%) covered with data of
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Abbreviations

The following abbreviations are used in this manuscript:

USA United States of America
SE Southeastern
ICNF Instituto de Conservação da Natureza e Florestas
AICC Alaska Interagency Coordination Center
NSW New South Wales
MODIS MODerate Resolution Imaging Spectroradiometer
ASTER Advanced Spaceborne Thermal Emission and Reflection Radiometer
MEF Nash–Sutcliffe Model Efficiency index
VIIRS Visible Infrared Imaging Radiometer Suite
MFG Meteosat First Generation
MSG Meteosat Second Generation
GOES Geostationary Operational Environmental Satellite
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The recognized shortcomings of fire spread modeling systems and the widespread use of their outcomes in fire
management decisions render the evaluation offire simulation results crucial formodel calibration and improve-
ment. Additionally, newmethods are essential to avoid model misapplication in fuel and fire management deci-
sion processes.
This study proposes an exploratory evaluation framework of fire growth simulations using satellite active fire
data. It uses nine very large fires that occurred in Portugal between 2003 and 2012. Their fire growth was simu-
lated using the Fire Area Simulator (FARSITE) and compared with active fire data from the MODerate-resolution
Imaging Spectroradiometer (MODIS). The evaluation is based on two spatial measures that quantify the absolute
(SpD) and relative (NRSpD) spatial discrepancies between fire growth simulations and satellite active fires. Both
measures account for the uncertain location of the fire front(s) inside the active fire footprint.
Results highlight the contribution of the spatial discrepancymeasures to locate areas of low/high spatio-temporal
agreement between simulated fire growth and MODIS active fires, thereby aiding the assessment of potential
sources of simulation error. Results also show that despite the coarse spatial resolution of MODIS active fires,
these data are able to capture the spatial dynamics of fire growth. Limitations on the spatial measures were iden-
tified, particularly the lack of independence of evaluations using the NRSpD.
In spite of being exploratory, this study represents a novel contribution to the evaluation of fire growth simula-
tions because: 1) it uses satellite active fire data and is independent of the collection of reference burnt area pe-
rimeters; 2) it proposes two simple quantitative spatial discrepancymeasures; and 3) it can be applied to a large
number of wildfires, regardless of their geographical location. This innovative approach represents a potential
cost effective evaluation scheme, that can be used systematically whenever evaluation of a large number of
large wildfires is required and reference burned area perimeters are not available.

© 2017 Elsevier Inc. All rights reserved.
Keywords:
Wildfires
Portugal
Agreement
Fire spread simulations
Discrepancy
Hotspots
Active fires
FARSITE
MODIS
VIIRS
1. Introduction

On average, more than half a million hectares of forests, shrublands,
and croplands burn every year in Europe with fires in southern coun-
tries contributing the most to the total annual burned area (Schmuck
et al., 2015). Wildfires in the Mediterranean Basin, including Portugal,
Spain and Greece, are infrequent but have large environmental and
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socio-economic impacts (San-Miguel-Ayanz et al., 2013). Wildfire in-
tensity is usually greatest during summer months under dry, hot and
windy atmospheric conditions and can be amplified by drought (Trigo
et al., 2013b). Projections of future climate point to an increase in fre-
quency and severity of summer heat waves (Pachauri et al., 2014),
such that an increase in the number and extent of wildfires is likely
(Sousa et al., 2015). Hence, wildfire impacts and resources required to
manage them are also likely to increase in the future (Arca et al.,
2010; Kalabokidis et al., 2015; Turco et al., 2014).

Those scenarios highlight the importance of studying wildfires to
improve landscape and fire management decisions, aiming at anticipat-
ing and minimizing their impacts. Spatially explicit wildfire spread
models are often used to understand the intertwined relationships be-
tween fire, topography, fuel, and weather (Sullivan, 2009). They are
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commonly used to simulate wildfire behavior and growth (Arca et al.,
2007; Stratton, 2006), to assess wildfire risk (Alcasena et al., 2015;
Salis et al., 2013), to test the effectiveness of fuel treatment options
(Ager et al., 2010; Loureiro et al., 2006; Salis et al., 2016), and to support
tactical decisions in fire-fighting operations (Calkin et al., 2011;
Kochanski et al., 2013).

More often than not, fire spread modeling systems are used to sup-
port fuel and fire management decisions without a proper evaluation
of their outputs (Alexander and Cruz, 2013; Scott and Reinhardt,
2001). Consequently, lack of systematic information on the quality of
fire spread predictions can have a considerable impact on those deci-
sions. Nonetheless, little research has been done to assess those predic-
tions (Cui and Perera, 2010) in spite of the general understanding that
fire spreadmodels are simplifications of reality and that their reliability
is particularly dependent onmodel assumptions, calibration and quality
of input data (Albini, 1976; Arca et al., 2007; Cruz and Alexander, 2013).

Information on actual wildfire spread, intensity and growth patterns
is of poor quality (Duff et al., 2013), and it is typically collected post-fire
using ground data, and space or airborne imagery. Evaluation of fire
growth simulations based on simple indices and statistics, as the
Sørensen similarity index (Sørensen, 1948) and the Kappa coefficient
(Cohen, 1960), are commonly derived from superimposing observed
and simulated final burnt perimeters. However, an evaluation based
on these type ofmetrics provides little information on the causes of dis-
crepancy between fire perimeters, ignores the spatio-temporal patterns
of fire spread, therefore contributing little to characterize error sources
and to improve model performance (Cui and Perera, 2010; Duff et al.,
2013; Filippi et al., 2014b; Fujioka, 2002).

Recognizing the importance of evaluating model dynamics, new
methods and indices have been developed to evaluate fire spread simu-
lations by quantifying spread errors in terms of magnitude, spatial and
temporal variability. Filippi et al. (2014b) reviewed a set of evaluation
methods and proposed two new metrics, arrival time agreement and
shape agreement, based on fire simulation dynamics between time
steps of fire duration. Fire spread vectors have been used to compare
simulated and observed fire perimeters at common azimuth points
starting from the ignition point (Cui and Perera, 2010; Fujioka, 2002),
or by assigning pseudo-landmarks on the perimeters being compared
(Duff et al., 2012), from which indices encompassing size, orientation
and shape perimeter differences are derived. Duff et al. (2013) present-
ed an alternative method based on travel path vectors where distances
represent the actual fire spread on the ground between two fire dura-
tion time steps. All the previous dynamic evaluation approaches rely
on the collection of reference perimeters and field-based measures of
fire locations, which can be difficult to implement for large wildfires,
given their stochastic nature in space and time, and expensive to obtain
for a large number of case studies. Also, in the previous studies, model
bias evaluation was performed using a single fire, which may lead to a
lack of robustness (Duff et al., 2013; Filippi et al., 2014a). This is not
the case of the study of Filippi et al. (2014a) that simulates 80 wildfires
and uses different error scoringmethods to compare the performance of
four different fire spread models.

Satellite active fire data are a cost-effective alternative to systemati-
cally provide information on the spatial dynamics of largewildfires. This
data source can be especially important to characterize fires occurring in
remote areas, andwhere existingfire databases have scarce information
and/or large inconsistencies (Benali et al., 2016; Hawbaker et al., 2008;
Schroeder et al., 2014). Some authors have explored the potential of sat-
ellite thermal data to monitor wildfire growth. Jin et al. (2015) used ac-
tivefire data from theMODerate-resolution Imaging Spectroradiometer
(MODIS) to characterize fire spread rate, direction and duration of large
wildfires. Parks (2014) and Veraverbeke et al. (2014) also used MODIS
active fires to produce continuous fire progression maps for large wild-
fires. Nonetheless, active fire satellite observations have not yet been
used to evaluate fire spread model estimates, in spite of their wide-
spread use in other fire research fields. This has been limited in part
by the absence of a methodology to systematically evaluate simulation
results over both space and time.

There are potential limitationswhen using satellite active fire data to
monitor the progression of individual fires, mostly related with satellite
detection capabilities: revisit cycle, viewing geometry and pixel size
(Hawbaker et al., 2008; Oliva and Schroeder, 2015). Other factors relat-
ed with fire environment such as fire size, duration, intensity, thermal
contrast with surrounding areas, vegetation type affected, and persis-
tent cloud clover and/or dense smoke plumes also constrain satellite de-
tection rate (Csiszar et al., 2006; Giglio et al., 2003; Hantson et al., 2013).
Fire commission is significantly lower for large and intense fires
(Hawbaker et al., 2008; Oliva and Schroeder, 2015).

The potential of satellite active fire data can be applied in the evalu-
ation of fire growth simulations although this requires an approach
that: i) can be objectively applied to a comprehensive number of large
wildfires; ii) uses metrics capable of evaluating simulation dynamics;
and iii) does not rely on the collection of reference burnt area perime-
ters. Based on these needs, the current study proposes an exploratory
approach for quantifying the spatial and temporal discrepancies
between simulated fire growth and time series of satellite active fire ob-
servations. We acknowledge that the evaluation is not intended to be a
quantification of model error nor an assessment of model performance
because the first requires ground reference data and the second reliable
model input data. Specific goals are: 1) to propose a spatial discrepancy
distance metric; 2) to assess the impact that satellite pixel size has on
the evaluation measure; and 3) to discuss evaluation sheme limitations
and identify future research needs. To achieve these objectives the
method is applied to nine large wildfires that occurred in Portugal be-
tween 2003 and 2012. Analysis is limited to the evaluation framework
using available input and satellite fire data. We describe the fire model
and the configuration used although a discussion of its merits falls out-
side the scope of this study.

2. Data and methods

2.1. Fire case studies

Portugal is one of the Southern European countries most affected by
wildfires (Schmuck et al., 2015; Tedim et al., 2013). Burned area
exceeded 400,000 ha and 350,000 ha in 2003 and 2005, respectively
(Oliveira et al., 2012; Tedim et al., 2013). Based on a 39-year record
(1975–2013) of annual fire perimeters mainly derived from Landsat
satellite image classification (Oliveira et al., 2012), nine large fires
(N10,000 ha, above the 99th percentile of the fire size distribution)
that occurred in central-southern Portugal were selected for this
analysis (Fig. 1). Five of the nine events occurred in 2003, two in
2005, one in 2004 and one in 2012 (Table 1).

Portugal experienced an exceptional heat wave in 2003, which was
characterized by record high minimum and maximum temperatures,
extremely low relative humidity and relatively high wind speed
(Tedim et al., 2013; Trigo et al., 2006). Similarly, the 2005 and 2012
fire seasons coincided with two of the most severe droughts on record
(Pereira et al., 2005; Trigo et al., 2013a).

2.2. Fire spread simulations

The FARSITE (Fire Area Simulator, Finney (2004)), one of the most
widely used fire propagation simulation systems, predicts fire behavior
in spatially heterogeneous terrain and fuels landscapes, under variable
weather conditions (Papadopoulos and Pavlidou, 2011; Sullivan,
2009). FARSITE is based on a semi-empirical fire spread model
(Rothermel, 1972) that relies on Rothermel-based fuel models
(Rothermel, 1972; Scott and Burgan, 2005), and integrates models for
surface and crown fire spread (Rothermel, 1972, 1991; Wagner,
1977), dead fuel moisture (Nelson, 2000) and spotting from torching
trees (Albini, 1979). Surface fire growth is simulated as an elliptical



Fig. 1. Location of nine large fires (N10,000 ha) that occurred in Portugal between 2003 and 2012. Fires are coded as: CasteloBranco1 (CBR1); CasteloBranco2 (CBR2); Covilhã1 (COV1);
Covilhã2 (COV2); Monchique1 (MCQ1); Monchique2 (MCQ2); Monchique3 (MCQ3); Loulé (LL); and Tavira (TAV).
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wave propagation based on the Huygens' principle (Finney, 2004) to
model the expansion of a polygonal fire front through time (Richards,
1990).

FARSITE incorporates raster layers of topography and fuels, aswell as
weather data (temperature, precipitation, relative humidity, wind and
cloud cover). Digital elevation data were acquired from the NASA Shut-
tle Radar TopographyMission (SRTM) at 90m spatial resolution (Farr et
al., 2007). Slope and aspect variables were derived from the elevation
dataset.
Table 1
Fire name, code, area, start date and duration (see Section 2.3 for the calculation of the fire
event duration).

Name (fire code) Area (ha) Start date (day/month/year) Duration
(days)

CasteloBranco1 (CBR1) 40,076 01/08/2003 4
CasteloBranco2 (CBR2) 13,965 27/07/2003 8
Covilhã1 (COV1) 17,465 19/07/2005 5
Covilhã2 (COV2) 16,674 13/08/2005 8
Monchique1 (MCQ1) 25,450 08/08/2003 7
Monchique2 (MCQ2) 13,770 12/08/2003 3
Monchique3 (MCQ3) 25,011 11/09/2003 5
Loulé (LL) 29,228 27/07/2004 5
Tavira (TAV) 23,716 18/07/2012 5
The fuel complex was described by the Northern Forest Fire Labora-
tory (NFFL) stylized set of 13 fuel models (Anderson, 1982). Most of the
NFFL fuelmapswere provided by thePortuguesemunicipalities affected
by the fire events analyzed, at 25 ha spatial resolution.Where this infor-
mation was not available, the Corine Land Cover (CLC) dataset (Bossard
et al., 2000; Caetano et al., 2009) was used to guide the assignment of
NFFL fuel models to Portuguese vegetation types, a procedure adopted
by Portuguese fire management agencies (Fernandes, 2005). The con-
version table from CLC classes to NFFL fuel models is shown in the sup-
plementary material (Supplementary Table 1) . Areas burned by fires
that occurred earlier in the same year were classified as non-burnable.
Recent 1 and 2-year-old burns were assigned to the CLC shrubland
class (324). This class assignment procedure based on expert knowl-
edge has been also used for converting Sardinian land use maps into
fuel class maps (Salis et al., 2014). Canopy cover (%) was obtained
from the MODIS Vegetation Continuous Fields Yearly L3 Global 250 m
(MOD44B) product (DiMiceli et al., 2011).

Hourly-simulated weather data (temperature, precipitation, insola-
tion, relative humidity and wind speed and direction) were retrieved
from a regional climate simulation performed with the Pennsylvania
State University/National Center for Atmospheric Research (PSU/
NCAR) mesoscale MM5 model (Grell et al., 1994) that spans the period
1959–2007. This simulationwas run at 10 kmhourly spatial and tempo-
ral resolutions, driven by the European Re-Analysis data (ERA-40,
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Uppala et al. (2005)) at the domain boundaries. Details of it can be
found in Jerez et al. (2013) and Lorente-Plazas et al. (2014). Nonethe-
less, one of the case studieswas outside the time span of the referred cli-
mate simulation. Thus, for the 2012 Tavira wildfire we used weather
data produced with the Weather and Research Forecasting (WRF)
model (Skamarock et al., 2005), that roots on the MM5 model. The
WRF weather simulation corresponds to a dynamic downscaling of
the ERA-Interim re-analysis (Dee et al., 2011) for Iberia at 9 km spatial
and hourly temporal resolutions (Soares et al., 2012). To account for
the effect of the interaction between topography and local winds, the
above mentioned gridded wind data were further modeled with
WindNinja vers. 2.1.3 (Forthofer, 2007).

The daily weather data were used to calculate dead fuel moisture
content values (FMC) during the simulation period. Initial FMC values
for dead and live fuels were obtained from the literature (Scott and
Burgan, 2005). Initial herbaceous andwoody live fuelmoisture contents
were set to 60 and 90%, respectively. Moisture content values for 1-h,
10-h and 100-h time-lag dead fuels classeswere set to 6%, 7% and 8%, re-
spectively. A 3-day fuel-conditioning period was specified to adjust
these initialization values over the landscape, prior to the start of the
simulations.

Based on the spatial resolution of the input variables, and on the
computing resources required to run the simulations, we used a 1-
hour time step and 100 m spatial resolution, which provided an accept-
able level of detail for heterogeneous landscapes (Clark et al., 2008).We
did not simulate spotting fires due to their stochastic nature nor fire
suppression operations because of the absence of detailed and consis-
tent operational data on the processes driving fire spread for all the
cases studied.

2.3. Satellite active fire data

Satellite active fire data were used to i) determine the fire start and
end dates, thus fire event duration; ii) determine ignition location(s);
and iii) evaluate temporal and spatial discrepancies between active
fire's observations and simulated fire growth. The first and last active
fires detected over the post-fire reference fire perimeter were used to
determine the start and end dates, respectively (Benali et al., 2016). Ad-
ditionally, we removed active fires close to the end date that were likely
flare-ups and did not exhibit relevant fire spread. The locations of the
first active-fires detected were set as the ignition points. Fire spread
simulations were run from the start date until the end date.

We used active fire data from the MODIS Global Monthly Fire Loca-
tion Product (MCD14ML, collection 5), which combines the middle-in-
frared and the thermal bands to detect fires that are burning at the
time of overpass, providing information about the location, date, and
time of the detected active fires (Giglio, 2010). The MODIS instruments
onboard the Terra andAqua satellites supply daytime and nighttime ob-
servations at four nominal acquisition times (Terra: 10:30 am and
10:30 pm; and Aqua: 2:00 pm and 2:00 am, local time). MODIS active
fire data can provide valuable and detailed information on wildfire oc-
currence and spread, especially where ground or airborne fire reference
data do not exist or are of poor quality (Parks, 2014; Veraverbeke et al.,
2014).

The spatial resolution at nadir is approximately 1 km but the pixel
footprint can greatly increase with view angle (Wolfe et al., 1998)
reaching up to 10 km2 at the scene's edge (Ichoku and Kaufman,
2005). A pixel does not have to be fully occupied by smoldering/flaming
fires in order to be detected; typically fractional fire areas as small as
0.01%with an average temperature of 900 Kwill show N50% probability
of detection by theMODIS fire product (Giglio et al., 2003). The location
of the fire front within a 1-km2MODIS active fire pixel is uncertain, and
themagnitude of this uncertainty depends on size of the pixel footprint
and the number of fire fronts within it (Campagnolo and Montano,
2014; Veraverbeke et al., 2014). The active pixel footprints were calcu-
lated using the scan and track fields from the MCD14ML data set, with
formulations that relate the scan angle and Earth's geometry with the
pixel dimensions (Ichoku and Kaufman, 2005).

2.4. Fire growth evaluation measures

Quantification of the spatio-temporal discrepancies of fire growth
simulations was based on two novel measures: the Spatial Discrepancy
(SpD) and the Normalized Relative Spatial Discrepancy (NRSpD). The
SpD provides information on how distant the simulated fire growth is
from the active fire(s) detected at a given satellite overpass, and can
be integrated for the full individual fire length. The NRSpD is a relative
measure useful for: 1) comparing simulations of fires of different sizes
and durations; and ii) comparing time intervals of the same fire. Infor-
mation on the relative position of the simulated burned area (accelerat-
ed or delayed)when comparedwith satellite observed fire positionwas
also included in this metric.

Conceptually, definition of the discrepancymeasures relies on: i) the
closest distance between an active fire and the corresponding position
in the simulated fire perimeter, assuming that this position has the
highest likelihood of being a point from the fire front represented by
that active fire; and ii) given the uncertain location of the fire front in
the sub-pixel active fire, the minimum distance within it is considered,
based on the fact that the spatial discrepancywill always be greater than
or equal to this distance. Spatial discrepancymeasures are calculated for
each active fire from each satellite overpass selected for comparison
with the fire growth simulation. Fig. 2 illustrates the calculation of the
SpD measure for a single active fire from the TAV case study. As an
example, consider three consecutive satellite overpasses (Satt0 - first
detected active fires after ignition, Satt1 - an intermediate satellite
overpass during the fire propagation, and Satt2 - the overpass from
which we selected active fire j for calculating the SpD measure) and
the corresponding simulated fire perimeters for each satellite over-
passes after the first satellite detection (Simt1 and Simt2). For satellite
overpass Satt2 and activefire j, it is calculated as theminimumEuclidean
distance between each sub-pixel element k (i.e. within the satellite ac-
tive fire footprint that is divided into cells of 100m) and all the simulat-
ed burned pixels (n) from Simt2 (Fig. 2, SpDj,k term). SpDj between each
satellite active fire j and the corresponding simulation is calculated first
over n and then over k, as theminimum value of all active fire sub-pixel
SpDj,k values Eq. (1):

SpDj ¼ mink SpDj;k

� �
¼ mink minn dist Sat j;k;t ; Simt;n

� �� �� � ð1Þ

where k is the sub-pixel element centroid in the satellite active fire foot-
print j of satellite overpass t, and n a simulated burned area pixel. For
later analysis (Section 3.3.2) the SpDj can assume the SpDmin or the
SpDctr abbreviation depending if the minimum or the centroid distance
of the active fire footprint is used in its calculation, respectively.

The SpD absolute distance cannot be used to compare fires of differ-
ent sizes and/or between different time intervals of the same fire, thus
to address these limitationswe propose the Normalized Relative Spatial
Discrepancy (NRSpD) measure Eq. (2):

NRSpDj ¼ α 1−
minDj−SpDj

minDj þ SpDj

 !
¼ α

2SpDj

minDj þ SpDj

 !
ð2Þ

where SpDj is the spatial discrepancy Eq. (1) and minDj is the distance
between an active fire j and the closest observed ignition (Fig. 2). This
ignition can be from satellite or other source of data. The parameter α
identifies under- and over-prediction based on the rational that if an ac-
tive fire is detected after ignition time and is contained within the sim-
ulated fire perimeter from that time,α is 1 (overprediction). Otherwise,
α is−1 (underprediction).NRSpD varies between−1 and converges to
2, depending on the values of minD and SpD (Fig. 3).



Fig. 2. Spatial discrepancy (SpD) between satellite active fire data (Sat) and simulated fire growth (Sim) for the TAV case study. For a given satellite overpass t, and for each sub-pixel k
element from an active fire j, SpDj,k is calculated and then the minimum spatial discrepancy value (SpDj) for that active fire is determined Eq. (1). minD is the minimum distance
between the closest ignition and active fire j (see text for the details).

306 A.C.L. Sá et al. / Remote Sensing of Environment 190 (2017) 302–317
NRSpD is equal to−1 when the simulated fire does not spread and
consequently minD equals SpD and α is −1 (strong underprediction
of fire growth). The NRSpD is greater or equal to 1 and converges to 2
when SpD is greater or equal to minD (overprediction of fire growth).
When SpD is less than minD, the NRSpD ranges between −1 and 1
and the sign depends on the value of α. Finally, the NRSpD is 0 when
the agreement is perfect, i.e. SpD equals to 0. The NRSpD measure can
be used to compare different fire growth simulations. Since it's a nor-
malized ratio it takes as reference the distance between ignition and ac-
tive fires from a given satellite overpass, thus it is unaffected by fire size,
duration and time of satellite overpass.

The median and the interquartile range were computed for each
measure of discrepancy and for each case study. The analyses considers
each fire duration and number of detected active fires (total and be-
tween time steps). To minimize the bias arising from heterogeneous
sample sizes the time intervals were defined to yield a similar sample
Fig. 3. Relationship between Normalized Ratio Spatial Discrepancy (NRSpD) and Spatial Discrepa
ignition (minD in km).
size, i.e. number of active fires for which the discrepancy measures
were calculated.

2.5. Impact of MODIS active fire limitations on the evaluation scheme

We analyzed how some of the recognized limitations of MODIS ac-
tive fire data can potentially affect the proposed satellite-derived fire
growth discrepancymeasures by focusing on twomain issues: i) under-
estimation of fire activity; and ii) spatial resolution.

Fires burning under persistent cloud cover and dense smoke plumes
are hard to detect (Hawbaker et al., 2008; Schroeder et al., 2008).
Still, detection may be possible if the cloud or smoke layer is thin
(Hawbaker et al., 2008). The CBR1wildfire occurred under exceptional-
ly hot and dry thunderstorm conditions (Ramos et al., 2011), which led
to a period of time with dense cloud cover and limited thermal detec-
tions by MODIS. Also, this fire was driven by multiple ignitions, with
ncy (SpD) for different values of the distance between a given active fire and the nearest
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large burning areas that caused extensive smoke coverage. To illustrate
the potential impact of cloud cover and smoke plumes on MODIS
detections, we visually explored the CBR1 fire growth by overlaying
MODIS active fires on the MODIS Land Surface Reflectance images
(MOD09GA/MYD09GA, Vermote et al. (2011)) and on the MODIS
Land Surface Temperature and Emissivity (LST) nighttime quality
control data set (MOD11A1/MYD11A1, (Wan, 2013)). We used a RGB-
7,2,1 band combination of the MODIS land surface reflectance product
(LSR) for daytimemonitoring of fire affected areas. Additionally, report-
ed ignitions from the Portuguese Rural Fire Database (PRFD, Pereira et
al. (2011)) were overlaid.

The effect of pixel size on the proposed discrepancy measures and
evaluation schemewas investigated by: i) explicitly taking into account
the uncertainty in sub-pixel location; and ii) using a higher spatial res-
olution active fire data set. The spatial discrepancy calculated using
Fig. 4. For each case study, detected MODIS active fires (left) and fire growth simulations (righ
increments from the start to the end date of the event. Mapped burnt scar perimeters are also
the minimum distance location (SpDmin) was compared with the same
measure but calculated using the active fire centroid (SpDctr). The for-
mer approach integrates the sub-pixel uncertainty and the effect of
pixel size, while the last does not. This analysis proposes to assess
under which circumstances is use of SpDminwithin the pixel footprint
preferable over using SpDctr.

The impact of MODIS pixel size on the evaluation scheme was fur-
ther explored by comparing the spatial discrepancy results with those
obtained using active fire data from the improved spatial resolution
375 m Visible Infrared Imaging Radiometer Suite (VIIRS) sensor. On-
board the Suomi National Polar-orbiting Partnership (S-NPP), the S-
NPP/VIIRS was launched in October 2011, has an equator crossing
time of 1:30 pm and 1:30 am, and acquires simultaneous co-registered
375mand 750m spatial resolution data (Schroeder et al., 2014).We se-
lected the TAV case study (the only one dated after 2011) for comparing
t) are shown in the same temporal scale. Fire growth is represented by 10% elapsed time
shown for each case study.
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the spatial discrepancy measures calculated using active fire data from
both sensors. Given their temporal resolution difference, time intervals
for comparison needed to be adjusted.
3. Results

3.1. Active fires and fire growth simulations

Fire growth simulations were run and its estimates were com-
pared with the satellite active fires position for the same time pe-
riods (Fig. 4). Three case studies (COV2, TAV and LL) showed
reasonable spatial and temporal correspondence between the ob-
served active fires and the corresponding fire growth simulations.
The COV2 simulation covered nearly the entire fire perimeter,
while trailing slightly behind compared with the satellite active fire
positions. Similarly, for the TAV and LL case studies, fire growth sim-
ulations surpassed active fire progression denoting slight model
overestimation. Nevertheless, most case studies (six out of nine)
underpredicted fire growth. For example, the active fire spatio-tem-
poral distribution of CBR1 shows that this was an extremely fast fire
Fig. 5. Spatial Discrepancy (SpD, on the left) and Normalized Ratio Spatial Discrepancy (NRSpD,
(black lines).
with two northbound propagating fire fronts, and with most of the
area burned during the first half of the event's duration. This fast
growth pattern and the large total burned area extent were not
reproduced by the simulation. The same fire growth underestima-
tion was observed for MCQ3 with most of its extent consumed in
less than half of its duration, as shown by the small number of active
fires with orange to red tones. A similar pattern of active fire progres-
sion was observed in the CBR2 case study. The MCQ1 wildfire
displayed a complex spatio-temporal distribution of active fires,
pointing to multiple event ignitions as shown by the reddish points
in the north, west and south boundaries of the fire perimeter, with
a fire growth pattern that would be hardly reproduced by a single
run simulation.
3.2. Fire growth discrepancies

While Fig. 4 maps the temporal distribution of active fires and
simulated fire growth along each interval of elapsed time, quantifica-
tion of the spatial discrepancy between both sources of data for each
active fire position is mapped on Fig. 5. There are mainly two classes
on the right) measuresmapped for each case study. Burnt scar perimeters are also overlaid
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of spatial discrepancy values depicted in Fig. 5: observations with
SpD lower than 1 km and NRSpD values between −0.2 and 0.2
(those with the best spatial agreement); and those observations
with SpD N1–2 km, which correspond to those observations with a
strong delay of the fire growth simulation (NRSpD values lower
than −0.4). The combined information from Figs. 4 and 5 shows a
general pattern of increasing discrepancies with time elapsed since
ignition. In the southwest region of the COV2 case study, there are
some differences between the timing of satellite detection and of
simulated fire front (Fig. 4). However, the spatial discrepancy for
most of the active fires is below 1 km, which denotes a good spatial
agreement between simulation and active fire data. The largest SpD
and lowest NRSpD values are found in areas where the simulations
were not able to reproduce the fire growth pattern given the slow
rate of simulated fire growth (observations where the spatial dis-
crepancy is N2–3 km) (Fig. 5). Excluding these areas, most of the dis-
crepancies are below ~2 km, leading to slightly negative NRSpD
values (light blue tones in Fig. 5).

In general, the variability of both measures, aggregated for the full
case study, is very large, with most of the median SpD values below
~4 km, and with five out of nine median NRSpD values below −0.5
(Fig. 6). Fire growth estimates for the LL case study show the lowest spa-
tial discrepancies with active fire data, with perfect agreement for 50%
of the comparisons. For the TAV case study, 25% of the comparisons
show perfect agreement (NRSpD = 0) while 25% have NRSpD values
below 0.25, which represents a good spatial agreement between simu-
lated and satellite fire growth.

The worst simulations are from the CBR1, CBR2, COV1, and MCQ1
case studies, with the largest top four median SpD values. The strong
delay of the CBR1 simulated fire growth is depicted by large values of
median SpD and low NRSpD values for the entire duration, denoting a
strong fire growth underprediction (Figs. 5 and 6). Despite MCQ3
having a relatively low median SpD value, it shows a strong
underprediction, with N50% of the NRSpD below −0.5 (Fig. 6).

The temporal evolution of the spatial discrepancies for each fire
event is shown in Fig. 7. The CBR2, MCQ1 and MCQ3 case studies
show increasing SpD values during the initial 60–70% of their total
duration, decreasing afterwards. In general, the NRSpD values in-
crease towards 0 near the end of the fire's duration.

Grouping all the case studies, the evolution of NRSpD values along
elapsed time since ignition is shown in Fig. 8. Overall, simulated fire
growth is consistently underpredicted (NRSpD b 0) when compared
with satellite active fire data. The non-monotonic evolution of the
median NRSpD value indicates that discrepancy decreases after ca.
60% of time elapsed. Periods of agreement and overprediction
(NRSpD ≥ 0) between the simulations and the active fire data also
Fig. 6. Interquartile range values of the SpD (light grey boxes) and NRSpD (dark grey boxes) me
between fire growth simulations and active fire data observations.
occur, as shown by the upper percentile of the NRSpD and illustrated
in the TAV and LL fire growth simulations (Figs. 5, 6 and 7).

3.3. Impact of MODIS active fire limitations on the evaluation scheme

3.3.1. Underestimation of fire activity
During the CBR1 fire growth, the thunderstorm conditions led to

almost two days of limited thermal detections due to cloud cover
(Fig. 9b, c and d). Still, some fire detections occurred, probably
under a layer of thin clouds (Fig. 9c and d). Even considering this pe-
riod of fire detections absence, it was possible to use approximately
300 active fire pixels to evaluate the simulation. This fire was driven
by large burning areas along with well-developed smoke plumes
(Fig. 9e and f). However, the smoke plumes did not appear to pre-
clude the active fire detections. Multiple fire ignitions were recorded
in the PRFD (Fig. 9b and c), although some of themwere not detected
by MODIS due to the thick cloud cover (Fig. 9b).

3.3.2. Spatial resolution
Analysis of the impact of the MODIS pixel size on the spatial dis-

crepancy measures was based on a total number of 3136 active
fires, with active fire footprint area ranging from the nominal value
of 1 km2 to 10 km2, and an overall median of 1.86 km2 (Supplemen-
tary Fig. 1). Approximately 40% of the active fires (light grey data in
Fig. 10a) have SpDmin b SpDctr − SpDmin and SpDmin b 2 km, which
corresponds to those active fires spatially close to the simulated
fire perimeter. Of these pixels, approximately 40% have the lowest
footprint areas (100–200 ha, Fig. 10b). For increasing values of the
MODIS footprint size (SpDctr − SpDmin distance increases), using
the active fire minimum distance position decreases the uncertainty
for large pixel footprint size and thus the SpDmin favors the
simulation's accuracy.

For the remaining active fires (ca. 60% of the active fires, dark grey
data in Fig. 10a), SpDmin is always greater or equal than the SpDctr −
SpDmin distance, thus even considering the minimum distance active
fire location, evaluation measures show a large discrepancy (under
or over-estimation) between fire growth simulations and active fire
data. Approximately 60% of these observations corresponds to active
fires with footprint areas between 100 and 200 ha (Fig. 10b). In spite
of being the smallest active fires, thus with the lowest uncertainty,
the large values of SpDmin turns irrelevant to use the minimum or
the centroid distance because simulation results inevitably show a
poor agreement with active fires.

For the more recent (2012) TAV case study, MODIS and the im-
proved spatial resolution VIIRS data show similar fire growth pat-
terns (Fig. 11). For this case study, MODIS active fire data have a
asures for each case study. The zero NRSpD dashed line represents the perfect agreement



Fig. 7.Median and corresponding interquartile ranges of SpD (km) andNRSpD (unitless) measures along time elapsed (%) since first detection, for each case study. Simulated-satellite fire
growth discrepancies show a dynamic pattern along fire length.
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Fig. 8. NRSpD median and interquartile range evolution along time elapsed (%) since ignition, encompassing all case studies. Spatial discrepancy decreases after ca. 60% of time elapsed.
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median footprint value of 200 ha (Appendix B) while the median
VIIRS footprint size is approximately 20 ha (boxplot not presented).
Despite the large difference betweenmedian footprint sizes, the evo-
lution of the spatial discrepancy measures across elapsed time since
ignition and the spatio-temporal distribution of active fires of both
sensors are similar (Fig. 11b and c). As expected, the calculated SpD
values using VIIRS active fire data have a larger variability and are
2× larger than those using MODIS active fires, with a maximumme-
dian value of 3 km at 65% of elapsed time since ignition (Fig. 11a),
when the fire stopped spreading south and had started expanding
from the flanks given a sudden change on wind direction (Viegas et
al., 2012). This corresponds to the period when the fire was most ac-
tive. Fire growth simulation is overpredicted, which is in agreement
with the small positive values of the NRSpD from both sensors in the
last half of the fire length (Fig. 11b and e). Except for the fire flanks,
simulated fire growth reproduced the active fire positions during
most of the event duration, with median NRSpD values near 0 in
the second half of the event denoting good simulation-satellite
agreement (Fig. 11b). It is also possible to observe the number of
each satellite overpasses per time elapsed interval, with significant
difference for example in the 25–55% interval where there is only a
single acquisition of VIIRS active fire data.

4. Discussion

4.1. Evaluation of fire growth discrepancies

For most of the case studies, fire growth occurred during the ini-
tial 50–70% of fire length time, a pattern not followed by the simula-
tions, except for the LL and TAV case studies. Fire growth simulations
were delayed for most of the case studies when compared with sat-
ellite active fire positions (Fig. 4). The discrepancies observed be-
tween the fire spread simulations and active detections could have
been caused by a number of factors, namely: 1) the fire spread
model itself; 2) fuel model assignment and classification; 3) spatial
resolution of weather data, particularly of wind data; 4) geometric
representation of satellite fire ignitions; and 5) absence of spotting
and fire suppression simulation. Exploring the detailed implications
of these limitations on the simulation results is beyond the scope of
the present study.

Overall, the SpD values are large and the NRSpD values close to
−1, meaning that simulations underestimated fire growth with
large spatial discrepancies (N1–2 km). Quantifying and mapping
the spatial discrepancy measures enable the selection of different
spatial discrepancy thresholds, for example to select those observa-
tions with values N1 km to explore potentially related sources of
error. It is also possible to explore what are the landscape/weather
properties that lead a simulation to a condition of extreme under
or over prediction of fire growth. Thus, it is important not only to
identify the regions of under or over fire growth prediction but also
the magnitude of their spatial discrepancy. By integrating the spatial
discrepancy values over the length time of each case study (Fig. 6),
allows exploring their variability and to identify those simulations
with problems (low accuracy).

There is also a large variability in the spatial discrepancy mea-
sures along time elapsed since ignition (Fig. 7). The median values
for both measures show non-monotonic profiles throughout the du-
ration of the fires. In general, SpD increases with elapsed time, which
agrees with the statement that fire growth prediction errors com-
pound with each time step (Bachmann and Allgöwer, 2002). Howev-
er, those discrepancies do not increase linearly along elapsed
simulation time and vary with case study, sometimes decreasing at
the final stages of the fire (Figs. 7 and 8). Identifying the time inter-
vals of significant under or over fire growth prediction also allows
exploring the potential sources of simulation errors, supporting
model calibration, and thus improving model estimates. In an opera-
tional context, information on the SpD is crucial to help firemanagers
to decide whether they use or not the simulation results to support
their decisions. The confidence in the information given by the abso-
lute discrepancies will depend on the values and human lives at risk.

The median NRSpD encompassing all the case studies shows con-
sistent underprediction of fire growth, decreasing until ~60% of time
elapsed and increasing afterwards (Fig. 8). The observed increase in
the NRSpD in the last half-time of the fire event can be due to an im-
provement in fire growth simulations and/or a combined effect of
weather and fire-control operations. Under the typical severe weath-
er conditions driving the very fast wildfire spread conditions, fire-
fighting effectiveness is limited. Once weather conditions moderate,
there is an opportunity window for more effective fire suppression
(Finney et al., 2009). Therefore, towards the end of the fire event, ac-
tive fire progression slows (as shown in Fig. 4) and thus the spatial
discrepancy between simulated fire growth and satellite active fire
observations decrease. The NRSpD measure highlights the dynamic
pattern of the evaluation of fire spread simulations that was never
explored before but which requires information on the processes
driving fire propagation to validate the raised hypothesis. This



Fig. 9. CBR1wildfire growth. Satellite active fires (yellow dots) are shown overlaying the diurnal MODIS LSR (a, e, f) and nighttimeMODIS LST (b, c, d) images. Multiple ignition points are
also shown (PRFD, pink and orange dots). LSR stands for Land Surface Reflectance and is a RGB-7,2,1 band color composition. RST stands for Land Surface Temperature. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)
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suggested different pattern of simulation performance is masked
when only a post-fire assessment approach is used to evaluate fire
spread simulations.

Despite exploratory, evaluation results highlight the ability of the
proposed evaluationmetrics to depict different spatial dynamics of sim-
ulated fire growth. However, further research is needed to improve the
proposed spatialmeasures, particularly to overcome some limitations of
the NRSpD. A relative spatial discrepancy measure is required to com-
pare fires that have different sizes and/or durations. However, if the
first detected active fires are also used as ignitions in the simulations
(as they were in this study), this creates a dependency between fire
growth simulations and the NRSpD values. This is not a problem when



Fig. 10. Comparison between the spatial discrepancy calculated using theminimum distance (SpDmin) and using the centroid position (SpDctr) for each active fire from all the case studies
(a); frequency of active fires for active fire footprint area classes (b). Most of the cases evaluation results are not affected by the fire front sub-pixel location given the large spatial
discrepancies of fire growth simulations.
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ignition is obtained from fire databases. This measure, due to its defini-
tion, has a scale range that is not intuitive (−1, +∞). A deeper analysis
on the distribution properties ofNRSpD is required, and to explore if it is
Fig. 11. Comparison between MODIS and VIIRS 375 m active fire data and fire growth simulatio
values of SpD (a) and NRSpD (b); MODIS active fires (c); VIIRS 375m active fires (d); and FARSI
VIIRS satellite overpasses, respectively. Spatial discrepancy measures calculated using MODIS a
more sensitive to the shape (given the comparison with the active fires
position) than to the size of the simulated fire. It is worthy to note that
the under/over-prediction parameter (alpha) in the NRSpD formula can
ns along time elapsed (%) for the TAVwildfire case study. Median and interquartile range
TE fire growth simulation (e). Satellite squares and dots in a) and b) representMODIS and
nd VIIRS active fires show a similar temporal pattern for the TAV case study fire.
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be linked to the SpD measure instead, increasing the richness of its
information.

4.2. Impact of MODIS active fire limitations on the evaluation scheme

4.2.1. Underestimation of fire activity
Potential underestimation of fire activity due to cloud cover and

smoke plumes is a problem that affects thermal detections from all sen-
sors, not only MODIS. The CBR1 example shows that due to cloud cover,
during a considerable time length of fire growth there were no thermal
detections. Therefore, during this period we were not able to evaluate
the quality of fire growth simulations. However, thin clouds and
smoke plumes did not totally prevent MODIS active fire detections
(Fig. 9c, f). Evenwith these restrictions it was possible to use ca. 300 ac-
tive fires (Appendix B) in the evaluation of the spatial discrepancies for
thewhole fire event. In Portugal, large summer wildfires typically occur
under extreme hot and dry meteorological conditions (Trigo et al.,
2006), thus cloud cover is unlikely to occur during these fire events.

Besides, the CBR1 example also illustrates the potential of active fire
data to provide information on the location of new fire ignitions and fire
front burning areas. This information can be used to re-initialize the
simulation system as implemented in the study of Coen and Schroeder
(2013).

4.2.2. Spatial resolution
Based on our case study's samples, MODIS pixel footprints range

between 1 and 10 km2, although most of them are below 2 km2.
Small active fire's footprint sizes increases the accuracy of the calcu-
lated spatial discrepancy measures. Therefore, a conservative evalu-
ation approach may be adopted by selecting only those active fires
that meet a given footprint threshold, based on its relationship
with sensor scanning angles (Fig. 12). For example, selecting only
pixels with up to 2 km2 (for scanning angles below 35°) increases
confidence in the evaluation measures but the sample will only
have half of the MODIS active fires.

Analysis of the impact of fire front location uncertainty within satel-
lite active fire pixel on SpD (Fig. 10) showed that for more than half of
the comparisons MODIS pixel size does not affect our evaluation ap-
proach. Disregarding the quality of input data used in the simulations,
these observations have large SpDmin values. Therefore, fire growth
Fig. 12. Relationship between sensor scan angle and satellite footprint size (left y-axis);
simulations agree poorly with satellite observations and consequently
it's irrelevant to consider the centroid or the minimum distance to cal-
culate SpD. However, for the remaining active fires (ca. 40%), consider-
ing SpDmin favors the simulations, while opting for SpDctr measure
increases satellite versus simulated spatial discrepancy. Therefore, for
large, long lasting fires it is important to recognize the tradeoff between
the number of active fires selected for the evaluation and their pixel
footprint size, considering its variation with scan angle. Thermal detec-
tions based on low zenithal scan angles, thus with smaller footprint
sizes, produce higher confidence spatial discrepancy measures, which
may be calculated using the active fire centroid position. For larger ac-
tive fire footprints, a conservative evaluation approach may be adopted
by using the minimum distance, thus benefitting the simulations given
the higher uncertainty of those satellite observations.

Further assessment of the impact that MODIS pixel size has on the
proposed evaluation scheme was performed by comparing the spatial
discrepancy measures using MODIS and VIIRS 375 m active fires
(Fig. 11). The overall spatial and temporal patterns of detected active
fires from both satellites are analogous (Fig. 11c, d). Similarly, the corre-
sponding evaluation measures show comparable profiles across the fire
event time length. As expected, the median spatial discrepancy values
calculated using the VIIRS are larger than the ones calculated using the
MODIS data. However, for the last half time duration of the TAV fire
event, both NRSpD values are similar pointing to overprediction of the
simulated fire growth (Fig. 11b, e). Therefore, results suggest that de-
spite the coarse spatial resolution and pixel deformationwith increasing
scanning angles of MODIS active fire data, this study fire growth evalu-
ation approach is not affected. Moreover, MODIS high revisit cycle pro-
vides additional active fire detections between VIIRS passages. This
allows more detailed temporal monitoring of fire growth as well as a
larger sample of active fires between satellite overpasses. For example,
in the 25–55% elapsed time interval there was a single VIIRS overpass
and three MODIS overpasses (Fig. 11a, b), thus enabling an improved
description of the fire growth temporal patterns. These results are
based on a single fire event analysis and differences may occur for
other fire events. However, the comparison with VIIRS data showed
that MODIS active fire data can provide valuable information for evalu-
ating fire growth simulations despite its relative coarse spatial resolu-
tion pixel. These findings open way to a large number of fire growth
simulations of global large fires that occurred since 2001.
cumulative frequency of active fires and corresponding footprint area (right y-axis).
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4.3. Future research directions

The current systematic model evaluation approach requires a future
statistical analysis framework to describe the distribution properties of
the proposed spatial discrepancy measures. Additionally, it is relevant
for fire modelers and managers to develop a test to the null hypothesis
that fire growth simulations are consistent with active fire data in order
to accept or reject a fire growth simulation at a given confidence level.
To accomplish this, more wildfire growth simulations with improved
input data quality is required, and the collection of burnt area perime-
ters during the fire event propagation (for example using Unmanned
Aerial Vehicles, UAV's) is also important to assess the degree of adher-
ence of the approach.

Concerning the remote sensing component of this study, the pro-
posed satellite-based evaluation measures would certainly benefit
from using only the active fires located in the fire front(s), instead of
using all the active fires from a given satellite overpass. Although
some authors have studied this topic (Ononye et al. (2007); Wooster
et al. (2003); Smith and Wooster (2005)), further research is needed
to improve calculation of spatial discrepancy measures.

The proposed satellite-based evaluation scheme is applicable to any
other satellite or airborne thermal dataset. The fusion of existent active
fire data sets from existing and/or upcoming sensors, with improved
spatial and temporal resolutions (e.g. Freeborn et al. (2009)) will en-
hance the applicability of satellite activefire data to evaluate fire growth
simulations. In this context, VIIRS active fire data have remarkable po-
tential given their higher spatial resolution, smaller footprint deforma-
tion and higher detection rates, when compared with MODIS data,
particularly for small and low-intensity fires (Schroeder et al., 2014).
This potential has been demonstrated for large and long-lasting fires
with low-to-moderate spread rates (Oliva and Schroeder, 2015;
Schroeder et al., 2014). The Bi-spectral InfraRed Detection (BIRD) satel-
lite can also provide valuable medium spatial resolution active fire data
and its capabilities to identify individual fire fronts have been shown
previously (Wooster et al., 2003). The upcoming Sentinel-3 satellites
will provide additional information on active fires at the global scale
with higher detection capabilities thanMODIS (Wooster et al., 2012). Fi-
nally, the potential of using UAV's for real-time data gathering to sup-
port scientific data collection (for example, fire growth perimeters) is
truly enticing and their ability to monitor disasters, including wildfires,
have been previously demonstrated (Ambrosia et al., 2003;Watts et al.,
2012).

5. Conclusions

This study proposes a new exploratory evaluation approach of fire
spread simulations based on the assessment of simulated fire growth
discrepancies using satellite active fire data. This evaluation approach
represents a contribution to fire spread modeling evaluation since it:
1) explores two simple quantitative evaluation measures; 2) does not
require the collection of reference burnt area perimeters; and 3) is a
cost effective, consistent, and adaptable to any satellite active fire data
or fire spread simulation system.

The SpD and NRSpD measures enable the location of areas of low/
high spatio-temporal agreement between simulated fire growth and
satellite active fires, aiding to the identification of potential sources of
simulation error. Integration of NRSpD for all the case studies shows a
non-monotonic pattern, with relative spatial discrepancy decreasing
after 60% of time elapsed since ignition. We showed that the evaluation
scheme is simple, the proposed measures can capture the spatio-tem-
poral patterns of simulated fire growth but further research is needed
to address some of the existent limitations, specifically with the
NRSpD metric. Furthermore, the proposed measures integrate in their
calculation fire front location uncertainty. We concluded that as active
fire footprint size increases, it is more relevant to consider the location
of the minimum discrepancy distance, instead the classic centroid
position. Comparison with VIIRS data for a single case study showed
that the proposed evaluation scheme is not affected by MODIS pixel
size and that this sensor revisit cycle represents an advantage to better
describefire growth dynamics. Overall, this study proposes a systematic
evaluation approach and is a first attempt to show the potential of using
MODIS active fire data to evaluate fire spread simulations. Furthermore,
the approach can also be extended to evaluate other spreading process-
es such as for example flooding, vegetation mortality and oil spills.
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• Fire spread predictions have large un-
certainties that can undermine their
utility.

• Uncertainties in input variables were
propagated in a fire spread model.

• Prediction accuracy was quantified
using satellite active fire data.

• Uncertainty in wind, fuels and ignitions
have large impacts on prediction accu-
racy.

• Uncertainty ought to be integrated in
future fire spread predictions.
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Predicting wildfire spread is a challenging task fraught with uncertainties. ‘Perfect’ predictions are unfeasible since
uncertainties will always be present. Improving fire spread predictions is important to reduce its negative environ-
mental impacts. Here, we propose to understand, characterize, and quantify the impact of uncertainty in the accu-
racy of fire spread predictions for very large wildfires. We frame this work from the perspective of the major
problems commonly faced by fire model users, namely the necessity of accounting for uncertainty in input data
to produce reliable and useful fire spread predictions. Uncertainty in input variables was propagated throughout
the modeling framework and its impact was evaluated by estimating the spatial discrepancy between simulated
and satellite-observed fire progression data, for eight very large wildfires in Portugal. Results showed that uncer-
tainties in wind speed and direction, fuel model assignment and typology, location and timing of ignitions, had a
major impact on prediction accuracy. We argue that uncertainties in these variables should be integrated in future
fire spread simulation approaches, and provide the necessary data for any fire model user to do so.
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1. Introduction
Wildfires have important impacts on air and water quality, ecosys-
tem dynamics, soil properties, and are important threats to humans.
Fire spread is a complex phenomenon, determined by chemical and
physical processes that occur over multiple spatial and temporal scales.
Interactions between fire, fuels, weather and topography, broadly de-
terminefire spread, rate of energy release and the shape of its perimeter
(Albini, 1976; Rothermel, 1972). Fire spread models have been widely
used to predict the spatio-temporal patterns of fire behavior (Finney,
2004), to study the effects of fuel treatments (e.g. Cochrane et al.,
2012), perform risk assessments (e.g. Salis et al., 2013), predict short-
term fire behavior (e.g. Kochanski et al., 2013), and to understand the
main drivers of fire behavior (e.g. Cruz et al., 2012) and of fire regimes
(e.g. Fernandes et al., 2014).

Accurate fire behavior prediction remains a difficult and challenging
objective to achieve, despite numerousmodeling efforts. This is due to a
wide range of factors such aswind and fuel variability, dynamic interac-
tions between fire and its surrounding environment, long-range spot-
ting and simultaneous ignitions (Alexander and Cruz, 2013b; Cruz and
Alexander, 2013; Hilton et al., 2015). Additionally, computational con-
straints and poorly understood small-scale processes (Beven, 2002) in-
crease the difficulty of accurately predicting fire spread. Althoughmuch
progress has beenmade in understanding andmodeling the behavior of
wildland fires, our ability to produce accurate predictions has evolved
very little, mainly due to the spatial and temporal variability of the phe-
nomenon, but also due to the lack of systematic methods for model val-
idation (Alexander and Cruz, 2013a; Alexander and Cruz, 2013b;
Salvador et al., 2001).

Modeling complex environmental phenomena is fraught with un-
certainties (Beven and Binley, 1992) and fire behavior is no exception.
Uncertainty is intrinsically associated with lack of information. Knowl-
edge uncertainty is driven by imperfect state-of-the-art scientific
knowledge and results from the way natural processes are conceptual-
ized, how processes are modeled, and data quality (see Refsgaard et al.,
2007; Thompson and Calkin, 2011 for in-depth reviews).

Modeling fire behavior is intrinsically uncertain due to: i) model ap-
plicability, scope and inherent limitations; ii) limitations of current sci-
entific knowledge; iii) inherent accuracy of model structure; iv)
parametric uncertainty; v) natural variability; vi) input data reliability;
and vii) skill and knowledge of the user (Albini, 1976; Alexander and
Cruz, 2013b; Bachmann and Allgöwer, 2002; Beven and Binley, 1992;
Cruz, 2010; Liu et al., 2015; Thompson and Calkin, 2011). Under certain
conditions, input data reliability can be the dominant source of error in
fire spread predictions (Alexander and Cruz, 2013b). Errors associated
with wind and fuel data have been considered the most relevant (e.g.
Albini, 1976). The temporal and spatial variability of wind, due to the
turbulent nature of the atmospheric boundary layer (Cruz, 2010), is ex-
tremely difficult to capture and can result in large errors (Albini, 1976;
Anderson et al., 2007; Bachmann and Allgöwer, 2002). Errors associated
with fuel classification and parameterization (Keane and Reeves, 2012),
along with the large spatial fuel variability and heterogeneity have pro-
found impacts on predicted fire behavior (Albini, 1976; Salazar, 1985).

Cruz and Alexander (2013) noted that “the only certainty about
wildland fire behavior predictions is that it is extremely unlikely that a
predictionwill exactlymatch the observed fire behavior”. Consequently,
it is important to better understand the nature of uncertainty, how it
propagates through fire spreadmodels and how it affects its predictions
(Sullivan, 2009; Thompson and Calkin, 2011). Through realistic estima-
tion of predictive uncertainty one can improve the accuracy of fire
spread simulations and promote a better understanding of model capa-
bilities (Beven, 2002), as well as provide information on the variability
and reliability of fire behavior predictions that can be used to improve
risk management and decision-making (Bachmann and Allgöwer,
2002; Thompson and Calkin, 2011). However, to the best of our knowl-
edge, this topic has merited little research (Bachmann and Allgöwer,
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2002; Clark et al., 2008; Salazar, 1985; Salvador et al., 2001), despite
the wide use of fire spread models in recent years.

Fire behavior modeling will be truly useful when its predictions are
accurate. Therefore, we frame this work considering some of the biggest
challenges involved in setting up and using a fire spread modeling sys-
tem. Our main objective is to understand, characterize and quantify the
impact of data uncertainty on the accuracy of fire spread predictions for
large wildfires. We investigate i) the overall impact of uncertainty on
simulation accuracy, and ii) the response of simulation accuracy to the
range of uncertainty values of each input variable. For this purpose,
the accuracy of fire spread predictions is estimated by comparison
with satellite active fire data for eight large wildfires in Portugal. The
quantification uncertainty of was focused on the environmental input
variables, leaving out the uncertainty regarding fire spread model pa-
rameters, i.e. the empirical values constant throughout the simulations
(e.g. adjustment factors). Uncertainties resulting from knowledge limi-
tations and model structure were also not considered. Finally, we dis-
cuss how integrating uncertainty can help to improve fire spread
predictions and to provide useful information for researchers and fire
managers.

2. Data and methods

2.1. Case studies

Over 3.4 Mha burned in Portugal between 1980 and 2010 (JRC,
2011), corresponding to ca. 38% of the total area of the country. This pe-
riod includes very severe fire seasons, such as those of 2003 and 2005,
during each of which area burned exceeded 350,000 ha (Oliveira et al.,
2012). The summer of 2003 was characterized by an exceptional
heatwave in western Iberia (Trigo et al., 2006) and 2005 coincided
with oneof themost severe droughts recorded in the entire Iberian Pen-
insula during the last century (Trigo et al., 2013).

We used the Portuguese fire atlas, which contains over 30 years of
annual burnt area perimeters (1975–2013) derived from high resolu-
tion satellite imagery (Oliveira et al., 2012). Focusing on very largewild-
fires, we selected eight events that between 2003 and 2005 in the
Center and Southern Portugal and burned over 13,000 ha each (Fig. 1).
According to the Corine Land Cover 2000 (CLC) (Bossard et al., 2000),
forests and shrublands prevailed in the burned areas, respectively conif-
erous forests and shrublands in central Portugal, and broadleaf ever-
green woodlands, shrublands and croplands mixed with natural
vegetation in the southern region of the country.

2.2. Reference input data

Spatially explicit fire spread models require data on weather, igni-
tions and landscape-related variables. Topographic data were acquired
from the NASA Shuttle Radar TopographyMission (SRTM) at 90 m spa-
tial resolution (Farr et al., 2007), from which slope and aspect variables
were derived.

Fuel maps were created based on expert knowledge by translating
CLC land cover classes into fire behavior fuelmodels as per theNorthern
Forest Fire Laboratory (NFFL; Anderson, 1982) and the Portuguese cus-
tom Fuel Models (PTFM; Fernandes, 2005) typologies (Table 1). Fuel
moisture contents (FMC) for dead and live fuels were obtained from
Scott and Burgan (2005). Initial dead fuel moisture contents (DFMC)
were set to 6%, 7% and 8%, for 1-h, 10-h and 100-h time-lag classes re-
spectively. Live fuel moisture contents (LFMC) were set to 60% and
90%, for herbaceous and woody components, respectively, for all the
case studies. Canopy cover density was extracted from the 250 m
MODIS Vegetation Continuous Fields product (MOD44B) (DiMiceli et
al., 2011).

Weather variables, including temperature, precipitation, relative hu-
midity, wind speed and direction, were simulated at 10 km-hourly res-
olution using the PSU/NCARmesoscale model (MM5, Grell et al., 1994),



Fig. 1. Fire location, year of burning and burnt area extent of the selected case studies.
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driven by ERA40 reanalysis data (Uppala et al., 2005) at the domain
boundaries. Simulated weather data were available for the period
1977–2007 with proven capabilities to reproduce the most relevant re-
gional climatic and circulation patterns (e.g. Jerez et al., 2013).
Table 1
Reference CLC land cover class to fuel model assignment, for NFFL and PTFM typologies
and correspondent LFMC (%) ranges.

Corine Land Cover (CLC) class NFFL PTFM

Fuel
model

Woody
LFMC

Fuel
model

Woody
LFMC

211 Non-irrigated arable land 1 b 224 60–120
221a Vineyards 1 b 224 60–120
222 Fruit trees and berry plantations 1 b 224 60–120
223a Olive groves 1 b 224 60–120
231 Pastures 1 b 232 b

241 Annual crops associated with
permanent crops

1 b 224 60–120

242 Complex cultivation patterns 1 b 232 b

243 Land principally occupied by
agriculture, with significant areas of
natural vegetation

5 60–100 237 60–100

244 Agro-forestry areas 1 b 232 b

311 Broad-leaved forest 9 b 221 90–150
312 Coniferous forest 6 b 227 60–100
313 Mixed forest 6 b 227 60–100
321a Natural grasslands 1 b 232 b

322 Moors and heathland 6 b 234 70–120
323 Sclerophyllous vegetation 6 b 237 60–100
324 Transitional woodland-shrub 5 60–100 234 70–120
333 Sparsely vegetated areas 8 b 235 80–140
334 Burnt areas 8 b 235 80–140

a CLC class not represented in the case studies.
b LFMC range not applicable.
2.3. Satellite active fire data

The Moderate Resolution Imaging Spectroradiometer (MODIS) ac-
tive fire product (MCD14ML) provides information about the location
of fires burning at the time of overpass, based on thermal data (Giglio
et al., 2003). MODIS active fires are acquired on average four times per
day, with a nominal spatial resolution of 1 km2. MODIS can detect
fires burning about 1–10% of the pixel area, however, the detection ca-
pabilities depend on fire size, temperature of the fire and surrounding
areas, viewing geometry and atmospheric contamination (Giglio,
2010). MODIS has limited capabilities in detecting small fires, especially
for large scan angles, due to the low amount of energy that reaches the
sensor, but it consistently detects larger fires (Hantson et al., 2013;
Hawbaker et al., 2008) and has been used successfully to study their
progression (Anderson et al., 2009; Parks, 2014; Veraverbeke et al.,
2014).

We usedMODIS active fire data for multiple purposes. The start/end
dates of each fire event were determined by performing a temporally
constrained clustering of all MODIS active fires that overlapped the
mapped fire perimeter in the corresponding year of burning (Benali et
al., 2016). For each fire, the first active fires detected within the tempo-
ral cluster were defined as the ignition points and the centroid coordi-
nates were used to represent location.

Some authors have demonstrated that satellite active fire data can
be a reliable and accurate data source to monitor the progression of
large wildfires (Parks, 2014; Veraverbeke et al., 2014). Here, we as-
sumedMODIS active fires as the reference fire spread data and estimat-
ed the discrepancy between the satellite-derived patterns and the
simulated fire growth (Sá et al., under review). The “discrepancy” be-
tween both sources of data should be understood as the difference be-
tween two measures that ought to be similar, even if both are
inaccurate representations of reality.We assumed the spatial discrepan-
cy is representative of fire spread simulation accuracy, where lower dis-
crepancy was interpreted as a closer match between the simulated and
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satellite-observed fire growth and consequently a higher prediction
accuracy.

The spatial discrepancy (hereafter, SpD) was defined as the mini-
mum Euclidean distance between a MODIS active fire pixel and the
nearest simulated cell burning at the time of satellite overpass. Each
MODIS active fire pixel has an associated area and the sub-pixel location
of the fire front is unknown. Therefore, we calculated theminimum Eu-
clidean distance between all the possible sub-pixel locations within the
MODIS active fire pixel and the closest simulated pixel. Finally, for each
case study, we calculated the median of the spatial discrepancies com-
puted for each active fire. Details of this methodology are presented in
Sá et al. (under review).
2.4. Reference fire spread simulations

To simulate fire spread over the selected case studies, we used the
FARSITE fire modeling system (Finney, 2004), due to its recognized ca-
pability for providing acceptable fire growth and behavior predictions
of historical fires (Cochrane et al., 2012; Papadopoulos and Pavlidou,
2011; Sullivan, 2009), including in Mediterranean areas (e.g. Arca et
al., 2007). FARSITE is based on Rothermel's semi-empirical fire spread
model, using separate models for surface fire spread (Rothermel,
1972), crown fire transition (vanWagner, 1977), and crown fire spread
(Rothermel, 1991).

Temperature and relative humidity were provided as streams of
minimum and maximum daily data, while wind direction and speed
were supplied as gridded hourly data streams. Ignitions were defined
using satellite active fire data. Topographic variables and fuelswere pro-
vided as gridded data.

Given the large number of simulations, we used FARSITE 4 command
line versionwith a landscape cell-size of 100m and an hourly time step.
We enabled crown fire and no-wind no-slope ROS for the spread rate of
back fires. The ROS adjustment factors were set to one (i.e. no adjust-
ment). A 3-day conditioning period was used to re-calculate the DFMC
prior to the start of the simulations to represent local weather condi-
tions. Spotting and fire suppressionwere not simulated due to their sto-
chastic nature and unavailability of information, respectively.

The input variables described in Section 2.2, along with the model
settings described in this section, were used to perform deterministic
simulations for the eight case studies without integrating uncertainty,
and are hereafter referred to as reference.
2.5. Uncertainty assessment

Depending on the aim and nature of themodeling process, aswell as
the type of variables used, uncertainty can be quantified using a wide
range ofmethods (e.g. Refsgaard et al., 2007). A key point in uncertainty
assessment is the availability of reliable independent data, i.e. alterna-
tive data sets representing the target variable(s).

We followed a data-based uncertainty approach for the variables
for which reliable independent data sets were available (e.g. relative
humidity and temperature). For the remaining variables we per-
formed multi-model simulations, either using the uncertainty infor-
mation already provided in the data sets (e.g. tree cover), or by
comparing them with independent simulations (e.g. wind speed
and direction). When no independent data were available, we esti-
mated uncertainty based on used expert knowledge and literature
(e.g. DFMC and LFMC).

For each variable, we calculated the frequency of values falling under
each uncertainty bin. The frequencies were normalized, representing
the probability of a given uncertainty value being sampled. Therefore,
the histograms were the basis for the sampling procedures used in the
propagation of uncertainty throughout the fire spread model (see
Section 2.6).
2.5.1. Weather
We collected minimum and maximum daily temperature and rela-

tive humidity data measured at over 100 meteorological stations from
the Sistema Nacional de Informação de Recursos Hídricos (SNIRH,
2015) and defined uncertainty as the difference between measured
and simulated data. Positive uncertainty values mean that measured
values were higher than simulated ones. The meteorological stations
were located over the entire Portuguese mainland and the analysis
was constrained to the summer periods (July–September) of 2003,
2004 and 2005.

Wind variables are also commonly measured at meteorological sta-
tions. However, they are often considered less reliable than other stan-
dard meteorological variables, being highly conditioned by the location
of the station and often reflecting fine-scale patterns (Azorin-Molina et
al., 2014). Alternatively, we defined wind speed and direction uncer-
tainty using a multi-model ensemble approach (Palmer et al., 2005;
Refsgaard et al., 2007) based on independent wind simulations from
the Weather Research and Forecasting (WRF) model (Skamarock et
al., 2005) with 5 km-3 h spatial and temporal resolution, respectively
(Ferreira et al., 2012), and covering Portugal for the 2000–2005 period.
When compared with reference wind simulations, both had different
time spans, and different spatial and temporal resolutions. We limited
the comparison between both data sets to the summer periods of
2003, 2004 and 2005. TheWRF data set was upscaled to a 10 km spatial
resolution by calculating the circular mean of the corresponding pixels
within the coarser MM5 pixel, while the MM5 simulations were con-
verted fromhourly to 3 h temporal resolution by calculating the circular
mean. Uncertaintywas estimated by calculating the circular distance for
wind direction, and for wind speed, the difference between both data
sets at a common 10 km-3 h resolution.

2.5.2. Ignitions
We divided the uncertainty in wildfire ignitions into two distinct

and uncorrelated components: location (spatial) and timing (tempo-
ral). Both estimates were based on Benali et al. (2016) regarding a data-
base of large wildfires (N1000) that occurred in Portugal between 2001
and 2009. Uncertainty was estimated by calculating the Euclidean dis-
tance and the time lag between the location anddate of satellite-derived
and field-reported ignitions, respectively. A large number of reported
ignitions were located outside the fire perimeters, thus we constrained
the comparison to ignitions located within 2 km of the fire perimeter.

2.5.3. Vegetation
We focused on the uncertainty associated with fuel models, fuel

moisture contents and tree cover. A fire behavior fuelmodel is a numer-
ical description of the structure and composition of the surface layer (up
to 2 m height) of a burnable vegetation type, comprising all organic
matter capable of flaming combustion (Albini, 1976). For large areas,
where detailed and reliable fuel maps are not available, often the solu-
tion is to use vegetation type maps and assign fuel models, assuming
spatial homogeneity (e.g. Arca et al., 2007; Fisher, 1982; Salis et al.,
2013). Uncertainty arising from this conversion process has not been
quantified, although Salazar (1985) investigated the impact of fuel
model variations on fire behavior simulations using the two-fuel-
model concept. We analyzed the uncertainty resulting from: i) choice
of the fuel model typology and, ii) land cover class to fuel model
conversion.

To analyze the impact of the uncertainty associated with fuel typol-
ogy, each land cover class was converted to the PTFM fuel scheme and
compared with reference simulations (see Table 1). The Instituto da
Conservação da Natureza e Florestas (ICNF) recently released a fuel
map for Portugal (ICNF, 2014), created by converting a detailed 100 m
national land use map for 2007 (COS2007) to the NFFL and PTFM fuel
typologies. We calculated the percentage of ICNF 2007 fuel classes cor-
responding to each CLC 2006 class (EEA, 2007). This percentage reflects
the probability of assigning a given NFFL (or PTFM) fuel model to a
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specific CLC class, hereafter referred to as confusion matrix (Table 2). In
order to keep only the most representative fuel models, for each CLC
class we removed all ICNF fuel models with frequencies below 2.5%,
keeping at least 95% of the data (total coverage). Additionally, we per-
formed a similar analysis using the PTFM fuel scheme (see S1 Table 1),
to assess the extent to which results depend on fuel typology.

The fuel moisture content (%) is the weight of water in dead or live
fuel particles divided by the sample oven dry weight (e.g. Matthews,
2014). Uncertainty in DFMC was defined according to the different
moisture scenarios presented by Scott and Burgan (2005), considering
ranges of 3–12%, 4–13% and 5–14% for 1-h, 10-h and 100-h time-lag
classes, respectively. We defined plausible LFMC ranges for each fuel
model based on expert knowledge, both for NFFL and PTFM fuel typol-
ogies (Table 1). For example, negative uncertainty corresponded to veg-
etation drier than the reference. Additionally, we investigated the
impact of DFMC uncertainty on simulation accuracy for several condi-
tioning period lengths.

TheMODIS tree cover product provides ameasure of uncertainty de-
fined as the standard deviation of the 30 models used to generate a
given canopy cover density value (DiMiceli et al., 2011). Assuming a
normal distribution, characterized by the mean (i.e. the tree cover
pixel value) and its standard deviation, we generated multiple tree
cover values for each pixel. For example, a positive uncertainty repre-
sented tree cover values higher than the mean (i.e. reference).

2.6. Uncertainty propagation through simulations

Uncertainties in the input variableswere i) independently estimated
a priori, ii) propagated through thefire spreadmodeling system, and iii)
their impactwas assessed downstreamby analyzing simulation outputs
(details in next section). When one variable was perturbed, all other
variables were kept constant, allowing us to focus on the individual im-
pact of its uncertainty in fire spread simulations.

For maximum andminimumdaily temperature and relative humid-
ity, wind direction and speed, as well as tree cover, we sampled 100
values from the uncertainty histogram of each variable (see Section
2.5.1). Fire spread simulationswere performed independently, i.e. vary-
ing one variable at a time, setting a new variable value by adding uncer-
tainty to the reference value.

Regarding the spatial and temporal ignition uncertainties, we sam-
pled 100 values from the uncertainty histogram of each variable (see
Table 2
Confusion matrix of CLC to NFFL fuel models assignment.

CLC class NFFL fuel model

1 2 4 5 6 7 8 9 Total coveragea

211 59.6 31.0 5.5 96.1
221b 39.6 17.0 9.0 19.3 12.2 2.6 99.7
222 24.1 15.4 7.8 41.2 7.0 4.4 99.9
223b 28.1 28.3 7.8 25.8 7.7 97.7
231 47.1 25.5 3.9 18.2 3.0 97.7
241 50.4 13.3 4.0 17.7 11.0 3.6 99.9
242 48.7 18.5 5.4 15.2 9.3 2.9 99.9
243 19.3 16.9 11.5 32.5 16.5 3.1 99.7
244 11.5 69.3 16.8 97.6
311 25.9 40.4 27.5 2.3 96.1
312 4.7 8.7 78.1 4.8 96.3
313 5.5 4.7 19.8 61.1 6.3 97.4
321b 4.2 16.7 36.0 36.8 4.9 98.6
322 2.9 9.3 40.0 37.1 8.2 97.4
323 13.3 12.6 66.6 3.7 96.2
324 2.6 7.6 19.6 32.3 34.9 97.1
333 11.1 32.9 46.1 7.0 97.0
334 5.8 12.4 20.8 35.7 23.6 98.2

Each data entry of the table corresponds to the frequency that a NFFL fuel model is
assigned to a given CLC class.

a Sum of fuel model frequencies.
b Not represented in the case studies.
Section 2.5.2). For the spatial uncertainty, we generated random igni-
tion points within the fire perimeter (Amatulli et al., 2007), with a dis-
tance to the reference location equal to the sampled uncertainty value.
For the temporal uncertainty, the sampled value was used to start the
simulation before or after the reference ignition time and simulations
were run until the end date regardless of the uncertainty signal.

For fuel model assignment uncertainty we converted each land
cover class to a NFFL fuel model based on the confusion matrix (see
Table 2). The number of times a land cover class was translated to a
given fuel model was determined by the frequency in the confusionma-
trix. Uncertaintywaspropagated in twodistinctways: i) conversionwas
performed class by class to separate the impact of assignment uncer-
tainty at land cover class level, and ii) conversion was performed for
all land cover classes simultaneously to evaluate the overall impact of
fuel model assignment uncertainty. For the latter case, a total of 100
combinations of land cover-fuel model assignments were defined.

Similarly, for the fuel typology uncertaintywe investigated the over-
all impact at the impact at the land cover class level. For the first analy-
sis, we replaced the conversion of each land cover class to a NFFL fuel
model by a PTFM fuel model, one class at a time (see Section 2.5.3 and
Table 1). For the second analysis, for each case study we performed
100 fire spread simulations by converting all land cover classes to the
PTFM fuel typology simultaneously, based on the confusion matrix.

All fuel-related uncertainty propagation simulations that predicted a
burnt area that overlaid b5% of the area of the targeted fuel model were
excluded from the analysis, because the impact of uncertainty could not
be assessed. For instance, this occurred when a fuel model was present
in the landscape but the simulation never or barely reached it.

For DFMC and LFMC, we sampled 20 equidistant values within the
uncertainty ranges of each fuel model, assuming Uniform distributions.
Live fuels are an important component of Mediterranean wildlands,
both in shrublands (Anderson et al., 2015) and in the forest understory
(Fernandes, 2009). Since only two NFFL fuel models have live compo-
nents, we also analyzed the impact of LFMC uncertainty using the
PTFM fuel typology to understand if responses were affected by the
fuel scheme.

2.7. Uncertainty propagation analysis

Uncertainty propagation analysis can be done by estimating the im-
pact of input data variability with respect to fixed reference values
(Bachmann and Allgöwer, 2002; Refsgaard et al., 2007). We assessed
the impact of uncertainty of each variable by analyzing variations in
the resulting spatial discrepancy and fire growth ratios. To estimate
the relative impact of uncertainty on the satellite-simulation spatial dis-
crepancy, we calculated the spatial discrepancy ratio (SpDratio):

SpDratioi; j %ð Þ ¼ SpDi; j−SpDREF j

SpDREF j

� 100 ð1Þ

where SpDi,j is the spatial discrepancy for the i-th uncertainty propaga-
tion simulation for the j-th case study and SpDREF is the spatial discrep-
ancy for the reference simulation. A positive ratio means that
propagating uncertainty through the model leads to a larger satellite-
simulated discrepancy, i.e. a lower satellite-simulated agreement and
a decrease in the SpDratio, when comparedwith the reference simulation.
Analogously we calculated the fire growth rate ratio (FGRratio) defined
as the simulated burnt area extent divide by the actual duration of the
fire spread simulation.

The SpDratio and FGRratio were calculated for all uncertainty propaga-
tion simulations, for all case studies. We analyzed the overall and indi-
vidual impact of uncertainty in each variable. For the overall analysis,
we explored how themodel output variability changed with uncertain-
ty of input variables. For the individual analysis, we evaluated the range
of responses of model outputs to different values of uncertainty. In gen-
eral, the distribution of predictive uncertainty does not follow a Normal
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distribution when models have nonlinear equations (Beven and Binley,
1992). We used the 2.5th and 97.5th percentiles of the SpDratio and
FGRratio as the 95% predictive uncertainty boundaries. Statistical mea-
sures were calculated per variable individually and inter-compared for
an overall assessment. A flow chart of themost relevantmethodological
steps is shown in Fig. 2.

3. Results

3.1. Overall impact of uncertainty on fire spread predictions

The uncertainty associated with wind and fuel-related input vari-
ables had the largest impact on the variability of satellite-simulated spa-
tial discrepancy (Fig. 3). The uncertainty associatedwith the land cover-
fuel model assignment led to a 95% SpDratio predictive interval limits
ranging from−100% to 102%, i.e. ranging fromperfect satellite-simulat-
ed agreement, to a two-fold discrepancy increase. Comparatively, fuel
model typology uncertainty had a slightly lower impact on simulation
accuracy, with the SpDratio ranging from−50% to 25%. Both fuel-related
variables were skewed towards negative values.

Wind speed had high impact on simulation accuracy, with the 95% of
predicted SpDratio limits ranging from−43% to 99% (Fig. 3).Wind direc-
tion was also among the most important variables, with the SpDratio

ranging from −29% to 97%. Additionally, results showed that a Normal
distribution cannot be fitted to the SpDratio data (see S2 Table 1 and S2
Fig. 1), supporting the use of percentiles to assess the impact of uncer-
tainty (see Section 2.6).

Uncertainty in ignition location and timing had a significant impact
on simulation accuracy, with the SpDratio varying between −59% and
43%, and between−42% and 49% for spatial and temporal ignition un-
certainty, respectively. Uncertainty in the LFMC had a similar impact
on the SpDratio for the different fuel typologies, with the 95% of the
SpDratio limits ranging between −66% and 18%, for the NFFL models.

Uncertainty in relative humidity and tree cover variables had signif-
icantly lower impact on prediction accuracy, with the SpDratio 95% inter-
val limits varying roughly around 40–50%. Both temperature and DFMC
Fig. 2. Flowchart of the methodology followed. Light grey boxes represent inputs and
outputs, dark grey boxes represent methodological steps.
had low impact on predictive accuracy, with an absolute SpDratio range
of ca. 5%.

In a parallel study, Sá et al. (under review) reported an important
fire growth underprediction for the same case studies used here. To
compensate such underprediction, the SpDratio followed an opposite
trend when compared to the FGRratio. Uncertainties in fuel model as-
signment and typology, wind speed and ignition location, had very
large impacts on the FGRratio. Some variables showed SpDratio distribu-
tions skewed towards negative values with a wide model response
range, for instance fuel model assignment and typology, ignition loca-
tion and LFMC (Fig. 3 and S2 Fig. 1). In these cases, propagating the un-
certainty through the model led to an improvement in the satellite-
simulation agreement. In some cases, such as wind speed and direction,
although the variability of the SpDratio was large for both variables, their
distribution was not skewed but centered. Implications of the resulting
SpDratio are addressed in the Discussion.
3.2. Impact of individual variable uncertainty on fire spread simulations

3.2.1. Weather
The uncertainty histogram for minimum and maximum daily rela-

tive humidity followed a bell-shaped distribution centered on 0% (Fig.
4a,b) with varying asymmetry around the peak and different uncertain-
ty ranges. For both variables, the SpDratio decreased with negative
uncertainty (i.e. drier conditions) and increased with positive uncer-
tainty (i.e. wetter conditions), followed by an opposite response of the
FGRratio. At the lower and upper uncertainty sampling ranges, the
SpDratio decreased and increased about 10–20% and 20–30%, respective-
ly, for both variables. Variability of the SpDratio was relatively small
throughout the uncertainty range, except for extreme positive uncer-
tainty values (40–50%) driven by steeper responses in three case studies
(COV2, LL and MCQ1; see S2 Fig. 2a,b).

The distribution of the uncertainty histogram for wind directionwas
centered at 0°, slightly skewed towards positive values (Fig. 4c). More
than 80% of the sampled uncertainty values were within the −45° to
45° angle range. The response of the SpDratio to wind direction uncer-
tainty was highly variable between case studies, being more abrupt in
fires with elongated perimeters (e.g. CBR2 and LL; see S2 Fig. 2c). For
the remaining case studies, the SpDratio increased from 5% to 40% at
the boundaries of the 95% limits, almost symmetrically. Increased un-
certainty in both directions led to higher SpDratio and lower simulated
FGRratio, particularly evident over 45° of absolute uncertainty. These re-
sults reinforce the view that simulated wind direction data were accu-
rate and that uncertainty only had a profound impact on accuracy
above an absolute value of 45°. However, the response towind direction
uncertainty varied per case study and both LL and COV2 had maximal
SpDratio decreases around −40° and +70°, respectively.

The wind speed uncertainty histogram was centered at −2 km/h
and skewed towards negative values, i.e. reference wind speed was
slightly higher than the alternative data (Fig. 4d). For the 95% predictive
limits, the SpDratio increased by 20% to 60% at the lower uncertainty
sampling boundary, and decreased by 20 to 35% at the upper boundary.
Positive wind speed uncertainty resulted in higher prediction accuracy
due to larger simulated fire growth rates, counterbalancing the general
underprediction in the reference simulations. Variability the SpDratio in-
creased with uncertainty in both directions, and was particularly high
for negative uncertainty. Variability of the SpDratio and FGRratio exhibited
opposite response patterns. Increased uncertainty led to a smaller and
higher range of SpDratio and FGRratio, respectively; while decreased un-
certainty led to higher and lower range of SpDratio and FGRratio, respec-
tively. The response of the SpDratio to wind speed uncertainty was
highly variable for each case study, ranging from highly insensitive, for
the MCQ2 and CBR1 case studies, to highly sensitive, for the LL and
COV2 case studies (see S2 Fig. 2d). For all case studies, variability was
much larger for negative than positive uncertainty.



Fig. 3.Overall impact of uncertainty in SpDratio (left) and FGRratio (right) variability for the studied variables. The toppanel displays theweather,wind and ignition variables and the bottom
one shows the fuel-related variables. The dark orange line represents themedian of the SpDratio; orange boxes and horizontal lines represent the interquartile range and the 95% predicted
uncertainty limits, respectively; the same description is applicable to the fire growth rate but for blue colors. Variables were abbreviated as follows: WSpd: wind speed; WDir: wind
direction; IgnSp: ignition location; IgnTmp: ignition timing; MaxRH: maximum relative humidity; MinRH: minimum relative humidity; MinT: minimum temperature; MaxT:
maximum temperature; LFMC: live fuel moisture content; DFMC: dead fuel moisture content. NFFL and PTFM stand for Northern Forest Fire Laboratory and Portuguese custom Fuel
Models, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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3.2.2. Ignitions
For ignition location, a lower number of uncertainty valueswas sam-

pled with increased uncertainty, with 80% of the values sampled below
3500 m (Fig. 4e). In general, the SpDratio decreased with increased spa-
tial ignition uncertainty up to 6000 m, increasing above that value,
while the FGRratio had opposite response. Given the large variability ob-
served, a distinct trend was not clear (see Section 2.6). However, igni-
tion spatial uncertainty had a large impact on simulation accuracy,
with the SpDratio ranging from −60% to over 80% in some case studies
(Fig. 4e and S2 Fig. 2e).

Temporal ignition uncertainty had a distinct bimodal histogram,
with peaks around 1 h and−6 h (Fig. 4f), corresponding to the average
time lag between early afternoon and early nighttime MODIS acquisi-
tions. In general, negative temporal ignitionuncertainty (i.e.fire starting
before reference ignition date) led to higher prediction accuracy, shown
by the consistent decrease in the spatial discrepancy ratio. Since fire
growth was generally underpredicted, starting simulations earlier led
to a larger satellite-simulated agreement. The response to uncertainty
was highly asymmetrical: for the 95% limits, the SpDratio decreased by
5% to 45% at the lower uncertainty sampling boundary, but increased
by 20% to N150% at the upper boundary. This asymmetric trendwas ob-
served in all case studies, but was particularly pronounced in the LL case
study (see S2 Fig. 2f), a fastmovingwildfire forwhich the ignition points
were late and scattered MODIS detections (Sá et al., under review).
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Fig. 5. The impact of NFFL fuel model assignment and typology uncertainty on the SpDratio and FGRratio, per land cover class.
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3.2.3. Vegetation
The uncertainty in fuel model assignment showed larger SpDratio

variability in the most fire-affected land cover classes, namely for
broadleaved and coniferous forests (CLC 311 and 312) and shrublands
(CLC 322–324) (Fig. 5). Forests have large spatial variability of the un-
derstory fuel layer. Interestingly, the two major forest types had oppo-
site responses to uncertainty. Changing the fuel model assigned to
coniferous forests (CLC 312) increased the SpDratio from 1% to around
100%, while for broadleaf forests (CLC 311) decreased the SpDratio by
10% to 75%. Uncertainty in fuel model assignment for shrubland classes
also caused a large impact on simulations, with the SpDratio varying from
−100% to 85%, skewed towards lower values. The distribution of the
fuel models assigned in the current work and by the ICNF showed
large discrepancies (S3 Fig. 1). The results for the alternative PTFM
fuel typology were very similar (S3 Fig. 2).

Overall, the impact of the uncertainty arising from fuel model typol-
ogy was lower than that generated by the fuel model assignment. For
broadleaf forests, the SpDratio varied from −60% to −10%, showing a
relevant accuracy improvement. Conversely, the impact of uncertainty
in coniferous forestswas very low. Shrubland classes exhibited different
patterns. The SpDratio increased by changing fuel typology for
sclerophyllous vegetation (CLC 323), ranging from 0% to 50%, while for
transitional woodland-shrub (CLC 324) the SpDratio decreased by the
same magnitude.

Similarly to fuel model assignment, the impact of using a different
fuel model typology was dependent on the coverage of each land
cover class. The impact was generically higher in shrublands (CLC 323,
324) and broadleaf forests (CLC 311). For agricultural classes (CLC 222,
241, 242, 243) and mixed forest (CLC 313) the impact of uncertainty
Fig. 4. Impact of uncertainty in weather, wind, ignitions, LFMC and tree cover, on the SpDratio an
direction and speed in c) and d); Ignition location and timing in e) and f); LFMCof NFFL fuelmod
orange and light orange areas represent the interquartile range and the 95% predicted uncertain
light blue areas represent the interquartile range and the 95% predicted uncertainty limits, res
sampled uncertainty, respectively. (For interpretation of the references to color in this figure le
was low since they were under-represented in the case studies. The op-
posite FGRratio-SpDratio response was also evident for fuel uncertainty,
due to the already mentioned overall fire growth underprediction.

Uncertainty in fuel model assignment had a relevant impact on the
SpDratio for most case studies, with a maximum range of −100% to
180% for COV2 (Fig. 6). In five out of eight case studies, the satellite-sim-
ulation discrepancy consistently decreasedwhen integrating uncertain-
ty in fuel model assignment. Consistent with the previous analysis (see
Fig. 5), case studies with larger coverage of shrublands and broadleaf
forests showed higher SpDratio variability. When compared with fuel
model assignment, the uncertainty in fuel typology had lower impact
at the case study level.

Negative LFMC uncertainty resulted in higher prediction accuracy
due to higher simulated FGRratio. The SpDratio increased up to about
10–40% at the upper boundary, and decreased down to −80% at the
lower boundary (Fig. 4g). Results showed low inter-case study variabil-
ity (see S2 Fig. 2g). The LFMC for PTFM fuelmodels had lower uncertain-
ty range but similar SpDratio and FGRratio responses to uncertainty (see
S3 Fig. 3). For both measures, variability increased with uncertainty.
The impact of DFMC uncertainty on the variability of SpDratio was only
noticeable when disabling the conditioning period, and ranged from
−15% to 0% and 0% to 30% in the lower and upper distribution ranges,
respectively (S3 Fig. 4).

The tree cover uncertainty histogram shows a distribution centered
at 0%. For the 95% uncertainty limits, the SpDratio decreased and in-
creased up to 50% at lower and upper sampling boundaries, respectively
(Fig. 4h). Positive tree cover uncertainty resulted in lower prediction ac-
curacy, shown by the consistent increase in the SpDratio. Analyzing the
impact per fire showed that tree cover had a very small impact for
d FGRratio. Minimum andmaximum daily relative humidity are shown in a) and b); Wind
els in g) and tree cover inh). Thedark orange line represents themedian of the SpDratio, the
ty limits, respectively; the dark blue line represents themedian of the FGRratio, the blue and
pectively. The grey box and whiskers delimit the interquartile range and 95% limits of the
gend, the reader is referred to the web version of this article.)



Fig. 6. Impact of fuel model assignment and typology uncertainty on the SpDratio and
FGRratio, per case study.

82 A. Benali et al. / Science of the Total Environment 569–570 (2016) 73–85
most case studies, except for the LL, COV2 and CBR2 case studies (see S2
Fig. 2h).

4. Discussion

4.1. Understanding uncertainty

Uncertainty in input variables had a relevant impact on the accuracy
of fire spread predictions, defined here as the discrepancy between sat-
ellite and simulated fire growth patterns. The response of SpDratio and
FGRratio to uncertainty differed widely among variables and exhibited
large response ranges for some of them. Uncertainty in wind and fuel
data had the largest impacts on the accuracy of fire spread predictions
(see Fig. 3), as expected (Bachmann and Allgöwer, 2002; Clark et al.,
2008; Salvador et al., 2001).

The assessment of uncertainty in fire spread predictions should be
performed at the beginning of the modeling process, rather than at
the end as is often the case, providing to the fire model user detailed in-
formation regarding the response of fire spread predictions to data er-
rors (Refsgaard et al., 2007). It also assists in the prioritization of
efforts to reduce uncertainty and improve fire spread predictions. As
an example, uncertainty analysis suggested that to improve the fire
spread predictions for our specific case studies, it would be more effi-
cient to target efforts towards refining fuel model selection and ignition
location accuracy, rather than wind speed and direction (see Fig. 3 and
S2 Fig. 1). This was evidenced by the large variability and skewed distri-
bution towards negative SpDratio values when propagating uncertainty
in fuel models and ignition location.

Some authors have studied the impact of uncertainty on fire spread
simulations. However, to the best of our knowledge, a comprehensive
characterization of the uncertainty associatedwith themajor input var-
iables along with a detailed assessment of their impact on the accuracy
of simulated fire spread patterns, has not been performed. A key reason
behind this is the lack of appropriate independent large scale fire spread
evaluation data (Alexander and Cruz, 2013a). Here, we used satellite ac-
tive fire data as an indicative accuracy measure. We acknowledge that
satellite active fires are an “imperfect” data source with associated lim-
itations (Giglio et al., 2003; Hawbaker et al., 2008). However, it has been
shown that it provides accurate independent information on the major
spatio-temporal patterns of fire progression for large wildfires and can
be very useful for evaluation and assessment purposes (Anderson et
al., 2009; Hantson et al., 2013; Parks, 2014; Veraverbeke et al., 2014).
These data can contribute to the demand of a concerted effort for
long-term systematic monitoring of the spread of large wildfires
(Alexander and Cruz, 2013a; Alexander and Cruz, 2013b). A detailed
discussion regarding the error sources and limitations of satellite data
to monitor fire progression, as well as the limitations of the satellite-
simulation discrepancy measures, can be found in Sá et al. (under
review) and references therein. Information derived from other sources
(e.g. ground, airborne) can be potentially used as an alternative (e.g.
http://nirops.fs.fed.us/); however, issues related with data availability,
coverage, cost and accuracy can significantly undermine their
applicability.

Correlation and co-variation between input variables can have rele-
vant impacts on uncertainty analysis (Refsgaard et al., 2007), however,
full independence rarely is attained (Salvador et al., 2001). Maximum
and minimum daily temperature (r = 0.78) and maximum and mini-
mum daily relative humidity (r=0.69) were the only linearly correlat-
ed variables. Studying these interactions was beyond the scope of the
current work, but we acknowledge that results concerning these vari-
ables should be addressed with caution. Future work will be dedicated
to further address this issue.

Uncertainties resulting from knowledge limitations, parametric un-
certainty and model inaccuracy, were not addressed, neither were
those arising from the spatial resolution of the input data. Beven
(2002) highlighted the importance of uncertainty stemming from non-
linear sub-grid processes that were often ignored. However, Clark et al.
(2008) showed that spatial resolution had little impact on fire spread
predictions. Furthermore, we did not simulate spotting processes
which can have a large impact on fire behavior, particularly in large
wildfires (Alexander and Cruz, 2013b), neither accounted for fire sup-
pression operations.

Extrapolation to other case studies must be done with caution. The
impact of uncertainty will be dependent on the range of input values
due to the nonlinear nature of fire spread models (Albini, 1976). Focus-
ing on a small set of large wildfires burning under extreme conditions is
certainly a biased sample (Finney et al., 2011b). For example, uncertain-
ty can have significantly different impacts on the accuracy of fire spread
simulations under different environmental scenarios (Salvador et al.,
2001).

In the following sub-sections we disentangle the impact of uncer-
tainty for the major groups of variables: weather, ignitions, and
vegetation.

4.1.1. Weather
The assumption of wind homogeneity over a coarse grid cell and the

intra-hourly fluctuations of average wind speed are important sources
of uncertainty (Anderson et al., 2007; Hilton et al., 2015; Sanjuan et
al., 2014) that were not addressed in the current work. Instead, we fo-
cused on the knowledge uncertainty resulting from discrepancies in
wind predictions caused by uncertainties in the initial conditions and
the computational representation of the equations of motion (Palmer
et al., 2005). The relevance of uncertainties in wind direction and
speed (see Fig. 3) is consistent with previous studies (Anderson et al.,
2007; Bachmann and Allgöwer, 2002; Clark et al., 2008; Salvador et
al., 2001).

For wind speed, the SpDratio variability showed an asymmetric re-
sponse to uncertainty, with a two-fold spatial discrepancy range and
median for negative uncertainty, when compared with positive uncer-
tainty (see Fig. 4d). These results can be partially due to theunique char-
acteristics of the case studies, such as canopy cover, vegetation height
and the structure of vegetation fuels, which affect midflame wind
speed (Finney, 2004). Wind speed uncertainty will have significantly
larger impact on fires burning in landscapes with low canopy cover,
higher proportion of vertical fuels and lower wind direction variability.
Regardingwinddirection, Clark et al. (2008) stated that it was not an in-
fluential variable, while Hilton et al. (2015) showed that it significantly
influenced the expansion of fire flanks. Our results demonstrate a very
relevant impact of wind direction uncertainty on the accuracy of fire

http://nirops.fs.fed.us
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spread predictions and that, in general, simulated wind direction was
accurate, since uncertainty propagation led to lower prediction accuracy
(see Fig. 4c).

Uncertainty concerning relative humidity had a lower than expected
impact on fire spread predictions, when comparedwith the results pre-
sented by Anderson et al. (2007). However, larger impact should be ex-
pected for wildfires burning under less extreme conditions (Clark et al.,
2008). Surprisingly, maximum relative humidity had a larger impact
thanminimum relative humidity (see Fig. 3). Simulated dailymaximum
relative humidity was higher than expected for summer conditions and
exhibited larger variability than minimum relative humidity (S4 Fig. 1).
Our case studies lasted for several days, so it is likely that nighttime con-
ditions played an important role, that, alongwith thewider range of the
uncertainty histogram (Fig. 4a,b), may explain the higher impact of
maximum than minimum relative humidity uncertainty in prediction
accuracy.

4.1.2. Ignitions
There are multiple sources of uncertainty regarding wildfire igni-

tions reported in fire databases (Amatulli et al., 2007; Pereira et al.,
2011). As an alternative, we used MODIS active fire data to determine
the location and timing of ignitions, which in turn also have multiple
sources of uncertainty (Bar-Massada et al., 2012; Giglio et al., 2003;
Hawbaker et al., 2008). Nevertheless, satellite-derived ignitions are a
valuable data source that can be used alone or as a complement of re-
ported data (Benali et al., 2016).

Uncertainty in ignition location led to significantly higher variability
of the SpDratio and FGRratio, when compared with timing uncertainty.
The response of simulation accuracy to spatial uncertainty was highly
variable and showed the least distinctive patterns of all variables stud-
ied (Fig. 4e). Ignition uncertainty affects predictions due to the complex
interactions with weather conditions, fuels and topography (Parisien et
al., 2010). It also strongly influences simulated fire patterns (Bar
Massada et al., 2011, and references therein), which is consistent with
the results shown here, and significantly different from the results of
Clark et al. (2008).

A distinct SpDratio response to uncertainty was not clear probably
due to the random sampling approach used to define potential ignition
locations. However, the choice of constraining ‘new’ ignition locations
within the final fire perimeter was an optimistic approach, considering
the errors in the Portuguese fire database (Benali et al., 2016; Pereira et
al., 2011). It is expected that, in the absence of final fire perimeters (e.g.
under operational conditions) and under milder weather conditions,
the impact of ignition uncertainty on the accuracy of fire spread predic-
tions will be even larger (Bar Massada et al., 2011). Consequently, im-
pacts should vary greatly from region to region, consistent with the
observed large inter-case study response variability.

4.1.3. Vegetation
Uncertainty in fuel model assignment and parameterization had

large impacts on the accuracy of fire spread predictions. Several authors
have stated that small changes in fuel structure can lead to large chang-
es in simulated or observed fire spread (Anderson, 1982; Fernandes et
al., 2004; Salazar, 1985). Mapping fuels is a labor-intensive and expen-
sive task, due to their high temporal and spatial variability, large hetero-
geneity across multiple scales, limitations of remote sensing techniques
tomap surface fuels, difficulty of establishing a robustmapping protocol
and classification subjectivity (Keane and Reeves, 2012). Moreover, un-
certainties inmoisture content arise from variations in vegetation struc-
ture and type, fuel bed depth, canopy cover, soil moisture, topography
and weather (see Matthews, 2014 for in-depth discussion). Finally,
the assumption of fuel homogeneity in a coarse 100 m grid cells
(Hilton et al., 2015) and scale effects (Salvador et al., 2001) introduce
important uncertainties that were not accounted for in this study.

Fuel model assignment uncertainty had a large impact in forest clas-
ses, with opposite response patterns (see Fig. 5). In Portugal, pine trees
dominate the composition of coniferous forests. We assigned NFFL
model 6 to coniferous forests, while the ICNF assigned mostly (over
78% of the times) NFFL model 7 (see Table 1 and Table 2) and never
assigned NFFL model 6. The main broadleaf forest types in Portugal
are deciduous oaks, the evergreens cork oak and holm oak, and blue
gum eucalypt, generating large spatial variability in understory compo-
sition and structure, whichmay explain the high impact of uncertainty.
We assigned NFFLmodel 9 to broadleaf forest (CLC class 311), while the
ICNF assigned models 2, 5 and 7. For shrubland areas, we assigned
model 6 to CLC classes 322–323 and model 5 to CLC class 324, while
the ICNF assigned models 4, 5 and 7 (see Table 2 and S3 Fig. 1). The
fuel models assigned to each case study showed remarkable discrepan-
cies, highlighting the differences resulting from inherent subjectivity in
model assignment, but also from significant differences in the spatial
detail level of the base vegetation maps.

Results showed that changing the parameterization of fuels models
in forests and shrublands had an important impact on the accuracy of
fire spread predictions, and led to a decrease in satellite-simulation dis-
crepancies for most case studies (see Fig. 5). These results showed the
importance of integrating expert knowledge when mapping and pa-
rameterizing local fuel models (Keane and Reeves, 2012; Reeves et al.,
2009). Results also showed the benefits of using custom fuel models
in the reduction of uncertainty and satellite-simulation discrepancy
(Salazar, 1985). Comparatively, fuel model uncertainty had a larger rel-
ative impact (e.g. when compared with wind speed) on fire spread sim-
ulations than shown by Clark et al. (2008), probably in part due to the
over simplistic uniform uncertainty distribution they assumed.

The same authors showed that DFMC accounted for more model
output variation than fuel model uncertainty, while our results showed
a marginal impact of DFMC on fire spread simulations, regardless of the
conditioning period length. DFMC ranges were representative of sum-
mer conditions in Portugal (Lopes et al., 2006). The FMC are calculated
by FARSITE throughout the simulation from environmental conditions
and the influence of initial FMC vanishes rapidly (Finney, 2004), thus
fire spread is barely dependent on the initial DFMC values.

The importance of LFMC on wildfires is complex and subject to de-
bate (Yebra et al., 2013). Our results showed that LFMC uncertainty
has a moderate impact on the accuracy of fire spread predictions, re-
gardless of fuel typology (see Fig. 4g). Furthermore, we studied large
wildfires that occurred under extreme conditions, and the response of
the SpDratio to LFMC uncertainty suggests that LFMC was likely
overestimated in the reference simulations. FMCwill likely have a larger
influence on fires occurring in less extreme conditions (Clark et al.,
2008).

Tree cover affects the calculation of fuel moisture and surface wind
speed (Finney, 2004), as a consequence, negative uncertainty will ren-
der drier fuels, due to decreased shading, and higher midflame wind
speed. Although uncertainty in tree cover had relatively low impact on
the accuracy of fire spread simulations, it must be noted that the uncer-
tainty ranges were small and estimated by the MODIS algorithm (Fig.
4h; DiMiceli et al., 2011). Consequently, higher impacts on the accuracy
of fire spread predictions might be expected, particularly under signifi-
cant year-to-year land cover changes. A comprehensive validation of
the MODIS tree cover product is needed for further assessments.

4.2. Integrating uncertainty

Integrating uncertainty to produce reliable fire spread predictions is
still relatively new and difficult because fire behavior is highly variable
(Finney, 2005). Traditional deterministic predictions based on the best
available data fail to provide information regarding the uncertainty
that pervadesmodel predictions. Alternatively, probabilistic approaches
allow the quantification of predictive uncertainty, identification of pre-
diction limits, and improved understanding of the probability of occur-
rence of possible fire behavior outcomes (Finney et al., 2011b; Gill,
2001).
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Fire managers are used to handle multiple sources of uncertainty
when managing wildfires. Integrating uncertainty into fire spread pre-
dictionswill certainly improve risk assessment and thedecision-making
processes (Anderson et al., 2007; Thompson andCalkin, 2011), especial-
ly in an operational context where uncertainty is high andwill likely re-
sult in large errors (Cruz and Alexander, 2013). However, realistically
accounting for uncertainty can only be accomplished if users demand
it and acknowledge that even if explanatory power is not improved,
useful complementary information can be provided, such as error
bounds and probabilistic outcomes (Cruz, 2010).

Previous studies have focused on integrating the uncertainty in me-
teorological variables to produce probabilistic fire spread predictions
(Anderson et al., 2007; Cruz, 2010; Finney et al., 2011a). Our results
show that other sources of uncertainty also need to be accounted for,
such as ignition location and fuels, as they are important sources of pre-
diction errors.

Our results show that considering normally distributed uncertainty
around a mean value of zero can be a considerable over-simplification
for meteorological variables (Anderson et al., 2007; Bachmann and
Allgöwer, 2002; Cruz, 2010). We recognize the need for better under-
standing the uncertainties present in meteorological variables, such as
wind-terrain interaction, the downscaling of meteorological informa-
tion from coarse grid cells, the temporal variability of wind speed, and
the necessity of integrating them into future ensemble predictions. Ad-
ditionally, we stress the need for weather forecasts to provide explicit
representations of model uncertainty.

Uncertainty in wildfire ignitions is large, especially regarding its lo-
cation, and should be taken into account in future studies. For satel-
lite-derived ignitions, the use of additional sensors ought to increase
the number of clear-sky overpasses and the spatial resolution of active
fires (e.g. Schroeder et al., 2014), thus increasing the probability of accu-
rately detecting the location and timing of ignitions in any part of the
globe. It is crucial that uncertainty in ignition location and timing are in-
tegrated (e.g. Amatulli et al., 2007).

Our results for vegetation-related variables show the importance of
integrating their uncertainty in future fire spread predictions.When de-
tailed comprehensive information is available for fuel mapping pur-
poses (e.g. LANDFIRE, see Reeves et al., 2009) and while a new
paradigm for fuelmapping is not established, we argue that themost ef-
ficient procedure would be to explicitly define the uncertainties in fuel
model assignment and parameterizations and integrate them in fire be-
havior simulations. For instance, Reeves et al. (2009) described how ex-
pert knowledge was used to classify fuel models based on a majority
vote. This is a good example where uncertainty could be integrated by
using the multiple fuel classifications done by experts. Alternatively,
when fuels are mapped by converting a generic vegetation map, uncer-
tainties in fuel model classifications could be integrated by using the
knowledge from multiple fire experts under the assumption that it is
likely the best information available (Thompson and Calkin, 2011).

We focused our analysis on the impact of uncertainty that each indi-
vidual input variable has on the accuracy of fire spread simulations. In
reality, several variables will be correlated to some extent (e.g. weather
variables; Salvador et al. (2001)) and therefore, their uncertainties will
not be completely independent. Future work should focus on the study
of such interactions, improving our knowledge on how to integrate the
data uncertainty, for instance, in the simulation of ‘real’ wildfires in an
operational context. Under such context, it is expectable that for some
variables the uncertainties will decrease (e.g. ignition location) while
for others it will increase (e.g. weather forecasts) when compared
with the research context presented here.

5. Conclusions

The impact of uncertainty in the most relevant variables on fire
spread prediction accuracy has not been quantified before. We have
shown how uncertainties in input variables of a fire spread modeling
framework can influence the quality of thedownstreampredictions. Re-
sults showed that uncertainties in wind speed and direction, fuel model
assignment and typology, location and timing of ignitions had impor-
tant impacts on prediction accuracy.

Uncertainty assessment should be performed at the beginning of the
fire modeling process, to enable for: i) the characterization of the most
important uncertainties; ii) the identification of target variables where
predictions will be likely improved by reducing uncertainty, and iii)
an improved characterization of errors associated with fire spread
predictions.

Since uncertaintieswill always be present and our knowledge onfire
behavior will continue to be imperfect, understanding and quantifying
the impact of uncertainties in model accuracy is essential to help fire
managers make better management decisions and, ultimately, to ex-
tend our current knowledge. By integrating uncertainty in fire spread
predictions one can expect to improve the anticipation of fire behavior
estimates and minimize both their negative environment impacts and
risk to human life and health.
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• Uncertainties undermine the utility of
fire spread predictions.
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Predicting fire spread and behavior correctly is crucial tominimize the dramatic consequences of wildfires. How-
ever, our capability of accurately predicting fire spread is still very limited, undermining the utility of such sim-
ulations to support decision-making. Improving fire spread predictions for fire management purposes, by using
higher quality input data or enhanced models, can be expensive, unfeasible or even impossible. Fire managers
would benefit from fast and inexpensive ways of improving their decision-making. In the present work, we
focus on i) understanding if fire spread predictions can be improved through model parameter calibration
based on information collected from a set of large historical wildfires in Portugal; and ii) understanding to
what extent decreasing parametric uncertainty can counterbalance the impact of input data uncertainty. Our re-
sults obtained with the Fire Area Simulator (FARSITE) modeling system show that fire spread predictions can be
continuously improved by ‘learning’ from past wildfires. The uncertainty contained in the major input variables
(wind speed and direction, ignition location and fuel models) can be ‘swept under the rug’ through the use of
more appropriate parameter sets. The proposed framework has a large potential to improve future fire spread
predictions, increasing their reliability and usefulness to support firemanagement and decisionmaking process-
es, thus potentially reducing the negative impacts of wildfires.
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1. Introduction

Wildfires are a disruptive phenomenonwith important environment
and socio-economic impacts. Accurately predicting and anticipating fire
spread and behavior is crucial to minimize dramatic consequences. For
this purpose, fire spread models have been widely used to support fire
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management decisions, such as in real-time fire behavior prediction
(Kochanski et al., 2013), anticipated fire risk assessment (Calkin et al.,
2011), fire suppression preparedness (Sneeuwjagt and Peet, 1985) and
fire and fuel hazard mitigation resulting from planned fuel treatments
(Ager et al., 2010).

The capability of accurately predictingfire spread is still very limited,
and associated uncertainties strongly undermine the utility of such pre-
dictions for decision-making (Alexander and Cruz, 2013a). Modeling
fire behavior is uncertain mainly due to imperfect scientific knowledge
regarding the mechanisms driving fire spread, model applicability and
its inherent limitations, input data quality, natural variability, and para-
metric uncertainty (Albini, 1976; Alexander and Cruz, 2013b; Ervilha
et al., 2017; Liu et al., 2015; Refsgaard et al., 2007; Thompson and
Calkin, 2011). In a general sense, the lack of knowledge (epistemic un-
certainty), rather than simple random variability, can be responsible
for important prediction errors (Beven and Binley, 2014). For instance,
it has been shown that errors in input data can lead to large prediction
errors (Albini, 1976; Anderson et al., 2007; Bachmann and Allgöwer,
2002; Benali et al., 2016a).

There is a certain inability of the current fire-research modeling
community to completely take into account the strong limitations im-
posed by the pervasive levels of uncertainties. This is of paramount rel-
evance, as fire spread simulationswill only be deemed useful if they can
provide reliable information to fire managers. Understanding how sim-
ulations can be improved is, therefore, a critical research task that can
contribute to mitigate negative downstream consequences. For exam-
ple, in an operational context, anticipating correctly where and when
a locationwill burn, and the corresponding level of confidence, is impor-
tant to define suppression strategies (Pinto et al., 2016). On the other
hand, in a pre-operational context, improving fire spread predictions
can, for example, render more reliable assessments of fire risk and im-
prove fuel management decisions (Ager et al., 2010; Salis et al., 2013).

Currently, there are many fire spread models available that range
from empirical to physically-based (Sullivan, 2009a, b, c). Each option
has advantages and disadvantages that depend on several aspects, such
as computational and data demand, costs, accuracy, complexity, among
others (Papadopoulos and Pavlidou, 2011). Among these, the Fire Area
Simulator (FARSITE) modeling system (Finney, 2004) has been widely
used to simulate the spread and behavior of individual fires. Its accuracy,
easiness to use, along with its moderate complexity, data size demands
and computation times, have been recognized by many authors (Arca
et al., 2007; Papadopoulos and Pavlidou, 2011; Salis et al., 2016;
Sullivan, 2009c). FARSITE, alongwith several otherfiremodeling systems,
uses the Rothermel semi-empirical fire spread model (Rothermel, 1972)
to predict rate of spread (ROS) at any given spread direction of a surface
fire. It is based on topographic, weather and vegetation information. The
latter is based on fuel models that consist of a numerical description of
the structure and composition of surface organic matter capable of flam-
ing combustion (Anderson, 1982). Fuel models are composed by several
parameters describing the fuel complex,with different impacts on the ex-
pected fire behavior (Ervilha et al., 2017; Liu et al., 2015).

Fire spread predictions can be improved in a number of ways, name-
ly by i) increasing scientific knowledge driving fire behavior and spread
mechanisms; ii) developing more accurate and reliable models; iii)
using higher quality input data; and iv) model calibration. However,
we have different levels to improve these “four horses of apocalypse”
that hamper fire-spreadmodel results. Improving data, models and sci-
entific knowledge, may involve challenging tasks that are too expensive
and time consuming. Additionally, the complexity of models can signif-
icantly undermine their application by firemanagers. Consequently, the
characteristics of these options rarely coincide with the demands and
requirements offiremanagers for short-term and inexpensive improve-
ments of fire spread predictions.

Within this context, model calibration can be a relatively inexpen-
sive, fast and simple way of improving fire spread predictions, and con-
sequently, decision-making. Several fire modeling systems have
enclosed in their model structure parameters (i.e. the empirical values
constant throughout the simulations) that can be adjusted with the ob-
jective of improving the agreement between estimated and observed
fire spread and behavior (Cruz and Alexander, 2010; Finney, 2004;
Mandel et al., 2014). Among these, the calibration of fuel model param-
eters has been often done with significant improvements to fire spread
prediction accuracy (Ascoli et al., 2015; Cai et al., 2014; Cruz and
Fernandes, 2008; Rothermel and Rinehart, 1983; Salis et al., 2016). Nev-
ertheless, the large uncertainties associatedwith the lack of detailed and
accurate information required for fuel mapping at large spatial scales
(Keane and Reeves, 2012), as well as the spatial variability within
each mapping unit (Hilton et al., 2015), can significantly jeopardize
the utility of fuel model calibration for prediction improvement.

Alternatively, Duguy et al. (2007) used FARSITE to reproduce the fire
spread patterns of an historical event by tuning the ROS adjustment fac-
tors, scalars that multiplied by the estimated ROS and that do not affect
other fire behavior outputs. Contrary to several parameters that are not
easily accessible to the average fire model user for model calibration,
these empirical factors are used to rapidly adjust the fire spread rate
based on the expected or observed fire behavior for each individual
fuel model (Finney, 2004; Rothermel and Rinehart, 1983). Despite this
effort, the potential improvement of fire spread predictions that result
from tuning such empirical parameters remains largely unknown. In
particular, it is still unknown if this simple calibration approach can be
applied to other wildfires to effectively reduce prediction errors, or if
they are mostly case-specific and have little effectiveness in improving
predictions of subsequent wildfires.

We explorewhether the calibration of the empirical ROS adjustment
factors of FARSITE can be a simple, fast and inexpensive way of improv-
ing the consequent fire spread predictions. We do not consider the un-
certainties associated with fuel model parameters that have been
studied elsewhere (Ascoli et al., 2015; Bachmann and Allgöwer, 2002;
Ervilha et al., 2017; Liu et al., 2015). The impact of data uncertainty is
taken into account based on preceding work (see Benali et al., 2016a).
Investigating other sources of uncertainty is outside the scope of the
work, however, the readers are referred to Thompson and Calkin
(2011) and Webley et al. (2016) for further information. Here, we pro-
pose to i) quantify how fire spread predictions can be improved through
model parameter calibration based on information collected from his-
torical large wildfires; and ii) understand to what extent decreasing
parametric uncertainty can counterbalance the impact of input data un-
certainty. For this purpose, the fire spread predictions are evaluated
using satellite active fire data for seven large historical wildfires in
Portugal that occurred between 2003 and 2005. Understanding and
quantifying the sources of prediction error, or producing the best possi-
ble predictions, is beyond the scope of the work, as we focus on the rel-
ative improvements made by calibrating the fire modeling system.

2. Data and methods

2.1. Fire spread simulations

We selected seven very large wildfires that occurred in Portugal be-
tween 2003 and 2005. Each wildfire burned between ~13,700 ha and
40,000 ha and lasted for several days. These historical case studies
were above the 99th percentile of fire size distribution considering all
the wildfires that occurred between 1975 and 2013 in mainland
Portugal (Sá et al., 2017). The location, burned area perimeter, fire
name and respective acronym are displayed in S1 Fig. 1, along with
their characteristics shown in S1 Table 1. The burned area perimeters
of all case studies were extracted from the Landsat-derived Portuguese
fire atlas (Oliveira et al., 2012). The ignition locations, start and end date
of the case studies were defined using satellite active fire data (Benali
et al., 2016b).

Weused FARSITE to simulate thefire spread patterns of the case stud-
ies. FARSITE uses distinct models for surface fire spread (Rothermel,
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1972), crown fire transition (van Wagner, 1977), and crown fire spread
(Rothermel, 1991). We used FARSITE 4 command line version to simu-
late surface fire, with a landscape cell-size of 100 m and an hourly time
step. Spotting, crown fires and fire suppression were not simulated due
to their stochastic nature and the lack of information, respectively.

FARSITE requires a comprehensive set of landscape andweather var-
iables. Slope and aspect were derived from the digital elevation data ac-
quired from the NASA Shuttle Radar Topography Mission (SRTM) (Farr
et al., 2007). Fuel maps were produced by reclassifying the Corine Land
Cover (Bossard et al., 2000) classes into fire behavior fuel models as per
the Northern Forest Fire Laboratory (NFFL; Anderson, 1982). The reclas-
sification key and the correspondent fuel maps are shown in S2. Initial
dead fuel moisture contents were set to 6%, 7% and 8%, for 1-hr, 10-hr
and 100-hr time-lag classes, respectively, based on Scott and Burgan
(2005). Live fuel moisture contents were set to 60% and 90%, for herba-
ceous and woody components, respectively. Canopy cover density was
extracted from the Moderate Resolution Imaging Spectroradiometer
(MODIS) Vegetation Continuous Fields (VCF) product (DiMiceli et al.,
2011). Weather variables were derived from a high-resolution dataset
based on PSU/NCAR mesoscale model (MM5) simulations (Lorente-
Plazas et al., 2015) and used as hourly data at 10 km resolution. A com-
prehensive list of the required input variables tomodelfire spread using
FARSITE is provided in S3 Table 1.

Using the set of input variables described above and setting the ad-
justment factors to one (i.e. no adjustment) we performed the reference
fire spread simulations for the seven historic case studies. In Sections 2.3
and 2.4 we describe how the uncertainty in the ROS adjustment factors
and input variables was integrated in the fire spread simulations.

2.2. Evaluation of fire spread simulations

Evaluating fire spread simulations against static burned area perim-
eters ignores the spatio-temporal patterns of fire spread, not effectively
contributing to improve predictions (Cui and Perera, 2010; Duff et al.,
2013; Filippi et al., 2014). Alternatively, the MODIS active fire product
(MCD14ML) uses thermal data to identify the location of fires burning
at the time of overpass with a nominal spatial resolution of 1 km2

(Giglio et al., 2003).MODIS is aboard two satellites, resulting in four dis-
tinct acquisition periods per day on average: Terra data are acquired
during day and nighttime at around 10:30–12:00 a.m./p.m. local time,
respectively, and Aqua data at around1:00–3:00 a.m./p.m., respectively.
MODIS active fire data are specially suited to monitor large and long-
lasting wildfires (Anderson et al., 2009; Hawbaker et al., 2008; Parks,
2014; Veraverbeke et al., 2014).

Recently, Sá et al. (2017) proposed evaluating the accuracy of fire
spread simulations using satellite active fire data. The evaluation
scheme is based on quantifying the spatial discrepancy (hereafter,
SpD) between fire spread simulations and fire growth observed by sat-
ellite thermal acquisitions. The SpD is defined by the authors as themin-
imum Euclidean distance (in km) between a satellite active fire pixel
and the nearest simulated cell burning at the time of satellite overpass.
Due to the uncertainty in the sub-pixel location of the fire front, the
minimum Euclidean distance between all the possible sub-pixel loca-
tions within the MODIS active fire pixel and the closest simulated
burned pixel was calculated. We made some modifications to the eval-
uation scheme proposed by Sá et al. (2017) to use only the most out-
ward satellite active fires in the SpD calculation. Details are provided
in S2. The spatial discrepancy was assumed to be an indicator of predic-
tion accuracy, such that a low discrepancy was interpreted as a close
match between satellite-observed and simulated fire growth.

2.3. Uncertainty quantification

In this sectionwedescribe the quantification of the uncertainty asso-
ciated with fire spread modeling inputs, specifically with variables and
parameters. The uncertainty associated with the most relevant input
variables has been estimated by Benali et al. (2016a). Here, we provide
only a brief overview of the latter work (Section 2.3.1). Quantification of
the uncertainty associated with model parameters was focused in the
ROS adjustment factors and is described in Section 2.3.2. Here after,
model parameters refer to theROS adjustment factors unless stated oth-
erwise. Finally, we describe how the impact of the uncertainty associat-
ed with input variables and parameters on the output fire spread
predictions was assessed (Section 2.3.3).

2.3.1. Model variables
The uncertainty associated with the input variables was estimated

previously, using different methods and independent data sources,
along with its impact on fire spread predictions (Benali et al., 2016a).
Here, based on the previous study results, we focused on the variables
forwhich the uncertainty had a larger impact on the prediction accuracy:
wind speed and direction, ignition location, and fuel model assignment.

We sampled 100 values from the uncertainty histograms of wind
speed and direction, and ignition location variables (see Fig. 4c–e in
Benali et al., 2016a). For the wind-related variables, uncertainty was
propagated by adding the sampled uncertainty value to the reference
value, and generating the correspondent fire spread simulation. For
the ignition location, we generated random ignition points within the
burned area perimeter with a distance to the reference location equal
to the sampled uncertainty value. The uncertainty associated with the
assignment of NFFL fuelmodels based on CLC land cover classeswas cal-
culated using a confusion matrix (see Table 2 in Benali et al., 2016a). A
total of 100 combinations of land cover-fuel model assignments were
defined and a simulation was performed for each combination. The un-
certainties were propagated through the fire model for each case study
independently, one variable at a time.

2.3.2. Model parameters: the ROS adjustment factors
To the best of our knowledge, there is nodata available regarding the

‘true’ distribution of the ROS adjustment factors. We estimated their
probability distribution through inverse modeling following the Gener-
alized Likelihood Uncertainty Estimation (GLUE) methodology (Beven
and Binley, 1992). The underlying rationale is that models are fraught
with uncertainties, hence a “true” parameter set that provides an “opti-
mal” fit to the observed data does not exist. Instead, different parameter
sets can produce equivalent and equally acceptable predictions, leading
to equifinality. The likelihood of a parameter set being an adequate sys-
tem simulatorwas assessed and used to provide an estimate of the asso-
ciated uncertainty. The estimation of the uncertainty associated with
the ROS adjustment factors using GLUE required the following steps:

i) A large number offire spread simulationswith randomly assigned
parameter sets;

ii) The estimation of the likelihood of each parameter set;
iii) The use of the likelihood as weights to estimate uncertainty;
iv) The update of the likelihood weights using new data.

Steps i), ii) and iii) are described in the current section,while step iv)
is described in Section 2.4.

The GLUE methodology requires an appropriate definition of the
prior parameter distributions. In the current work, a parameter set is a
vectorwith ROS adjustment factor values for eachNFFL fuelmodel. Con-
sidering the lack of a priori information regarding the distributions of
the ROS adjustment factors, a wide parameter range was defined
(0.33 to 3) and Uniform distributions were used. The parameter range
corresponds to a 3 fold decrease and increase in the estimated ROS, re-
spectively. For each case study, only the fuel models with at least 2.5% of
areal coverage and summing up at least 95% of the total simulation area
were considered as representative. We randomly assigned parameter
values to the most representative fuel models and then performed one
fire spread simulation per parameter set, for a total of 500 simulations.
Parameter sets were exactly the same for all case studies.
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GLUE requires that an appropriate likelihoodmeasure is defined and
calculated for each parameter set. The term likelihood is used in a gener-
al sense, as the possibility that a given parameter set leads to an agree-
ment between model predictions and satellite active fires. The
likelihood was formally defined as:

Li; j ¼ 1
SpDi; j

 !2

ð1Þ

where Li,j is the likelihood and the SpDi,j is the simulation-satellite spatial
discrepancy of the i-th parameter set for the j-th case study (see
Section 2.2). A large spatial discrepancy means that a given parameter
set has a low (or even null) likelihood of being a system simulator.
The inverse relationship. All SpDi,j below 0.5 km were truncated to
avoid numerical problems (i.e. division by zero) and pronounced ex-
tremes in the likelihood function.

The likelihoods were rescaled for each case study so that the sum of
all values equaled 1, yielding the probability density function of the pa-
rameter sets. The uncertainty associated with the ROS adjustment fac-
tors was estimated by using the previously calculated likelihood
values to weight the correspondent simulation. A higher likelihood
was translated into a larger weight of a given parameter set and its cor-
respondent simulation, and vice versa. The weights were used to quan-
tify the impact of uncertainty in the model outputs, i.e. predictive
uncertainty, explained in detail in Section 2.3.3.

2.3.3. Predictive uncertainty
The impact of the uncertainty associated with input variables and

parameters on the fire spread predictions was assessed by calculating
the spatial discrepancy ratio and the burn probability. The former pro-
vides information regarding the impact of uncertainty on simulation ac-
curacy and the latter on the estimated fire growth spatial patterns. The
spatial discrepancy ratio was defined as (Benali et al., 2016a):

SpDratioi; j %ð Þ ¼
SpDi; j−SpDREF j

SpDREF j

� 100 ð2Þ

where SpDratioi,j is the spatial discrepancy ratio of the i-th parameter set
for the j-th case study and SpDREFj is the spatial discrepancy for the refer-
ence simulation for the j-th case study. A positive ratiomeans that prop-
agating uncertainty leads to a larger satellite-simulated discrepancy
when compared with the reference simulation, thus to less accurate
fire spread predictions. The likelihoods (Li,j) were used to weight each
SpDratioi,j, yielding a distribution of values for each j-th case study.

Some authors have proposed to integrate uncertainty into fire
spread predictions using probabilistic approaches (Cruz, 2010; Finney
et al., 2011; Pinto et al., 2016). Instead of a deterministic estimation of
fire spread, the probability of a given pixel burning (hereafter, burn
probability)was estimatedby performingmultiple simulations integrat-
ing uncertainty. We estimated the burn probability by using the likeli-
hoods (Li,j) to weight the corresponding fire growth simulation. The
latter was reclassified to 1 and 0, i.e. burned and unburned, for the cor-
responding simulation period. Burn probability maps were reclassified
into six discrete probability classes based on Pollack (2005; see S5
Table 1). Additionally, we estimated the burn probability resulting
from each main input variable uncertainty and compared with that
resulting from the integration of the ROS adjustment factors uncertain-
ty, by calculating the absolute burn probability difference between both.
For the input variable uncertainty, each simulation had the same
weight.

2.4. The impact of new data on predictive uncertainty and accuracy

We investigated how integrating new data regarding the likelihood
of the parameter sets influenced the predictive uncertainty and the
accuracy of fire spread predictions. Using the GLUE methodology and
Bayes' theorem, the likelihood of the parameter sets can be updated
(i.e posterior likelihood) combining priorwith new likelihood estimates
(Beven and Binley, 1992):

Lp Θ yjð Þ ¼ Ly Θ yjð ÞLo Θð Þ ð3Þ

where Lo(Θ) is the prior likelihood distribution, Lp(Θ |y) is the posterior
likelihood distribution, and Ly(Θ |y) is the calculated likelihood distribu-
tion of the parameter sets given the set of new observations (y). For ex-
ample, if the Lo(Θ) and Ly(Θ |y)were the likelihood distributions of the
previous and posterior wildfire events, respectively, the Lp(Θ |y)
would be the likelihood distribution obtained from updating the previ-
ous likelihood with the information gathered for the posterior wildfire.
We used two distinct approaches that mainly differed on the composi-
tion of the ‘new data’ used to update the prior likelihood values.

For the first approach, the posterior likelihoods of a given case study
were estimated by combining the likelihoods of all the remaining case
studies. This allowed us to evaluate the level of applicability of the pa-
rameter sets calibrated for a specific case study when applied to other
case studies, hereafter referred to as the leave-one-out likelihood ap-
proach. In the second approach, the posterior likelihoodswere estimated
by considering the information obtained from wildfires that had oc-
curred previously. The case studies were ordered based on their occur-
rence date and the posterior likelihoods of the parameter sets for a
given case study were estimated by combining the likelihoods of all
past case studies, hereafter referred to as the iterative likelihood approach.

To evaluate the degree of improvement in the predictions and the
uncertainty reduction caused by integrating additional data, we ana-
lyzed the SpD temporal distribution of: i) the reference simulation; ii)
the simulations using the iterative likelihood considering all the previous
case studies; and iii) only the first case study (hereafter initial likeli-
hood). This analysis was only performed for the most recent case
study (COV).

We also compared the impact of the uncertainty arising from the
major input variables and the ROS adjustment factors on the prediction
accuracy. This was done by comparing the SpDratio distribution derived
from propagating uncertainty in the major input variables and the
ROS adjustment factors, for each case study independently. For the
ROS adjustment factors we used the leave-one-out likelihood approach.
The analysis was done for all the case studies.

3. Results

3.1. Impact of ROS adjustment factor uncertainty on prediction accuracy

Applying the ROS adjustment factors using theweights given by the
leave-one-out likelihood approach leads to a general improvement in
prediction accuracy (Fig. 1). This is shown by the consistent decrease
in SpDratio, i.e. a decrease in spatial discrepancy when compared with
the reference simulations that had no adjustment. The median SpDratio

is below−25% for all case studies, with some fires presenting substan-
tial declines (e.g. CBR2 and LL). Additionally, the interquartile range re-
mains below 0%, showing a consistent decrease in the satellite-
simulation discrepancy. This consistent improvement in prediction ac-
curacy is minor for some case studies, such as CBR1, MCQ1 and MCQ3,
where the SpDratio does not drop below −50%, but is substantial in
other case studies, such as CBR2 and LL (also seen in Fig. 1).

The update of the posterior likelihoods based on the information col-
lected for pastwildfires (i.e. the iterative likelihood approach) leads to an
overall improvement of prediction accuracy (Fig. 2). Once again, the
median SpDratio is below−25% for all case studies and the interquartile
range was always below 0%. The consistent decrease in the satellite-
simulation discrepancy is minor in some case studies, such as CBR1,
MCQ1 and MCQ3, but is substantial for others, such as the more recent
case studies, LL and COV, which burned in 2004 and 2005, respectively.



Fig. 1. Distribution of SpDratio for the case studies using the ROS adjustment factors tuned
for all the remaining case studies (box and whisker plots). For each case study, the gray
box represents the interquartile range, the thick horizontal line the median, and the
vertical thick lines the 5th and 95th percentiles of the SpDratio. Each distribution
comprises the median SpDratio weighted by the leave-one-out posterior likelihoods ‘All’
encompasses all case studies.

Fig. 3. Temporal distribution of the SpD for the COV case study, considering the reference
simulation (blue), the initial (green) and the posterior likelihood (red) simulations. The
areas show the 90% uncertainty limits and the lines refer to the median values over
elapsed simulation time. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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The distribution of the SpD along elapsed time for the most recent
case study (COV) shows a pronounced decrease in the SpD from the ref-
erence simulation to the initial likelihood simulations, but a hardly no-
ticeable decrease from the latter to the posterior likelihood simulations
(Fig. 3). The median SpD is ca. 1 km up to about 35 h of elapsed time
for all simulations, and afterwards the median SpD increases pro-
nouncedly for the reference simulation (over 6 km) accompanied by a
minor increase in the initial and posterior likelihood simulations (ca.
2.5 km). The variability of the SpD (represented by the 90% interval) de-
creases when using data from new case studies, i.e. from initial to poste-
rior likelihood simulations, suggesting that prediction uncertainty
decreases with additional data.
3.2. Relation with the major input variables

The uncertainty in the major input variables and in the ROS adjust-
ment factors has widely variable and heterogeneous impacts on predic-
tion accuracy depending on the case study (Fig. 4). The most obvious
distinction is related with the magnitude of the impact of uncertainty
on prediction accuracy, represented by the variability of the SpDratio

90% interval. The impact is very small for CBR1, MCQ1 and MCQ3, con-
trasting with the remaining case studies. These three case studies are
discussed separately below. For the remaining, CBR2 and LL correspond
to elongated-shape wildfires, for which the uncertainty in wind speed
and direction has a large impact on the SpDratio, often increasing the
value of SpDratio although with large variability among all runs. The
COV andMCQ2wildfires have complex burned area perimeters and un-
certainty in fuel model assignment leads to awidely variable SpDratio re-
sponse, with significant prediction accuracy improvement and
decrease, respectively. Considering the latter four case studies, the un-
certainty in ignition location has a relevant impact on SpDratio for the
case studies with multiple (and distinct) ignition areas, such as LL and
MCQ2 (see Sá et al., 2017 for details).
Fig. 2. Distribution of the SpDratio for the case studies using the ROS adjustment factors
tuned for the case studies that occurred previously. For each case study, the gray box
represents the interquartile range, the thick horizontal line the median, and the vertical
thick lines the 5th and 95th percentiles of the SpDratio. Each distribution comprises the
median SpDratio weighted by the iterative posterior likelihoods.
Despite all the above mentioned patterns, reducing the uncertainty
in the ROS adjustment factors leads to an overall decrease in the SpDratio

that is consistently larger than the one resulting from propagating the
uncertainty in any of the major input variables.

3.3. Implications for fire management

The reference simulations show a consistent underestimation of fire
spread when compared with the final mapped burned area perimeter
(Fig. 5), as stated by Benali et al. (2016a) and Sá et al. (2017). Applying
the leave-one-out likelihoods to calculate the burn probability maps
leads to a decrease in fire spread underestimation. The area deemed
as “probable” is always larger than the reference simulation, and the
one deemed as “very probable” is still larger, except for the CBR1 case
study. The CBR1, MCQ1 and MCQ3 have considerable parts of their
burned areas with “null probability” class of fire spread. For the re-
maining four case studies, the burned areas are entirely or almost en-
tirely covered with “medium probability” to “very probable” classes
(Fig. 5).

Integrating the ROS adjustment factor uncertainty consistently in-
creases the probability of burning inside the burned area perimeter,
when compared with the integration of both fuel model assignment
and wind speed uncertainty (Fig. 6). However, it also largely increases
the simulated burn probability outside the mapped fire perimeter. For
some case studies, the median increase in non-burned areas is larger
than the median increase in burned areas (e.g. COV; CBR2), while for
other case studies it is not (e.g. MCQ1).

4. Discussion

4.1. Understanding the role of the ROS adjustment factors

Our results show that the accuracy of fire spread predictions can be
improved by integrating information from past large wildfires. Further-
more, the most likely parameter sets are applicable to multiple case
studies and improve the corresponding fire spread predictions. Improv-
ing the accuracy of fire spread simulations can significantly increase
their reliability, potentially contributing to support critical fire manage-
ment decisions. This is particularly relevant, and can be a cost-effective
alternative in a resource-limited context, where improving the quality
of the input variables and/or modeling systems can be unfeasible in
the short-term.

The impact of uncertainty of input variables on the prediction accu-
racy varies markedly between case studies. For example, counter intui-
tively, for most case studies integrating uncertainty in wind data barely
contributes towards improving simulation results. For some case stud-
ies, the impact of data uncertainty on improving prediction accuracy is
small, suggesting that improvements on input data quality would not



Fig. 4. The impact of the uncertainty in the major input variables and the ROS adjustment factors on the SpDratio, for each case study individually.
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be effective (e.g.MCQ1, 2 and 3). Regardless, the ROS adjustment factors
uncertainty strongly counterbalances the negative impacts of input var-
iable uncertainty on prediction accuracy. This clearly shows that, with-
out additional information or significant improvements on the quality
of the major input variables, the negative impacts of data uncertainty
can be compensated and ‘swept under the rug’, leading to more reliable
fire spread predictions.

Although the ROS adjustment factors are used only to tune the esti-
mated ROS for each individual fuel model, these parameters can affect
the simulated fire patterns considerably. Tuning such parameters com-
pensates for prediction errors, not only associatedwith the incorrect pa-
rameterization and/or assignment of fuel models, but also with the
remaining input variables. In practice, these parameters also counter-
balance, at least partially, the uncertainties resulting for example from
model applicability, knowledge limitations, model structure and natural
variability (Albini, 1976; Alexander and Cruz, 2013b; Cruz, 2010). Un-
fortunately, in this context, the most likely parameter sets cannot be
used to identify fuelmodels needing improvement. In fact, the large var-
iability and strong compensation between the most likely parameters
are strong indicators of the existence ofmultiple acceptable system sim-
ulators, i.e. equifinality.
The use of likelihood weights to describe the uncertainty in the
ROS adjustment factors increased the estimated burn probability
for all case studies. To compensate for the underestimation of fire
spread in the reference simulations (Benali et al., 2016a; Sá et al.,
2017), the most likely parameter sets increased the estimated ROS
(i.e. adjustment factors above one, not shown). Other studies have
documented the underprediction of fire spread rates (Cruz and
Alexander, 2013) and specifically using FARSITE (Arca et al., 2007).
As a consequence, the estimated burn probability increased both
for burned and non-burned areas, and for some cases, it was larger
in the latter. While we acknowledge that increasing the probability
of non-burned areas can be considered a downside of the methodol-
ogy and can have important implications for fire management, it
must be considered that these results were obtained without simu-
lating fire suppression efforts. Moreover, because of its potential
consequences, it is fire spread underestimation that represents a
larger concern in an operational context (Cheney, 1981).

For the CBR1, MCQ1 and MCQ3 case studies, the uncertainty in both
input variables andROS adjustment factors had a smaller impact on pre-
diction accuracy when compared with the remaining cases. These case
studies had considerable parts of their burned areas covered by “null



Fig. 5. Burn probability maps based on leave-one-out likelihood. The observed burned area perimeter is mapped in black line and the burned area perimeter resulting from the reference
simulation (i.e. no adjustment) is mapped in blue line. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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probability” estimates, shown both by the burned area perimeter and
satellite active fire data. These results suggest model structural errors
and/or epistemic errors, superimposing the uncertainty in input vari-
ables and ROS adjustment factors. For instance, spotting was not simu-
lated and most likely occurred in some of the above mentioned case
studies, since it is a common feature in Portuguese large wildfires
(http://www.fire.uni-freiburg.de/iffn/iffn_34/03-IFFN-34-Portugal-
Country-Report-2.pdf). According to the Portuguese Rural Fire Data-
base, the CBR1 wildfire had multiple ignitions dispersed over space
and time, which were not simulated (http://www.icnf.pt/portal/
florestas/dfci/inc/estat-sgif). The MCQ1 wildfire had a strong shift in
the prevailing winds, from Southeast to North, which transformed the
southern flank into a large burning fire front. After careful inspection,
these complex patterns were not correctly reproduced by the input
wind data, possibly due to epistemic errors. Although the estimated
likelihoods integrate several sources of error and a great deal of uncer-
tainty is encompassed in the ROS adjustment factors, it should not be
expected to compensate strong limitations of the modeling system.
Whether the low impact on the variability of prediction accuracy is in-
dicative of strongmodel structural errors requires further investigation.
Nevertheless, identifying and understandingwhymodels fail are crucial
steps towards their improvement (Beven and Binley, 2014).
4.2. Limitations

A thorough investigation of the factors behind the inability to accu-
rately predict the fire spread of the historical case studies is beyond
the scope of the work. The impact of input data uncertainties on the ac-
curacy of fire spread predictions has been addressed in a preceding
work (Benali et al., 2016a). As mentioned, the fact that spotting fires
were not simulated may be one of the major causes behind the fact
that some case studies had considerable parts of their burned areawith-
out any estimated fire spread. Nevertheless, althoughwe recognize that
data quality andmodel settings need to be improved, the results clearly
show a relative improvement in the prediction accuracy by calibrating
the ROS adjustment factors. On the other hand, it cannot be expected
that parametric uncertainty can encompass all the uncertainties
resulting from inadequate or an incomplete model structure, as clearly
mentioned by Beven and Binley (1992).

http://www.fire.uni-freiburg.de/iffn/iffn_34/03-IFFN-34--Country-Report-2.pdf
http://www.fire.uni-freiburg.de/iffn/iffn_34/03-IFFN-34--Country-Report-2.pdf
http://www.icnf.pt/portal/florestas/dfci/inc/estat-sgif
http://www.icnf.pt/portal/florestas/dfci/inc/estat-sgif


Fig. 6. Difference between the burn probability accounting for the uncertainty in ROS
adjustment factors versus the burn probability accounting for the fuel model assignment
(left) and the wind speed uncertainty (right). The distribution of the differences is
calculated inside (red) and outside (blue) the burned area perimeter. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version
of this article.)
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We acknowledge that satellite active fire data also have errors and
only provide a snapshot of the observed fire spread. Previous studies
thoroughly discussed the role and limitations of satellite data tomonitor
fire progression and evaluate fire spread simulations (Coen and
Schroeder, 2013; Hawbaker et al., 2008; Sá et al., 2017). Nevertheless,
we would like to reinforce that satellite active fire data have a large po-
tential to provide important insights on the fire growth patterns of large
and long-lasting wildfires, thus providing a robust data source for eval-
uating and consequently improving fire spread simulations.

Other limitations were related with the calibration of the ROS ad-
justment factors. The spatial variability and the accuracy of the fuel
maps inevitably influence the estimated likelihoods for each parameters
set. The methodology has limited applicability for wildfires that had a
significant contribution of crown and/or spot fires, since the ROS adjust-
ment factors refer only to surface rate of spread. However, the GLUE
methodology can be extended to other parameters that control the be-
havior of spotting and/or crown fires.

Finally, we acknowledge that the formal definition of an appropriate
likelihood function,which is essential to estimate predictive uncertainty
under the GLUE methodology, is inherently subjective as stressed by
Beven and Binley (1992). The initial parameter distribution is also sub-
jective, although the Uniform distribution has been recognized as the
most appropriate in situations with lack of a priori knowledge about
the parameter distributions and, the priors become increasingly less im-
portant with the addition of new data (Beven and Binley, 2014). The
definition of the likelihood function should be carefully evaluated by
the modeler, by assessing intermediate results, to assess the suitability
of themeasure for the desired purpose.Wehave addressed these issues,
but acknowledge that other likelihood function could be equally or even
more adequate than the one proposed.

4.3. Future applications

Using information from previous wildfires and updating the corre-
spondent likelihoods improved prediction accuracy and reduced SpD
variability for the posterior wildfires. This important result suggests
that integrating additional fire data can reduce predictive uncertainty,
as stated by Beven and Binley (1992), making the information provided
to fire managers more reliable. It is expected that with additional case
studies the posterior likelihoods greater than zero will become increas-
ingly well constrained. This issue requires further analysis by integrat-
ing additional wildfires and using more sophisticated measures to
assess the impact on predictive uncertainty (Beven and Binley, 2014).

Themodifications to compute the SpD index improved its suitability
to evaluate the quality of fire spread predictions, focusing on the de-
scription of the broad spatio-temporal patterns of fire spread and on
the flaming front. The errors and limitations associatedwith satellite ac-
tive fire data have been thoroughly described in previous studies
(Benali et al., 2016a, b; Hawbaker et al., 2008). We acknowledge that
the satellite active fire data are imperfect, and it should not be expected
fire spread predictions to be better than the former. These epistemic er-
rors will be difficult to separate but should be, at least partially,
contained in the estimation prediction bounds. Future improvements
in SpD calculation, including the use of other satellite or airborne ther-
mal data, will certainly improve the determination of themost likely pa-
rameter sets. In this context, the Visible Infrared Imaging Radiometer
Suite (VIIRS), with improved spatial resolution, has a large potential to
provide relevant high quality information regarding the spread patterns
of wildfires (Schroeder et al., 2014).

The application of other fire spread evaluation measures (e.g. Cui
and Perera, 2010; Duff et al., 2013; Filippi et al., 2014; Fujioka, 2002)
should be feasible as long as they i) provide a measure of goodness-
of-fit in a general sense, ii) are monotonic and continuous, and iii) the
likelihood function is carefully adapted (Beven and Binley, 1992). A
complete discussion regarding the GLUE methodology and the impor-
tance of correctly defining the likelihood function is provided by
Beven and Binley (2014).

The posterior likelihood distribution calculated for previous case
studies (iterative likelihood approach) can be used to project the predic-
tive uncertainty for new wildfires and has great potential to be applied
to future wildfires under an operational context. Additionally, the ap-
proach presented can provide complementary information that can be
useful for fire management, such as error bounds and probabilistic out-
comes (Cruz, 2010). The GLUEmethodology has the flexibility to be ap-
plied to new wildfires using different sets of input variables and/or
model settings. These different settings should bemirrored in the poste-
rior likelihoods. Nevertheless, further work is still needed by applying
the methodology to a larger number of case studies that cover a wide
range ofwildfire characteristics regarding, among others: i) size, includ-
ing smaller, more frequent and lower intensity wildfires; ii) growth
rate, including slow and fast burning wildfires; and iii) type, including
surface and crown fires. Additionally, further work should integrate
multiple model structures towards a more complete definition of fire
spread uncertainty.

5. Conclusions

Improving fire spread predictions for management purposes, by
using higher quality input data or enhanced models, can be expensive,
unfeasible and even impossible under the current scientific paradigm.
Within this context, we showed that fire spread predictions can be im-
proved by appropriately defining the distribution of the ‘tunable’ pa-
rameters contained in the fire spread modeling system. Of special
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importance,we showed thatfire spread predictions canbe continuously
improved by ‘learning’ from pastwildfires. The uncertainty contained in
the major input variables (wind speed and direction, ignition location
and fuel models) can be ‘swept under the rug’ to a certain extent, and
their negative impacts can be counterbalanced through the use of
more appropriate parameter sets.

The framework proposed can be applied to future wildfires and the
posterior likelihoods can be continuously updated by including new ob-
servations. Arguably, it has a large potential to improve future fire
spread predictions, improving their reliability and usefulness to support
fire management and decision making processes, thus potentially re-
ducing the negative impacts of wildfires.
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Discussion 

The major findings of the present Thesis are: 

v) Satellite-derived fire dates had moderate to very good agreement when 

compared with reported data. The spatio-temporal agreement between reported 

and satellite-derived ignitions showed temporal lags and distances within 12 h and 2 

km, respectively. Uncertainties were generally larger than disagreements. In sum, 

results showed that satellite data can contribute to improve information regarding 

dates and ignitions of large wildfires, which can be a valuable asset to complement 

and correct inconsistencies in existing fire databases.  

vi) Satellite thermal data captured the major spatio-temporal dynamics of the 

large wildfires studied. The evaluation metrics proved to be very useful in identifying 

areas and periods of low/high spatio-temporal agreement between simulated and 

observed fire growth. Overall, this approach highlighted the poor accuracy of the fire 

spread simulations due to a strong underprediction bias. The methodology 

developed can be applied to a comprehensive number of large wildfires towards a 

more systematic and objective evaluation of fire spread simulations. 

vii) Uncertainties in input data were very large and had important impacts on fire 

spread predictions. In particular, uncertainties in wind speed and direction, fuel 

model assignment and typology, location and timing of ignitions, had a major impact 

on prediction accuracy. The work developed was a first and necessary step to 

integrate the uncertainties in these variables in future fire spread predictions, adding 

useful information to fire managers. 

viii) Using a robust iterative algorithm for regional model calibration, fire spread 

predictions can be continuously improved by ‘learning’ from past wildfires. In fact, 

this parameter calibration can counterbalance the impact of the uncertainty 

contained in the major input variables on the accuracy of fire spread predictions. This 

showed that without additional information or significant improvements on the 

quality of the major input variables, the negative impacts of data uncertainty could 
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be reduced leading to more reliable fire spread predictions. The proposed 

framework has a large potential to improve future fire spread predictions. 

Overall, the work developed contributed to advance the body of knowledge 

regarding individual wildfires, using an innovative combination of satellite thermal 

data and fire spread modelling tools. It showed that it is possible to integrate 

knowledge from past wildfires to improve our understanding. It contributed to 

improve the accuracy of fire spread predictions in pursue of the long term goal, i.e. 

to provide fire spread predictions that are sufficiently reliable to support fire 

management decisions in the future. These developments contribute to provide a 

more solid scientific background in decision-making with the aim of reducing the 

dramatic impacts of wildfires.  

Nevertheless, the work has several limitations. Here, the major ones are discussed 

and accompanied by proposals of future research needed to overcome them. Most, 

if not all of the issues discussed below have been included in a scientific proposal 

written and approved during the period of this thesis, namely the FIRE-MODSAT-II 

project. Therefore, these issues will be tackled and subject of investigation, at least, 

in the next three years. 

i) Limitations of the modelling system: The poor ability of the fire spread 

modelling system to predict the fire spread of the historical case studies was evident. 

Although a thorough investigation of the factors behind this inability was beyond the 

scope of the work, future research will focus on better understanding them. 

Improving the quality of the input data will surely increase the reliability of 

predictions. The work developed regarding the impact of input data uncertainty shed 

light on where to prioritize efforts to attain such improvements. Furthermore, 

spotting was not simulated and most likely occurred in some of the historical case 

studies, since it is a common feature in large wildfires [77]. Future work will include 

this fire spread component. Overall, the evaluation methodology presented here will 

allow for better understanding and identifying why fire spread modelling tools are 

failing, a crucial step towards their improvement [97].  
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ii) Satellite-based evaluation framework: Satellite thermal data have relevant 

limitations. Data on fire location with a higher temporal frequency would be 

desirable, however, in the next few years it is not likely to be available [25]. Data with 

higher spatial resolution is also necessary to overcome the large limitations of coarse 

satellite thermal data. The Visible Infrared Imaging Radiometer Suite (VIIRS) active 

fire product [98], with improved spatial resolution (~375m), has a large potential to 

tackle some of these limitations [46] and should be used in the future to evaluate 

fire spread predictions. Improvements to the evaluation framework are also 

necessary in order to better represent the location of active fire lines, penalize 

overestimation of fire spread, and extend the evaluation to stochastic fire spread 

simulations.  

iii) Historical case studies: The small set of large wildfires burning under extreme 

conditions is certainly a biased sample [99]. The calibration and evaluation of the fire 

modelling system needs to be extended to a larger set of wildfires and ensure the 

analysis is representative of large wildfires that occur(ed) in Portugal. These should 

cover a wide range of characteristics regarding: size, including smaller, more 

frequent and lower intensity wildfires; growth rate, including slow and fast burning 

wildfires; type, including surface and crown fires. It should be noted that the 

methods presented are easily applicable to new wildfires using different sets of input 

variables and/or model settings.  

iv) A better understanding of fundamental mechanisms driving wildfires: The 

data-driven approach presented in this work can meet at least part of the needs of 

fire managers for more accurate fire spread predictions. However, it is very limited 

in providing insights on the fundamental mechanisms driving fire propagation 

[81,82]. This parallel line of research is crucial to improve the accuracy of predictions 

in the long term. 

Coen and Schroeder [46] used satellite thermal data to reinitialize fire spread 

simulations at different time steps showing that it improved the accuracy of the 

predictions. Considering the obvious context, a similar analysis was also performed 

during the current thesis [100], however, future work is still needed to ensure that 
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model re-initialization improves the spread predictions of large wildfires in Portugal. 

The use of higher resolution data from VIIRS, as well as a more correct definition of 

the active fire lines (mentioned previously), will certainly contribute for a more 

accurate data-driven model re-initialization.  

Additionally, the current Thesis does not address two important components. First, 

it lacks a detailed analysis of the potential of satellite data to reproduce the spread 

patterns of large wildfires in Portugal. This should include the derivation of relevant 

fire spread indicators (e.g. rate of spread, fire intensity, fire growth rate, spread 

direction) and compare them, if possible, with other data sources. Second, it lacks 

the integration of both the satellite-derived evaluation component and the 

uncertainty quantification, to build stochastic wildfire spread simulations for specific 

case studies. This was partially accomplished in a parallel work for the Tavira wildfire 

of 2012 [101]. However, this was the result of a preliminary and exploratory 

approach that did not include, the final evaluation framework, the detailed 

uncertainty quantification, nor the regional model calibration. Nevertheless, it 

showed how fire spread simulations can be used to anticipate the fire location in the 

next hours, and provide the support for more effective fire suppression decisions. 

Both components highlighted here surely deserve more research in the future.  
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Conclusion 

The current Thesis contributed to the advance of the body of knowledge regarding 

individual large wildfires. It combined satellite thermal data and modelling tools to: 

i) derive relevant information regarding individual wildfires; ii) evaluate the accuracy 

of fire spread simulations;  iii) characterize and quantify the uncertainties in input 

data and their impact on fire spread predictions, and iv) improve predictions through 

regional model calibration. Most importantly, it identified future research steps 

towards a reliable operational fire spread system, which can support more effective 

and safer fire management decisions.  
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