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Abstract According to the thermodynamic hypothesis, the native state of proteins is
uniquely defined by their amino acid sequence. On the other hand, according to Levinthal,
the native state is just a local minimum of the free energy and a given amino acid sequence,
in the same thermodynamic conditions, can assume many, very different structures that are
as thermodynamically stable as the native state. This is the Levinthal limit explored in this
work. Using computer simulations, we compare the interactions that stabilize the native
state of four different proteins with those that stabilize three non-native states of each pro-
tein and find that the nature of the interactions is very similar for all such 16 conformers.
Furthermore, an enhancement of the degree of fluctuation of the non-native conformers can
be explained by an insufficient relaxation to their local free energy minimum. These results
favor Levinthal’s hypothesis that protein folding is a kinetic non-equilibrium process.

Keywords Protein folding · Kinetic mechanism · Molecular dynamics

1 Introduction

According to Anfinsen’s thermodynamic hypothesis, the native state of proteins is solely
determined by their amino acid sequence [1]. Anfinsen also states that “... the three-
dimensional structure of a native protein in its normal physiological milieu (...) is the one
in which the Gibbs free energy of the whole system is lowest” [1]. In this perspective,
the protein folding process is viewed as a progressive search for the global minimum of
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the free energy. In the context of protein folding, Levinthal is usually quoted with regard
to his demonstration that if proteins folded from an initial random structure by exploring
all possible conformations they would take much longer to fold than they do [2] (the so-
called Levinthal paradox). Within the thermodynamic hypothesis, a putative solution to this
Levinthal paradox is the notion that the energy landscape of proteins is funnel shaped so
that, in their progress to the global minimum at the bottom of the funnel, proteins only have
access to an ever-decreasing number of conformations [3, 4]. On the other hand, Levinthal’s
solution to his supposed paradox is rather different, namely, it is the proposal that the native
state of proteins is merely a local free energy minimum and that protein folding is a kinetic
process in which proteins follow specific conformational pathways [5]. In spite of attempts
to conciliate these two views [4, 6] the fact is that, according to Anfinsen’s thermody-
namic hypothesis, each protein can only assume one stable well-defined three-dimensional
structure and, according to the Levinthal limit, proteins can have many different structures,
as thermodynamically stable as the native state. The aim of this work is to explore this
Levinthal limit and investigate the causes of the stability of the different conformers of the
same protein.

Making the same protein assume different folds is a very difficult task to do experimen-
tally. On the other hand, computationally, it is possible to force a given amino acid sequence
into many different folds and use molecular dynamics simulations (MDS) to study their rel-
ative stability. In an early study [7], four proteins were selected and, for each one, three
decoys were built by using the backbone folds of the other proteins. MDS showed that the
decoys had average energies and average fluctuations similar to those of the correspond-
ing native state, so that, in a blind choice, each decoy would be as probable as the native
state. In this study, the only distinguishing feature was the resistance to a heat pulse that was
greater for the native state than for the decoys [7]. Two limitations of the latter study were
(1) that the duration of the MDS was at most 50 nanoseconds (ns) and (2) that those simula-
tions were made in the absence of explicit water. To improve upon those limitations, in [8],
MDS with a duration of at least 500 ns, in the presence of explicit water molecules, were
performed, which indicate that proteins can have many non-native states that are dynami-
cally as stable as the native state. Indeed, during the 500 ns, none of the nine non-native
states probed in [8] showed any tendency to evolve towards the native state, as should be
expected from Anfinsen’s thermodynamic hypothesis. However, an intriguing result of the
study in [8] was also that all of the non-native conformers exhibited a degree of fluctuation
greater than that of the corresponding native structures. This raises the question of whether
this greater degree of flexibility can be due to a difference between the nature of the stabi-
lizing interactions of non-native states versus the native states. Thus, here we analyze the
contributions of the different types of interactions to the total potential energy of native and
non-native structures of the same protein.

2 Methods

We use the same four proteins as previously [8]. According to the CATH protein structure
classification scheme [9], all the current protein structures in the Protein Data Base (PDB)
[10] fit into just four classes. Since each of the four proteins used in this work belongs to
a different class, in spite of their relatively small number, they cover all the known protein
structure classes. Indeed, protein PDB1BDD [11] belongs to the mainly-α class, protein
PDB1J08 [12] belongs to the mainly-β class, protein PDB1IGD [13] belongs to the α/β
and protein PDB1AAP [14] belongs to the “few secondary structures” class. The protein
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1BDD includes one histidine, which can be either protonated or unprotonated. Here we are
concerned with the protonated protein.

As explained in the introduction, our purpose is to test whether we can differentiate
between the native and non-native states of the same protein via the type of interactions
that stabilize them. To this end, for each of the four proteins, three alternative, non-native
conformations were generated by threading the sequence of the first protein onto the fold of
the other three, using the Leap module of the AMBER package [15] to add the coordinates
of the residue atoms. For instance, one mainly-β conformation for the mainly-α protein
1BDD was produced by taking the coordinates of the backbone atoms of the native state
of the mainly-β protein 1J08 and adding the coordinates for the residues of 1BDD to that
backbone. In this way, for each of the four proteins, three non-native conformations were
generated. All such sixteen initial structures (four native, taken from the PDB [10], plus
three non-native structures for each protein) are displayed in Fig. 1.

Since we want to compare the interactions in native and non-native structures, ideally,
we should obtain their initial coordinates in the same manner, i.e., all from experimental
measurements. However, this is impossible to do for the non-native states and the conse-
quence is that, while for the native states of the four proteins the coordinates for both the
backbone atoms and the side chain atoms are taken from the PDB [10], for the non-native
conformations, as explained in the previous paragraph, the coordinates of the side chains
are added in a more artificial manner. To minimize this difference that exists between native
and non-native structures from the very start, we also created four additional “native” struc-
tures for which the coordinates of the backbone atoms came from the PDB files [10], but for
which the coordinates of the side chains were added by the LEAP module of the AMBER
package [15]. These latter “native” structures, whose generation is closer to that of the non-
native structures, are designated as LEAP structures in the next section. In summary, in this
work, for each protein, we will analyze the trajectories from five different initial structures:
the full native PDB structure, the LEAP native structure and the three non-native struc-
tures. Figures 2–6, however, display results from the trajectories of the PDB and of the three
non-native conformations, the four main conformers of each protein.

All protein structures were placed in an explicit water bath and sodium ions were added
to make the whole system electrically neutral. All simulations were performed with GRO-
MACS [16–19], using the Gromos96 43A1 force field [20] together with the SPC/E water
potential [21]. The systems constituted by the protein and the added water molecules were
all first subjected to energy minimization and resulting structures were inserted as initial
conditions for molecular dynamics at constant temperature and pressure (the NPT ensem-
ble), with T=300 K and p=1 atm. For all simulations, the time step for the integration was 2
femtoseconds (fs) and the total integration time was 0.5 microseconds (μs).

Figure 2 shows the evolution of the protein-only potential energies of the four main
conformers of the four proteins (the black curve is for the PDB native conformer of each
protein). Protein-only means that the interactions of the protein atoms with the solvent, as
well as solvent–solvent interactions, are not included. This figure shows that, in all trajec-
tories, the potential energy has converged after 250 nanoseconds (ns). It also shows that,
although the native conformer is that which tends to have the lowest protein–protein poten-
tial energy, there are other conformers that can have similar energies. For example, for the
mainly-α 1BDD protein, the conformer with the α/β fold of 1IGD has a similar protein–
protein potential energy as the native 1BDD (compare the yellow curve with the black in the
top plot); for the mainly-β 1J08 protein, the conformer with the mainly-α fold of 1BDD has
a similar protein–protein potential energy as the native 1J08 (compare the blue curve with
the black in the second plot from the top); and for the α/β 1IGD protein, the conformer
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Fig. 1 Initial four main conformers of the four proteins, displayed in a matrix-like fashion. For each protein,
the native states are displayed along the diagonal of this “matrix”. The label at the beginning of each row
identifies the protein and the labels above each column identify the protein whose fold was imposed on the
non-native structures of the other proteins in that column. For instance, going down the first column we have
first the native structure of protein 1BDD, and the next three are non-native structures obtained by imposing
the backbone fold of 1BDD onto proteins 1J08, 1IGD, and 1AAP, respectively. The first row displays the
native and three non-native structures for the mainly-α 1BDD protein (all with a cyan backbone); the second
row displays the native and non-native structures for the mainly-β 1J08 protein (all with a pink backbone),
the third row displays the native and non-native structures for the α/β 1IGD protein (all with a yellow
backbone), and the fourth row displays the native and non-native structures for the few secondary structure
1AAP protein (all with a grey backbone). The side chains are represented by red lines. The protein pictures
were prepared with the software Visual Molecular Dynamics (VMD) [22]

with the mainly-α fold of 1BDD has a similar protein–protein potential energy as the native
1IGD (compare the blue curve with the black in the third plot from the top). Figure 2 thus
suggests that, energy-wise, there is nothing particularly special about native conformers,
i.e., the alternative conformations which correspond to very artificial structures for those
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Fig. 2 Time dependence of the cumulative average of the potential energy when only interactions between
protein atoms are taken into account. In each plot, the trajectories of the four main conformers of a given
protein, i.e., starting from the native PDB structure and from the three non-native conformations for that
protein (see text), were used. The order of the plots is the same as the order of the rows/proteins in Fig. 1.
The labels on the vertical axis of each plot identify the protein, and the labels within each plot identify the
initial structure. For instance, in the top plot, Str 1J08 means that the initial structure of the trajectory in red
was obtained by imposing the backbone fold of protein 1J08 on protein 1BDD, i.e., that the initial structure
for this trajectory was that seen in the first row, second column of Fig. 1. The curves for the trajectories that
started from the native structures are in black in all plots. All energies are in kJ/mol

particular proteins nevertheless are stabilized to the same extent as the native state. How-
ever, while the protein–protein potential energy depends on the overall balance between all
the attractive and repulsive interactions that stabilize each conformation of the four proteins,
it may be that the non-native conformations are stabilized by one kind of interactions while
the native state is stabilized by a different kind of interactions. Thus, in the next section the
different contributions to the total potential energy, both from the internal interactions and
from the interaction with the solvent, are analyzed in detail for the four main conformers of
the four proteins.

3 Sources of stabilizing interactions in native and non-native
conformations

In this section, we are concerned with one main question, namely, what types of interactions
stabilize the different protein conformers? Figure 3 displays the variation with time of the
different contributions that make up the potential energy related to protein–protein interac-
tions. As for the total potential energy, the values of the energies can vary from protein to
protein, but the difference between maximum and minimum values in the axes was kept the
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Fig. 3 Time dependence of the cumulative averages of bond (top left), angle (top right), proper dihedral
(middle left), improper dihedral (middle right), Coulomb (bottom left), and Lennard–Jones (bottom right)
energies of protein atoms only. The organization of each energy plot is as in Fig. 2. All energies are in kJ/mol

same for all proteins, to make the different plots more comparable. A close inspection of the
curves indicates that all conformations of the four proteins are stabilized by the same type
of interactions as the corresponding native states. Indeed, where some interactions, like the
bond energy (top left), the improper dihedral (middle right) and Coulomb interactions (bot-
tom right) are well conserved in the native, they are also well conserved in the non-native
conformations, and conversely, the interactions that show greater changes in the non-native,
also show similar characteristics for the native conformation. Figure 3 also shows that, for
all proteins, the weakest contribution to the total interaction energy comes from the dihe-
dral terms (improper and proper), which are followed, in an increasing sense, by the bond
and angle energies. On the other hand, the strongest contribution is electrostatic (see bot-
tom left plot of Fig. 3), followed, in absolute terms, by the Lennard–Jones interaction (in
the bottom right plot of Fig. 3). Remembering that the non-native structures are stabilized
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by amino acid pairs that are very different from those that stabilize the corresponding native
structures, this shows, that in spite of the local differences, when we consider the complete
protein, the contribution of the different types of interactions to the total potential energy is
very similar for the four different conformers of the same protein.

Thus, taken together, Fig. 3 shows that the interactions that stabilize/destabilize the 16
native and non-native conformers are very similar in all of them.

Hydrogen bonds are one of the key interactions that define protein structure and the
Lennard–Jones potential energy, which represents them, is thus one of the most important
contributions. In Fig. 4 we dissect further the Lennard–Jones contribution by plotting the
average Lennard–Jones interaction energies between all the atoms that are represented in
the united atom model of GROMOS96 43a1 [20] are displayed. The averages are made over
at least 2500 conformations, sampled with a frequency of 0.2 ns in a 500-ns-long trajectory.
The stronger the attractive (negative) interaction between two residues, the darker the dots
in the triangles of Fig. 4, and the weaker the interaction, the more to the red the correspond-
ing dots will be. Of the six types of interactions displayed in Fig. 3, we have selected the

Fig. 4 Average Lennard–Jones interaction energies between all the atoms of the proteins, residue by residue
(see text). Each triangle is obtained from a trajectory starting from one the 16 main conformers (see Fig. 1)
and shows the average Lennard–Jones interaction between residues i and j , where both indices go from 1 to
the total number of amino acids in the protein structure. Since this corresponds to a symmetric matrix, only
the upper part is shown. The darker a spot in a triangle is, the greater (in intensity) the interaction between
the corresponding residues is. The organization of the triangles is the same as in Fig. 1, i.e., the label in
each line identifies the protein and the label of each column identifies the structure imposed on the initial
conformation. The energy scale is given on the right-hand side, where the values are in kJ/mol. The black
sticks along the diagonal mark the residue number in multiples of 10, starting with the first amino acid in the
primary sequence
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Lennard–Jones interaction also because it is that which is mostly correlated with the sec-
ondary and tertiary structure of the proteins, with α-helices leading to dark stripes along
the third and fourth parallels to the diagonal of the triangles, and β-sheets showing up as
dark stripes perpendicular to the diagonal. Both of these features are of course related to
the hydrogen bonded networks that stabilize those two secondary structures. For instance,
we can identify the three α-helices of protein 1BDD by the three dark patches, one larger,
one smaller, followed by another larger one, parallel to the hypotenuse of the triangle in the
first row, first column, of Fig. 4. Also, we can identify the β-sheets in protein 1J08 by the
dark stripes perpendicular to the hypotenuse of the triangle of the second row, second col-
umn, of Fig. 4. This figure thus provides a glimpse into the secondary structure and into
the topology of the different conformers. It tells us how well, or how not so well, the non-
native conformers of the other proteins retain the backbone fold that was imposed initially
on them. For instance, the three 1BDD helices are clearly visible in the non-native con-
former of protein 1IGD (third row, first column, of Fig. 4), but less so in the non-native
conformer of proteins 1J08 (second row, first column) and 1AAP (fourth row, first col-
umn). On the other hand, inspection of the triangles under the second column shows that
the β-sheet structure of protein 1J08 is reasonably preserved by the three non-native con-
formers of the other proteins (first, third and fourth rows, first column). Also, of the four
proteins, protein 1IGD is that whose non-native conformers resemble the corresponding
native templates the most (compare the residue interactions of the triangles in the third row
of Fig. 4 with the interactions of the corresponding native templates in the other rows).
However, even if protein 1IGD seems to have the greater physical plasticity of the four
proteins, i.e., it seems to be particularly capable of keeping very foreign folds, Fig. 4 does
indicate that all of the four different amino acid sequences of the four proteins can be made
to fold into very different shapes, which are stabilized by interactions very similar to those
that stabilize the corresponding native states. The general conclusion is thus that, from
the energetic point of view, the non-native conformers cannot be distinguished from their
native states.

The energies presented thus far do not include the interaction of protein with the sol-
vent, but protein–water interactions are known to be very important for the stability of the
folded state. In Fig. 5, the total potential energy for the protein–protein and protein–solvent
interactions is displayed. Comparing Figs. 2 and 5 we notice that, in the latter, the native
conformers are no longer those that have the lowest energy values. In fact, two of the pro-
teins (1BDD and 1IGD) possess one conformer that has a total potential energy that is lower
than the native, another protein (1J08) has two such conformers and for the protein 1AAP
all three alternative conformers have total energies either similar or lower than the native!
Thus, taking the protein–solvent interactions into account, we still conclude that the same
protein can have more than one conformer that is very different from its native structure and
yet as stable as the native.

4 Flexibility of native and non-native conformers

So far, we have concluded that not only the average energies and the type of interactions
that stabilize the non-native conformers but also their average stability are very similar to
those of the native states. In this section, we re-visit the topic of the relative flexibilities of
non-native versus native states [8].

We use the root mean square deviation (RMSD) between two conformations of the same
protein as a measure of the structural “distance” between them. Here we want to determine
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Fig. 5 Time dependence of the cumulative average of total potential energy, i.e., including not only interac-
tions between all the atoms in the protein but also interactions between protein atoms and the solvent. The
organization of each plot is as in Fig. 2. All energies are in kJ/mol

the structural distances between the conformations sampled in the trajectories of all the con-
formers. While Fig. 4 shows that, on average, the non-native conformers keep the fold that
was initially imposed on them, one curious observation in [8] was that they also displayed
a greater flexibility than the corresponding native state, as measured by RMSD. This find-
ing is illustrated by Fig. 6. Each square in Fig. 6 is associated to a single trajectory, namely
that which started from the initial structure that is the same position in Fig. 1. In each tra-
jectory we selected 250 conformations, separated by 2 nanoseconds (ns), thus spanning the
full 500-ns time period. In order to evaluate the conformational space covered in a trajec-
tory we calculate the RMSD deviation of each conformation in the trajectory with all the
other conformations in that trajectory. This leads to a symmetric matrix because the RMSD
of conformation i (i = 1, · · · , 250) with respect to conformation j (j = 1, · · · , 250) is of
course equal to the RMSD of conformation j with respect to conformation i (notice that
indeed all squares in Fig. 6 are symmetric; we could also have plotted only the upper half
but, unlike Fig. 4, that would make Fig. 6 less clear).

The first line in each of the 16 squares of Fig. 6 is the deviation of each conformation
in the trajectory with respect to the initial conformation; the second line is the deviation of
each conformation in the trajectory with respect to the second conformation; and so forth.
The diagonal in each of the 16 squares of Fig. 6 represents the RMSD of conformation
i (i = 1, · · · , 250) with respect to the same conformation i and is of course zero (and
thus represented by a black dot). The first parallel to the diagonal represents the RMSD
deviations between one conformation and the next one in time (i.e., the RMSD between
two conformations separated by 2 ns), the second parallel to the diagonal represents the
RMSD between one conformation and its second neighbor in time (i.e., the RMSD between



24 L. Cruzeiro, L. Degrève

Fig. 6 Each of the 16 squares represents the RMSD of all 250 conformations selected from a single trajectory
with respect to one another, i.e., the first line in each square represents the RMSD between all conformations
in a trajectory with respect to the first conformation in that trajectory; the second line represents the RMSD
of all conformations with respect the second conformation in that trajectory; and so on. The organization of
the squares is the same as that of the triangles in Figs. 1 and 4. The RMSD scale is given on the right-hand
side, where the values are in Å. The smaller the RMSD, the more to the blue a point in a square is, and the
more structurally similar the two structures being compared are, and the larger the RMSD, and the red color
is proportional to the structural difference between the conformations

two conformations separated by 4 ns), and so forth. The value of each RMSD is given by
its color and the color scale is on the right-hand side of the figure, in Å. The more to the
blue a spot is, the more similar the two structures being compared are and the more red a
spot is, the greater the differences between the two structures being compared. In Fig. 6,
the more blue a whole square is, the closer in structure are the conformations assumed by
the protein throughout the trajectory and the more rigid the corresponding protein structure
is. On the other hand, the more red a whole square is, the more flexible that other protein
structure is.

The first line in each square tells us how much the protein structure has deviated from
the initial structure that is displayed in Fig. 1. Looking at the squares along the diagonal
of Fig. 6, which come from the trajectories that started from the native PDB structures
of the four proteins, we see that, with the exception of protein 1BDD, the conformations
sampled by the proteins in these trajectories have deviated at most 4 Å from the initial
structure. This shows that the average initial structure is kept throughout, as is expected from
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the stability of native states. In each square of Fig. 6, the darker square patches centered
along the diagonal, represent subsets of conformations that are similar to each other in that
time interval, and signal structural sub-clusters that arise during that trajectory. A square
with a smaller number of structural sub-clusters, and with smaller RMSD’s between the
conformations in the sub-clusters, that is, with a small number of darker patches centered
along the diagonal, is associated with a less flexible structure. Inspection of Fig. 6 shows that
the native state of proteins 1IGD and 1J08 are the least flexible, as expected for structures
with β-sheets, and that the native state of protein 1BDD is very flexible. On the other hand,
the native state of protein 1AAP has a degree of flexibility that is intermediate between those
two. Also, comparing all native trajectories with all non-native trajectories we notice that,
with the exception of protein 1BDD, the latter are always more flexible than the former.

In order to understand better the source of the greater flexibility of the non-native struc-
tures we generated the native LEAP structure, as explained in Section 2. The native LEAP
structures have the same backbone as the native PDB structures that we have been con-
sidering so far, but they also share with the non-native initial structures the fact that the
coordinates of the side chain atoms are added with the Leap module of AMBER. Therefore,
while the PDB structures are obtained from proteins at equilibrium, the LEAP structures
mix an experimental backbone structure with side chain orientations that may not be fully
equilibrated. In this way, they are closer to the initial non-native structures for which nei-
ther the backbone, nor the side chains come from equilibrated structures (see Section 2).
We wish to know how the flexibility of the conformations covered in the LEAP trajectories
compares with that of the native and non-native trajectories.

Figure 7 plots the RMSD time profile for the native and LEAP structures and the cross
RMSD’s between the native and LEAP structures. The squares in the first column in Fig. 7
are the same as the diagonal squares in Fig. 6. The squares in the second column of Fig. 7 are
also RMSD deviations of the conformations covered in a single trajectory but, in this case,
the trajectories are those that started from the LEAP native structures. On the other hand,
the four squares in the third column are obtained by using two different trajectories. Indeed,
each spot (i, j = 1, · · · , N ) in each square of the CROSS column represents the RMSD
between conformation i of the native LEAP trajectory of one protein with respect to the
conformation j of the native PDB trajectory of that protein. Notice that the squares under the
CROSS column are not symmetric because spot (j, i) in each square of that column is the
RMSD between conformation j of the native LEAP trajectory of one protein with respect
to the conformation i of the native PDB trajectory of that protein, which is different from
the RMSD plotted in spot (i, j ). More specifically, the first line in each square of column
CROSS is the RMSD of all the conformations sampled in the LEAP trajectory with respect
to the first conformation in the PDB trajectory; the second line is the RMSD of all the
conformations sampled in the LEAP trajectory with respect to the second conformation in
the PDB trajectory; and so on. In fact, while the squares under the two first columns of Fig. 7
represent the structural overlap of conformations spanned within a single trajectory, the
squares in the CROSS column represent the structural overlap between the conformations
covered in the PDB trajectories and the conformations covered in the LEAP trajectories.

Figure 7 shows that the conformations in the LEAP trajectories tend to deviate more
from the initial one than the conformations in the PDB trajectories. This is clearly seen for
protein 1AAP, whose LEAP RMSD’s is visibly more to the red than the PDB (full native)
square, but it is also true for the protein 1J08 (notice that the first line of the RMSD square
in the second row, second column of Fig. 7 shows that the conformations of the LEAP 1J08
deviate consistently more than 2.7 Å from the initial structure than the PDB structure; also
the dark patch centered on the diagonal, at the bottom shows that the protein stabilizes in
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Fig. 7 The squares in columns PDB and LEAP are the RMSD time profiles for the trajectories that start
from the native and the LEAP structures, respectively (the squares under PDB are thus the same as in the
diagonal of Fig. 6). On the other hand, the squares under CROSS represent the structural overlap between the
conformations sampled in the PDB trajectory and those sampled in the LEAP trajectory of the same protein
(see text). The proteins are identified by the label at the beginning of each row. The RMSD scale is the same
as in Fig. 6 and is repeated at the right with values in Å

a different structural sub-cluster). The LEAP conformation of protein 1IGD, whose native
structure is the least flexible of all native structures (compare the squares in the diagonal
of Fig. 6), is also generally more flexible than its PDB (full native) conformation, although
less markedly so, and the only exception is the 1BDD protein, whose LEAP conformation
appears less flexible than its full native conformation. We thus conclude that, in general, the
native LEAP structures tend to be more flexible the native PDB structures.

In the CROSS column, the structural distance between the conformations sampled in
the LEAP trajectories and in the PDB trajectories is evaluated. The greater the difference
between the conformations adopted by the same protein in the PDB and LEAP trajectories,
the more to the red the RMSD squares in the CROSS column will be. A comparison of the
last column of Fig. 7 with the two first ones shows that, generally, the structures sampled
in each trajectory are structurally closer to one another than the structures sampled in the
different trajectories. This is particularly so for the mainly-α protein 1BDD whose bright
red color means that all conformations sampled in the LEAP trajectory are more than 7.0
Å away from all the conformations sampled in the PDB trajectory. It is also true for few
secondary structures protein 1AAP, but also affects the α/β 1IGD protein and the mainly-β
1J08 protein, which, like all proteins with β-sheets, tend to be more rigid. Our simulations
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show that such structural differences have not been eliminated after 500 ns. This means that
just changing the initial orientations of the residues can lead to changes in the backbone
fold of a protein and move it away from the full native fold.

The general conclusion is that changing the initial orientations of the residues can explain
the enhanced flexibility of the non-native structures with respect to the PDB native struc-
tures in two ways. First, less than optimum orientations for a given structure will tend to
destabilize that structure. From the results in Fig. 7, this has happened to the LEAP trajecto-
ries of proteins 1AAP and 1J08. Secondly, the initial orientation of residues can induce local
changes in the backbone fold of the protein and thus correspond to a structure that starts
further away from a local free energy minimum. This happened to the LEAP trajectories of
all four proteins, but particularly so to proteins 1BDD and 1AAP.

5 Discussion

Since 1994, the successive critical assessments of protein structure prediction (CASP)
experiments have provided ample evidence that the same protein can assume many different
structures, all with similar potential energies [23]. This is the main reason for the difficulty
in applying the thermodynamic hypothesis [1] to determine the three-dimensional structure
of proteins from their sequence alone. In previous MD studies [7, 8], we have shown that
the different non-native conformations a single protein may assume can also have stabil-
ities that are very similar to that of the native state. There are also cases in which direct
experimental evidence for a kinetic control of protein folding has been found [24–26]. The
aim here was to investigate the potentiality of two other features, namely, the nature of
the stabilizing interactions of the different conformations and their degree of flexibility, in
facilitating the identification of the native structure from among a set of different structures
of the same protein. To that end, our analysis has centered on the energetics of the differ-
ent structures. Specifically, we wanted to ascertain whether the very alien non-native states
built for this study are stabilized by interactions that are essentially different from those that
stabilize the native state. In Section 3, we have looked into the nature of the stabilizing inter-
actions of non-native structures and the general conclusion from Figs. 2, 3 and 5 is that, in
spite of their radically different structures, the non-native conformers of the four proteins
selected are stabilized by the same type of interactions as the corresponding native states.
Furthermore, Fig. 5 shows that all the four proteins used here possess non-native conform-
ers that have a total potential energy that is lower than that of the native state, as is found
in the CASP experiments [23]. This means that, also from the point of view of the nature
of their stabilizing interactions, when we consider the full proteins, at least, the non-native
structures are indistinguishable from the native states. In [7, 8] we had already excluded
other criteria, such as the stability, to differentiate between native and non-native states of
the same protein and here we exclude this one as well.

In Section 4 we considered another possible distinguishing feature apparently identi-
fied in a previous study [8], namely, an enhanced degree of fluctuation of the non-native
structures with respect to that of the native state. For that, we compared the trajectories
obtained when starting from two different native structures. One, designated as the PDB
trajectory, whose starting structure made use of all the PDB coordinates and a second tra-
jectory, designated as the LEAP trajectory, whose starting structure had the same backbone
coordinates as for the PDB trajectory but with different coordinates for the side-chain atoms
(see Section 2). Figure 7 shows that mis-orientations of the side-chains can make the result-
ing native LEAP conformers display a greater flexibility with respect to the native PDB
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conformers. Our results also indicate that the orientations of the residues are important for
the definition of the final structure and that finding the fully relaxed residue orientations
in an equally fully relaxed backbone fold may be a rate-limiting step in folding. One open
question is if these simulations were continued for much longer, e.g., for milliseconds or
seconds, in order to provide them with the ample time that the structures obtained exper-
imentally have to relax their backbone fold and their side-chain orientations, would the
non-native states of these proteins have a degree of flexibility similar to that of the corre-
sponding PDB native states? The results in Section 4 suggest that the answer may be yes
and that the apparent lower degree of fluctuation of the conformations sampled in the PDB
trajectories may be due to that they start closer to a local free-energy minimum. In this case,
the lower degree of flexibility cannot be used as a distinguishing feature of the native state
itself.

In summary, our conclusion is that neither the total potential energy, nor the degree
of flexibility, nor the nature of the stabilizing interactions can be used to distinguish
the native state from possible non-native structures of the same protein. In fact, if we
were to pick an unknown native structure out of the four conformers considered here,
using only the information from our simulation data, we would only have a 25% chance
of selecting the right structure, because each conformer would be equally probable,
and, of course, this probability will decrease as the number of structures we consider
increases. Thus, on the whole, our results provide support to Levinthal’s suggestion [5]
that the native state is just one of the many kinetically accessible structures each protein
can have.

It may be argued that we base our conclusion above on simulations with just four proteins
and that the results might be different if we had used different proteins. There may well
be proteins that will only be stable in the native conformation. Such proteins should be
particularly easy to fold in a computer, thus, the difficulty in folding proteins in the CASP
exercises [23] suggests that, if they exist, they are not very common. The four proteins we
have chosen are globular proteins with stable native states (something that the MDS which
start with the PDB structures confirm). Furthermore, each of the proteins belongs to one of
the four structural CATH classes [9] and thus, although just four, they represent the entire set
of structural classes identified in the protein data bank [10]. For each of these four proteins,
we have built three non-native conformers, as shown in Fig. 1. These non-native conformers
are as structurally different from the native state as is conceivable since, for each, a given
protein assumes the fold of a foreign class of proteins. If such alien protein structures can be
stable it is reasonable to assume that there exist many other structures, closer to these native
and non-native ones, which will also be stable. Thus, in spite of the small number of proteins
used, we think the protocol we have followed provides our results with a certain degree of
generality. The probability, that just these four proteins will present a special behavior that
would lead to our conclusions, can be considered close to zero reinforcing our conclusions.

It may also be said that, although the four proteins selected cover the four existing struc-
tural classes, they do not cover many of the known folds and that they are very small, but
whatever their shape or size, all proteins share one feature: their three-dimensional structure
is not stabilized by a few very strong interactions (as in a solid or in small molecules where
the strong interaction is the covalent bond) but by many weak interactions. The consequence
is that each protein can have many shapes all with the same global sum of attractive and
repulsive interactions. This is the reason why the four different conformers of the each of
the four proteins studied have similar overall energetics. Therefore our prediction is that in
further simulations, with larger and more varied proteins, the degeneracy problem that we
have identified in the four small proteins selected will be much greater. i.e., larger proteins
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have much larger conformational spaces and thus many more conformations that have glob-
ally the same energetics as the native conformation. The fact that, in cells, the folding of
large proteins is often aided by chaperones corroborates this prediction.

One other question that may be asked is: if the same protein can assume many differ-
ent average structures that are all stable, as we assert, how is it that, in cells, most proteins
always assume the same average structure, known as the native state? Anfinsen’s ther-
modynamic hypothesis [1] and the funnel model [3, 4] according to which folding is an
equilibrium process in which a protein’s free energy is minimized, cannot explain this. Or
better, within Anfinsen’s thermodynamic hypothesis each protein should only have one sta-
ble state, which is its native state. On the other hand, within Levinthal’s kinetic hypothesis
[5] this is readily explained. Indeed, if the structure a protein has as it leaves the ribosome
(the structure of the nascent chain) is always the same, and if the pathway the protein follows
after being synthesized is also always the same, this protein will always reach the same final
structure, no matter how many other stable structures it may possess in the same thermody-
namic conditions. In previous publications [27, 28], it has been suggested that the nascent
chain is always helical and that the transient (kinetic, deterministic) forces that define the
pathway come from vibrational excited states (the VES hypothesis). In short, from the per-
spective of a kinetic mechanism for folding, the native state is just the structure that is more
kinetically accessible in the normal cellular environment. In this way, all the other protein
structures, even if they are more stable than the native, will not arise.

Following Anfinsen’s thermodynamic hypothesis, protein folding is thought to be a
process in which the protein, whatever its initial structure, will reach the native state by
progressively minimizing its energy. This is the strategy that is often used to determine the
native state in a computer. On the other hand, the results here and in previous works [7,
8] suggest that this strategy cannot succeed. Indeed, such a strategy presumes that to each
amino acid sequence there corresponds only one well-defined minimum energy structure,
while our results indicate that there can be many more than one. As explained in the previ-
ous paragraph, an alternative strategy to obtain the three-dimensional structure that a protein
assumes in a cell (the native structure), is to determine first, the structure of the nascent
chain and secondly, the changes that this initial structure suffers (the pathway). From the
point of view of the Levinthal limit, the fact that, in cells, the native states are usually well
defined means that those two questions must have a unique answer.
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