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Extended X-ray absorption fine structure (EXAFS) is a powerful probe of the distribution of nearest-
neighbour distances around selected atomic species. We consider here the effect of vibrational disorder
in crystals. The potential of EXAFS for the accurate evaluation of the coefficient of bond thermal
expansion and its temperature dependence is discussed, with the aim of stimulating and facilitating the
comparison with the results from total scattering experiments. The meaning of the distribution asym-
metry in crystals and its connection with the effective potential anharmonicity and the bond expansion
is quantitatively explored by comparing the results for a number of different systems. The extent of
the relative atomic vibrations perpendicular to the bond direction and the perpendicular to parallel
anisotropy are correlated with the extent of lattice negative thermal expansion as well as with the ionic
mobility in superionic crystals. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4995435]

I. INTRODUCTION

Extended X-ray Absorption Fine Structure (EXAFS) is a
widely employed probe of the local structure and dynamical
behaviour of matter.1–3 Particularly appealing is the sensitivity
of EXAFS to the distribution of distances between the atoms of
the absorbing species and their nearest-neighbours. Gaussian
distributions were considered in the first EXAFS applications.
In 1979 Eisenberger and Brown4 demonstrated that the asym-
metry of the distribution cannot be neglected if a reasonable
evaluation of thermal expansion is sought. One possibility
of going beyond the gaussian approximation is to express
the distance distribution in terms of a restricted number of
parameters that correspond to a peculiar physical model of the
system.5–8

A more general approach is based on the cumulant expan-
sion.7,9–11 For relatively small degrees of thermal and struc-
tural disorder, the leading cumulants10 of the partial radial
distribution ρ(r) can be obtained with good approximation
from the EXAFS analysis.12 The knowledge of the leading
cumulants allows, in turn, the reconstruction of the distribu-
tion ρ(r).7,12 More specific information is generally obtained
by separately considering the values of the different cumu-
lants and their variation with temperature13,14 or pressure,15,16

or the differences between different crystalline phases or
non-crystalline forms of the same substance.17,18

Strengths and limitations of the cumulant method have
been studied by various authors in relation with the extent
of disorder and the shape of the distribution.7,12,19,20 The
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b)Present address: Leibniz-Institut für Katalyse e. V. an der Universität
Rostock (LIKAT), Albert Einstein Str. 29a, 18059 Rostock, Germany.

main limitations are encountered when dealing with structural
disorder. In liquid systems, the cumulant analysis can lead
to reasonable fits to the experimental signals but to nearest-
neighbour distributions significantly different from the radial
distributions measured by elastic scattering.21 A more refined
analysis of EXAFS spectra for single-component liquids has
been proposed and applied to a number of systems,20,22 where
the starting point is a realistic model pair distribution func-
tion (from scattering experiments or from computer simu-
lations) and the general constraints on the distributions for
liquids are taken into account. An important achievement
of this approach, enhanced by multiple scattering simula-
tions, is the detection of icosahedral configurations in liquid
copper.23

In nano-particles, the distribution of bond distances is
affected, in addition to the intrinsically anharmonic vibra-
tional effects, by the variation of interatomic distances within
a single nano-particle as well as by the distribution of nano-
particles sizes and shapes.24,25 A cumulant analysis of the
first-shell EXAFS can help in disentangling the effects of
thermal and structural disorder.26 Serious concerns have how-
ever been raised about the ability of the cumulant approach to
fully characterise the radial distributions in nanoparticles.27,28

A general assessment on the problem is complicated by the
large variety of systems, production methods, sizes and size
distributions, shapes, as well as interactions with the support
and with the environment which are encountered in practical
applications.

More general solutions to the characterisation of the dis-
tance distributions in structurally disordered systems are based
on more refined data analysis procedures, such as regular-
isation methods,29–31 on the support of molecular dynam-
ics simulations,32–34 or on Reverse Monte Carlo (RMC)
simulations.23,35,36 One advantage of such procedures is the
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possibility of simultaneously analysing the results of different
experimental techniques.

In this paper, we focus our attention on the case of rela-
tively weak vibrational disorder in simple crystals, for which a
skillful application of the cumulant method can be considered
highly reliable. It should be stressed that even for these rela-
tively simple systems, a purely harmonic analysis of EXAFS
spectra, in spite of its still widespread use, is in principle incor-
rect and can lead in many cases to non-negligible errors in
nearest-neighbour distances. Original hints on local thermody-
namical properties are obtained from temperature-dependent
measurements.14,37 Checks of the experimental cumulants can
be based on the agreement of their temperature dependence
with theoretical expectations14,38 and on their reproduction by
theoretical simulations.39–41

The sensitivity of EXAFS to the local structure of crys-
tals, and in particular to the average nearest-neighbour distance
(bond distance) and its thermal expansion, is shared by other
correlation-sensitive techniques, such as the diffuse scatter-
ing of X-rays or neutrons. Bragg scattering from crystals is
instead sensitive to the long range order and measures the dis-
tance between average atomic positions and the lattice thermal
expansion, which are significantly smaller than the bond length
and the bond expansion, respectively, owing to the effect of
transverse vibrations.42–44 Recently, the potential of X-ray and
neutron scattering for the study of the local structure of crystals
has been enhanced by the development of the total scatter-
ing technique,45 which is based on the Fourier transform of
the global signal made by Bragg peaks and diffuse scattering
and thus contains information on the correlated short-range
order.

The bond expansion has been measured by total scat-
tering in framework structures46–50 as well as by EXAFS
in diamond-zincblende structures,14,51,52 in framework struc-
tures53,54 and in delafossite structures.55 In those works, aver-
age values of the coefficient of bond thermal expansion have
been estimated from linear fits to the temperature depen-
dence of the bond length; by this procedure, however, the
non-linear low-temperature behaviour is not evidenced, as is
instead commonly done for the lattice expansion measured by
Bragg diffraction or dilatometric techniques.56 Only recently a
more refined evaluation of the temperature dependence of the
bond expansion coefficient has been obtained from EXAFS
data.57

The EXAFS cumulants can be expressed in terms of
the mean square relative atomic displacements (MSRD).58

To first approximation, the second cumulant corresponds
to the parallel MSRD.59 From the comparison of the
bond lengths measured by EXAFS and Bragg scattering
one can evaluate the perpendicular MSRD.38 The knowl-
edge of both parallel and perpendicular MSRDs allows the
reconstruction of the three dimensional distribution of vec-
tor distances between the absorbing and the backscattering
atoms.

In spite of the widespread application of the cumulant
method for the EXAFS study of a number of different systems,
some points are still worth a deeper investigation, in order
to extend the range of applications of the technique and to
enhance the degree of accuracy of its results.

(a) The nearest-neighbour distribution of distances has been
found to be asymmetric even at relatively low temper-
atures in a number of crystals with different structural
and thermodynamical properties; the distribution asym-
metry is connected to the anharmonicity of the effec-
tive pair potential. A quantitative comparison between
different systems can be made by different quanti-
ties that depend on the distribution asymmetry and
on the potential anharmonicity, such as the tempera-
ture dependence of the third cumulant, the third-order
force constant k3, or the asymmetry coefficient of the
distribution. These quantities are however not equiva-
lent. Their use for quantitative comparisons can lead to
apparently inconsistent results: for example, larger third
cumulants generally correspond to smaller values of
|k3|.

(b) The relation between EXAFS and total scattering has
been little explored up to now.45,60,61 Total scattering
and EXAFS are complementary techniques: sensitiv-
ity to long range order and selectivity of the atomic
species are the peculiar strengths of total scattering
and EXAFS, respectively. The results from the two
techniques have been mixed in RMC refinements.60,61

Total scattering and EXAFS are in general considered
equivalent for the characterisation of the distribution of
nearest-neighbour distances, in spite of the differences
of underlying mechanisms of interaction of X-rays with
matter, measurement apparatuses, and data analysis pro-
cedures. This equivalence is however not supported by
a conclusive experimental evidence based on the sep-
arate study of the same model compound by the two
techniques. In particular, it appears sensible to inquire
into the relevance of taking into account the distribu-
tion asymmetry for obtaining accurate bond expansion
values.

(c) The possibility of evaluating the perpendicular MSRD
and the generally anisotropic three-dimensional dis-
tribution of vector distances has not yet been fully
exploited. A correlation with the extent of lattice neg-
ative thermal expansion has been recently proposed62

and is worth a quantitative detailed study; besides, con-
nections with other physical properties, such as ionic
mobility and phase instabilities, are promising fields of
investigation.

The aim of the present paper is to obtain a deeper under-
standing of the above points. By critically comparing the
results of EXAFS studies of the nearest-neighbour distribution
of distances in a number of relatively simple model systems,
we gain new insights on the meaning of distribution asym-
metry and effective potential anharmonicity as well as new
hints for exploiting the information on the three-dimensional
distribution of distances. The accurate characterisation of the
nearest-neighbour distributions represents a contribution, from
the EXAFS point of view, for a more refined comparison with
total scattering.

The characterisation by EXAFS of the distance distribu-
tions due to weak vibrational disorder is shortly reviewed
in Sec. II, and the main differences with total scattering
are stressed. The possibility of directly reconstructing the



044503-3 Fornasini et al. J. Chem. Phys. 147, 044503 (2017)

distribution from the experimental cumulants is analysed in
Sec. III. In Sec. IV, the information obtainable from the dif-
ferent cumulants is discussed; particular attention is given to
the asymmetry of the distribution and to the anharmonicity
of the effective pair potential. In Sec. V, the extent of per-
pendicular vibrations and the three-dimensional distribution
of nearest-neighbour distances are discussed and correlated
with the low-temperature lattice negative thermal expansion
of tetrahedral semiconductors and other systems as well as
with the ion mobility in the superionic crystals AgI and CuCl.
Section VI is dedicated to conclusions.

II. EXAFS ANALYSIS

The EXAFS function χ(k) is expressed in terms of the
photo-electron wave-vector k, whose values typically span an
interval from about 2 to about 20 Å�1, corresponding to scat-
tering vector values Q = 2k. The contribution of light scatterers
is limited to low-k values, while the contribution of heavy scat-
terers extends to higher k values, in qualitative similarity with
the behaviour of the X-ray atomic scattering factors.

The EXAFS function samples a partial radial distribu-
tion ρ(r) of distances around the atoms of a given absorbing
species, which is generally referred to as real distribution.
Width and shape of ρ(r) are determined by the relative atomic
thermal vibrations and possibly by local structural disorder. In
the following, we focus on systems where the contribution of
structural disorder is negligible.

In the single scattering and plane-wave approximations,
the contribution of each coordination shell to EXAFS is7

χ(k) =
NS2

0

k
Im

{
fs(k, π) e2iδ1

∫ ∞
0

P(r, λ) e2ikr dr

}
, (1)

where N is the coordination number and P(r, λ)
= ρ(r) exp(−2r/λ)/r2 is an effective distribution of distances.
A simulated comparison between the real and effective distri-
butions ρ(r) and P(r, λ) for a number of coordination shells of
germanium (Fig. 1) clearly illustrates the short-range sensitiv-
ity of EXAFS, due to the spherical nature of the photoelectron
probe and its short mean free path λ ' 10 Å, to be contrasted
by the long-range sensitivity of scattering experiments.

FIG. 1. Simulated distributions of distances for Ge at 300 K: real distribution
ρ(r) (continuous line, left scale) and effective distribution P(r, λ) (dashed line,
right scale). The widths of the first three peaks have been estimated from the
experimental Debye-Waller factors of the first three coordination shells,63,64

respectively; for the remaining peaks, the experimental Debye-Waller factor
of the third coordination shell has been considered. A mean free path λ = 8
Å has been assumed.

In total scattering experiments, the pair correlation func-
tions are directly obtained from the structure factors by a
sine Fourier transform (FT).45,65 In EXAFS, the connection
between the k and r spaces is made through a complex FT

F(r) =
∫ kmax

kmin

χ(k) W (k) kn exp(2ikr) dk , (2)

where W (k) is a window function and n a small integer number.
The peaks of |F(r)| correspond to the different coordination
shells of the absorbing atom, while the real sine and cosine
transforms give faster oscillations, owing to the relatively large
value of kmin ' 2–3 Å�1 (Ref. 6). The function |F(r)| is differ-
ent from the effective radial distribution P(r, λ) for a number
of reasons: the down-shift of about 0.2–0.3 Å of the coordina-
tion shell peaks with respect to the true interatomic distances
owing to the effect of the potential felt by the photoelectron,
the multiple scattering contributions, the possible destructive
interference between the contributions of different scattering
paths, the FT artefacts.

If the first peak of |F(r)| corresponds to only one distance
and is sufficiently well separated from the other peaks,66 it
can be back-transformed to single out the first-shell contribu-
tion. The resulting signal is affected by the artefacts introduced
by both the direct and reverse FTs; these effects are however
effectively eliminated by well established procedures of data
analysis.

For weakly disordered systems, the amplitude and phase
of the EXAFS function for one shell (from now on the first
shell) can be parametrized in terms of the even and odd
cumulants Ci of the effective distribution P(r, λ), respec-
tively.10 The cumulants C∗i of the real distribution ρ(r) are
connected to the cumulants of the effective distribution P(r, λ)
by a simple recursion formula.67,68 The difference is gener-
ally significant only for the first cumulant10,69 and the corre-
sponding transformation is now included in most data anal-
ysis packages. The first and second cumulants, C∗1 = 〈r〉 and
C∗2 =σ

2 = 〈(r − 〈r〉)2〉, are the average value and the variance
of the distribution, respectively. Higher order cumulants quan-
tify the deviation of the distribution from a gaussian shape: in
particular, the third cumulant C∗3 = 〈(r − 〈r〉)

3〉 is connected to
the asymmetry.

The absolute values of the coordination number and of
the leading cumulants can be evaluated by a non-linear fit of
theoretically simulated spectra to experimental spectra, pro-
vided that the theoretical signal undergoes the same FTs of the
experimental signal.70–74

The alternative ratio method10,12 eliminates the need for
the theoretical input of |f (k, π)|, φ(k), S2

0 , and λ(k) and cancels
the FT artefacts but only gives the values of the coordina-
tion number and of the leading cumulants with respect to
a given reference. Absolute values of the second and third
cumulant can anyway be evaluated by fitting to theoretical
models.37

The relative merits of the two methods, non-linear fit
and ratio-method, are discussed in Ref. 68. The accuracy
of theoretical calculations influences the accuracy of the
final parameters: uncertainties of the order of 0.01 Å are
typically expected for absolute bond distances. Much smaller
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uncertainties, less than 0.001 Å, can be obtained for relative
values.38,63

III. THE RADIAL DISTRIBUTION

Once the leading cumulants have been obtained from the
EXAFS analysis, the characteristic function of the real distri-
bution ρ(r) can be evaluated in a convenient interval centred on
k = 0. The distribution ρ(r) can then be recovered by Fourier
transforming the characteristic function.7 Such a procedure
was applied to a number of simple systems such as β-AgI12,75

(see below, Sec. V C), Cu,38 Ge,76 CdSe.77 For amorphous
Ge,78 not only the distribution reconstructed from cumulants
at 300 K was found in agreement with the Γ-like distribution
of Filipponi and Di Cicco,8 but also its tiny variations induced
by hydrogenation could be detected.

As an example, the distributions ρ(r) of the Cd–Te dis-
tance in CdTe, reconstructed at different temperatures, are
shown in Fig. 2, left. The increase with temperature of the
width and asymmetry of the distribution is evident. The mean
value of the distribution increases by 0.012 Å from 5 to
300 K.

In Fig. 2, right, the asymmetric distribution at 300 K
reconstructed from the first four EXAFS cumulants (con-
tinuous line) is compared with the symmetric distribution
reconstructed from a purely harmonic analysis of the EXAFS
signal (dashed line). The visual difference between the two
distributions is quite small; however, the difference between
their mean values, 2.812 and 2.800 Å, is non negligible for
many purposes and is by far better evidenced in the plot of
phase differences (see below, Fig. 5); for the gaussian dis-
tribution, the mean is equal to the mode, and for the asym-
metric distribution the mean is larger than the mode. When
a gaussian function is fitted to the asymmetric distribution,
one obtains an average value 2.805 Å, intermediate between
the values from the gaussian and the asymmetric analysis of
EXAFS.

While the inclusion of asymmetry in EXAFS analyses
is now a standard procedure, the nearest-neighbour distribu-
tion is generally fitted to a gaussian shape in the analysis
of the pair distribution functions (PDF) from total scatter-
ing.46,48 In Ref. 60, the comparison between EXAFS and total

FIG. 2. Left: real distributions of nearest-neighbour distances in CdTe at var-
ious temperatures reconstructed from the first four EXAFS cumulants. Right:
real distributions at 300 K reconstructed from the first four cumulants (contin-
uous line) and from the first two cumulants obtained neglecting higher order
cumulants in the analysis (dashed line). [Adapted from Fig. 3 of P. Fornasini
and R. Grisenti, J. Chem. Phys. 141, 164503 (2014). Copyright 2014 AIP
Publishing LLC.]

scattering for the Ni model compound was made assuming
a gaussian distribution too. In recent experiments on M2O
crystals (M = Cu, Ag, cuprite structure), a reasonable agree-
ment was found between the M–O bond expansions measured
by EXAFS53 (asymmetric distribution) and total scattering49

(symmetric distribution), while a significant disagreement was
found between two different total scattering experiments.49,50

No definitive conclusions can be drawn from these few exam-
ples, in view of the relatively low quality of the EXAFS data on
cuprites with respect to the data here presented on tetrahedral
semiconductors. It is anyway evident that the comparison of
the distributions and of their parameters measured by different
techniques is still an open problem. In principle, an advantage
of EXAFS is the possibility of an effective elimination of the
Fourier transform artefacts.

Finally, it is worth noting that the possibility of recon-
structing the distribution from the experimental EXAFS cumu-
lants depends on the convergence properties of the cumulant
series, which could be critical even for purely vibrational
effects.7,12 In some cases, the more refined splice method can
be useful:7 the experimental cumulants are used to recon-
struct only the low-k missing part of the signal; the recon-
structed portion is then spliced to the experimental signal
and to its specular image for negative k values. The Fourier
transform of the characteristic function so obtained from
−kmax to +kmax allows the evaluation of the distribution of
distances.79–81

IV. INFORMATION FROM CUMULANTS

More detailed information is obtained by separately con-
sidering the different cumulants of a given system and possibly
their temperature and/or pressure dependence. By comparing
the cumulants of different systems, one can get further infor-
mation not only on the physical properties of the systems but
also on the very meaning of cumulants.

The results for copper and for some semiconductors with
the zincblende or wurtzite structure (tetrahedral coordination)
are summarised in Table I. The results for Cu, Ge, GaAs, and
CdTe, characterised by a higher degree of accuracy, are shown
in some figures; the comparison between these four systems
is particularly significant because the ratio of atomic masses
in the binary compounds GaAs and CdTe is nearly one (1.07
and 1.13, respectively).

A. Bond thermal expansion

In Fig. 3, the relative percent bond expansions measured
by the first EXAFS cumulant for Cu,38 Ge,14,63 GaAs,52 and
CdTe51,82 (full circles) are compared with the relative percent
lattice expansions from Bragg diffraction or from dilatometric
measurements (continuous lines). In the simple systems here
considered, the lattice parameter is proportional to the distance
Rc between the average atomic positions.

For the tetrahedral semiconductors here considered, the
lattice parameters are characterised by a negative thermal
expansion (NTE) in a limited low-temperature interval,83

whose extent increases with increasing ionicity. For all sys-
tems, the bond expansion measured by EXAFS is positive in
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TABLE I. Results of the first-shell EXAFS analysis for copper and for some tetrahedral semiconductors, listed in order of increasing Phillips ionicity.

C3 σ‖/〈r〉 σ⊥/〈r〉

νE k0 = k || (10�4 Å3) k3 −6k3/k
3/2
0 �k3/k0 k⊥ (%) (%)

Ion. (THz) (eV/Å2) (300 K) (eV/Å3) (eV�1/2) (Å�1) (eV/Å2) (k‖/k⊥)1/2 (300 K) (300 K)

Cu38 0 4.96 3.2 1.5 −1.37 1.44 0.43 2.72 1.08 3.6 3.8
Ge14,64 0 7.7 8.5 0.32 −4.31 1.04 0.51 2.89 1.71 2.4 3.9
GaAs52 0.31 6.86 6.97 0.46 −3.94 1.28 0.56 1.85 1.94 2.6 4.8
InP18 0.42 8.21 6.69 1.0 −7.5 2.6 1.12 1.10 2.46 2.6 5.9
CdSe77 0.7 4.77 4.32 1.4 −2.8 1.87 0.65 0.96 2.12 2.9 6.3
CdTe51 0.717 3.92 3.76 1.47 −2.05 1.69 0.54 0.80 2.17 3.1 6.3
CuCl68 0.746 3.93 1.40 15. −1.23 4.45 0.88 0.26 2.32 5.8 13.5
β-AgI75 0.77 2.71 1.75 5.6 −0.75 1.94 0.43 0.6 1.71 4.3 7.3

the full temperature range and always larger than the lattice
expansion. This behaviour is not unexpected, due to the effect
of perpendicular vibrations,42,43,84 and had been experimen-
tally anticipated by pioneering EXAFS and total scattering
measurements.46,75

The lattice expansion is the result of two contributions,
a positive one due to the anharmonicity of the effective pair
potential (bond expansion) and a negative one due to tension
effects;44,85 a crystal exhibits NTE when tension effects prevail
over bond expansion. As one can see in Fig. 3, the increase
of the ionicity and of the NTE strength is accompanied by an
increase of the positive bond expansion. Actually, when the
ionicity increases, the rigidity of the bond angles is reduced
and the relative perpendicular vibrations are facilitated; as a
consequence of the larger perpendicular vibrations, more room
is made available even for longitudinal vibrations and thus for
bond expansion.

The negative contribution of tension effects can be
obtained by subtracting the bond expansion δ〈r〉measured by
EXAFS from the crystallographic expansion δRc.57 A coef-
ficient of bond expansion can be defined in analogy with the
coefficient of lattice expansion,

αbond(T ) =
1
〈r〉

(
∂〈r〉
∂T

)
p

. (3)

The temperature dependence of αbond(T ) has been
recently evaluated by the direct application of (3) to the expan-
sion data of Cu and CdTe.57 Similarly, by differentiating the
tension contribution with respect to T, a coefficient of tension
αtens(T ) has also been evaluated. The two coefficients αbond(T )

and αtens(T ) for Cu and CdTe are compared with the lattice
coefficient αcryst in Fig. 4.

The lattice expansion (solid symbols in Fig. 4) is negative
when −αtens prevails over αbond: this happens below about 70
K for CdTe, never for Cu. The tension effect is stronger for
CdTe, weaker for Cu, where perpendicular vibrations are any-
way not negligible.38 It is interesting to compare this local
approach with the thermodynamic approach, where the sign
of the lattice expansion is given, within the quasi-harmonic
approximation, by the weighted sum of the normal mode
Grüneisen parameters.87 Negative mode Grüneisen parame-
ters have been calculated for transverse acoustic modes of
CdTe,88 no negative mode Grüneisen parameters have been
found for Cu.89,90

Tension effects are not necessarily due to normal modes
with negative Grüneisen parameters. For a closed-packed
structure, such as the fcc one of Cu, one can expect that a
given normal mode gives rise to both parallel and perpendic-
ular relative vibrations for two different orientations of the
nearest-neighbour vector distance, respectively.

B. Distribution variance

The second cumulant, or EXAFS Debye-Waller expo-
nent, is the variance σ2 of the distribution ρ(r). Its tem-
perature dependence can generally be fitted by an Einstein
model.37 To the Einstein frequency νE , an effective force con-
stant is associated, k0 = 4π2µν2

E , which measures the strength
of the interaction between the nearest-neighbour pair embed-
ded within the entire system. The nearest-neighbour Einstein

FIG. 3. Relative percent bond expansions of Cu, Ge, GaAs, and CdTe. The solid circles are the EXAFS values δ〈r〉, the continuous lines are the values δRc
proportional to the lattice expansion. The triangles are the contributions to the bond expansion solely due to the asymmetry of the distribution. The open circles
in the right panel are the bond expansion values obtained by a purely harmonic analysis of the CdTe EXAFS signals.
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FIG. 4. Coefficient of bond thermal expansion αbond (continuous lines) eval-
uated from the first EXAFS cumulants of Cu (left) and CdTe (right). The solid
symbols give the coefficients of lattice expansionαcryst of Cu56 and CdTe.83,86

The dashed line is the opposite of the coefficient of negative expansion αtens
due to the tension effects. [Adapted from Figs. 2 and 4 of P. Fornasini and R.
Grisenti, J. Chem. Phys. 141, 164503 (2014). Copyright 2014 AIP Publishing
LLC.]

frequencies and the reduced force constants are listed in Table I
for a number of systems. For the tetrahedral semiconductors
listed in Table I, the force constant k0 decreases with increasing
ionicity. The Einstein frequency, which measures the response
to the interaction forces, depends on the inertia, measured
by the reduced mass; that is why, for example, the Einstein
frequency of InP is larger than the Einstein frequency of
Ge.

At high temperatures, the Einstein model approaches the
classical valueσ2

∞ = kBT/k0, independent of mass. For T→ 0,
however,σ2

E → ~/2(µk0)1/2 and depends on the reduced mass;
the isotopic effect on the EXAFS Debye-Waller factor of Ge
has been experimentally detected.63

C. Distribution asymmetry

The third cumulant, which depends on the asymmetry
of the distribution ρ(r), is important for two reasons. First,
its neglect leads to wrong values of bond distances and
bond expansions. Second, its temperature dependence gives
interesting clues on the local dynamical behaviour.

The ratio method allows a visual evaluation of the influ-
ence of the third cumulant on the values of the first cumulant.
For example, Fig. 5 shows the phase difference between 300 K
and 20 K in CdTe, divided by 2k and plotted against k2, for a
number of different independent measurements. According to
the ratio method,

Φ(s) − Φ(m)

2k
=

[
C(s)

1 − C(m)
1

]
−

4
3

[
C(s)

3 − C(m)
3

]
k2, (4)

where sample s and model m correspond here to 300 K and
20 K, respectively. The intercept and the slope of the straight
line best fitting (4) give the variation of the first and of the third
cumulants, respectively, of the effective distribution.

The intercept of the oblique dashed line in Fig. 5 gives a
first cumulant variation, between 20 and 300 K, of +0.0075 Å
for the effective distribution, corresponding to +0.012 Å for the
real distribution. Neglecting the third cumulant corresponds to
fitting the phase difference with the horizontal dotted line in

FIG. 5. Plot of phase differences [Φ(300 K) − Φ(20 K)]/2k versus k2 for
different independent measurements at the Te K edge of CdTe. The oblique
dashed line is the best fitting function C1 � 4C3k/3, the horizontal dotted line
is the best fitting constant function C1. [Adapted from Fig. 3 of P. Fornasini
and R. Grisenti, J. Chem. Phys. 141, 164503 (2014). Copyright 2014 AIP
Publishing LLC.]

Fig. 5; this procedure would lead to first-cumulant variations
of '−0.0045 Å and '−0.0001 Å for the effective and real
distributions, respectively. The gaussian approximation thus
underestimates the real bond expansion at 300 K in CdTe by
about 0.012 Å. The inadequacy of the gaussian approximation
is also evident in the right panel of Fig. 3, where the open circles
represent the bond thermal expansion of CdTe obtained when
the third cumulant is neglected. Not only an exceedingly small
expansion is obtained but also the spread of values is larger
than that obtained when the third cumulant is included in the
analysis.

The third EXAFS cumulants of Cu, Ge, GaAs, and CdTe
(edge Cd K) are shown in the top row of Fig. 6. Their temper-
ature dependence is consistent with the quantum perturbative
model91,92

C3 ' C∗3 ' −
2k3σ

4
0

k0

z2 + 10z + 1

(1 − z)2
, (5)

where z = exp(−βhνE) and σ2
0 = h/(4π2νE µ). By fitting (5)

to the experimental values of the third cumulant, the force
constants k3 listed in Table I have been obtained.

At a given temperature, the third cumulant of the tetra-
hedral semiconductors here considered increases with the
increase of ionicity, from Ge to CdTe; the values of C3 at
300 K are listed in Table I; the third cumulant of copper
is comparable with the third cumulant of CdTe. However,
the modulus of k3 decreases when the ionicity increases in
semiconductors (with the exception of InP) and is larger
for Ge than for Cu. This apparent inconsistency can be
explained by considering that, according to (5), the third
cumulant depends on both k3 and k0 and that, according to
Table I, the decrease of |k3| is accompanied by a decrease of
k0.

The degree of asymmetry of a distribution is better mea-
sured by the ratio C3/C

3/2
2 (asymmetry or skewness parame-

ter).9 The asymmetry parameters plotted in the bottom row of
Fig. 6 as a function of temperature reveal that the asymmetry
of the distribution is not so different for the different systems,
in spite of the differences of k0 and k3.

At high temperature, the classical approximation for
cumulants13,21 gives, to first order,
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FIG. 6. Top row: third cumulant of the
nearest-neighbour distribution of dis-
tances for Cu, Ge, GaAs, and CdTe. The
solid circles are the EXAFS values, the
dashed lines are the quantum perturba-
tive model (5). Bottom row: correspond-
ing asymmetry parameters C3/C

3/2
2 .

C2(T ) =
kBT
k0

, C3(T ) = −
6k3

k3
0

(kBT )2 , (6)

whence one gets the temperature dependence of the asymmetry
parameter

C3

C3/2
2

= −6
k3

k3/2
0

(kBT )1/2 . (7)

The values of −6k3/k
3/2
0 are listed in Table I. One can observe

a correlation of the asymmetry parameter with the ionicity
and the atomic mass ratio. For atomic mass ratios not larger
than 1.2 (Ge, GaAs, CdTe, AgI), the asymmetry increases with
ionicity. The deviation from this trend observed for InP, CdSe,
and CuCl can be connected to the larger mass ratios (3.7, 1.42,
and 1.79, respectively): the vibrational motion of the lighter
atom is more intense and can be expected to give rise to larger
asymmetric contributions.

D. Effective pair potential

Once the lowest order effective force constants have been
determined from the leading experimental cumulants, one can
calculate the effective potential (energy)

V (x) =
1
2

k0x2 + k3x3 + k4x4 + · · · , (8)

where x = r � r0 is the deviation of the interatomic distance
from the position of the potential minimum.

The effective potentials calculated from the first term (har-
monic approximation) and from the first two terms of (8) are
shown in Fig. 7 as dashed and continuous lines, respectively.
The effective force constants k0 and k3 characterize the har-
monic and the first anharmonic contributions, respectively.
The ratio between the contribution to V (x) of the 3rd-order

anharmonic and the harmonic contributions is proportional to
the displacement u; the proportionality constant k3/k0 can be
assumed as a measure of the anharmonicity of the effective
potential (if higher orders are neglected). The values of k3/k0

are listed in Table I: they are quite similar for all systems, with
the exception of InP and CuCl.

Only for diatomic molecular gases does the effective
potential V (x) correspond to the single pair potential and the
bond expansion can be accounted for solely by the anhar-
monicity of the single pair potential; according to Frenkel
and Rehr,91 the net expansion a(T ) due to the potential
anharmonicity is to first order

a(T ) = 〈r〉 − r0 ' −(3 k3/k0) C∗2(T ) . (9)

The bond thermal expansion is a joint effect of anharmonicity,
measured by the ratio k3/k0, and of the amplitude of relative
vibrations, measured by the second cumulant. It is worth not-
ing that different effects of anharmonicity, such as the bond
thermal expansion and the asymmetry of the distribution of
distances, differently depend on the potential anharmonic-
ity measured by the ratio k3/k0. For example, Ge and CdTe
have a very similar value of k3/k0; the distribution asymme-
try is instead quite different and the bond expansion is very
different.

For many-atomic systems, the distribution ρ(r) can be
affected by both vibrational and structural disorder. Even when
only vibrational disorder is present, the effective potential
V (r) does not correspond to the single pair potential, since
it depends on the statistically averaged behaviour of all the
atoms in the crystal.93 Experimental results38,75,94 show that
the bond expansion can be completely accounted for only if
a temperature-dependent shift of the minimum position of the
effective pair potential is considered, so that52

FIG. 7. Effective potentials calculated
according to (8). Dashed lines are the
harmonic potentials (only k0 taken into
account). Continuous lines include the
first anharmonic term proportional to k3.
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〈r〉 ' r0 + a(T ) + rv(T ), (10)

where rv is the contribution due to the shift of the effective
potential minimum.

For all measured systems, the expansion δa(T ) = a(T )
− a(0) due to asymmetry (triangles in Fig. 3) has been found
smaller than the bond expansion δ〈r〉, indicating that rv(T ) >
0. According to Fig. 3, the expansion δa(T ) is smaller than
the crystallographic expansion δRc for Cu, it is equal for Ge
and larger for GaAs and CdTe, the difference increasing with
increasing ionicity.

The experimental values of bond thermal expansion and
of third cumulant measured by EXAFS have been repro-
duced for Cu by path-integral Monte-Carlo simulations39,95

and for Ge and CdSe by Molecular Dynamics simulations.41,96

The simulations confirm the shift of the effective potential
minimum.

The relation between single pair, effective pair, and sin-
gle atom potentials has been investigated for copper and
nickel,97 assuming a single-pair Morse potential and taking
into account the influence of all the nearest neighbours of
the absorber and backscatterer atoms following the approach
of Van Hung and Rehr.98 The effective pair potential main-
tains memory of the anharmonicity of the Morse potential,
although reduced with respect to the single pair potential; the
harmonic approximation is instead good for the single-atom
potential. This result suggests some caution in applying to the
relative pair vibrations the same approximations that are com-
mon for single atom vibrations, such as the quasi-harmonic
approximation.43

Finally, it is worth remembering that the anharmonicity of
the effective one-dimensional pair potential is connected in a
complicated way to the anharmonicity of the crystal potential,
which is defined in terms of the Born-von Karman expansion
in a 3N-dimensional configuration space. For example, one
can show that a perfectly harmonic potential acting between all
atomic pairs would give rise to an anharmonic crystal potential
with a negative lattice expansion.99

V. THREE-DIMENSIONAL DISTRIBUTION

Further insights can be gained if the EXAFS cumulants are
expressed in terms of the atomic displacements with respect to
the average atomic positions. In particular, one can compare
the bond distance measured by EXAFS with the corresponding
crystallographic distance and one can reconstruct the three-
dimensional distribution of vector distances.

The instantaneous inter-atomic vector distance ~r is

~r = ~Rc + ∆~u , (11)

where ~Rc is the distance between the average atomic posi-
tions and ∆~u=~ub −~ua is the displacement of the backscatterer
atom with respect to the absorber atom. Note that ~Rc includes
the crystallographic thermal expansion and only for a per-
fectly harmonic crystal corresponds to the distance between
the atomic positions at the minimum of the crystal potential.100

It is further convenient to separately consider the projections
∆u‖ and ∆u⊥ along the R̂c direction and in the perpendicular
plane, respectively.58

By expanding the expression of the instantaneous scalar
distance r = [(~Rc +∆~u)2]1/2 and taking into account that
〈∆u‖〉= 〈(R̂ · ~ub)〉+ 〈(R̂ · ~ua)〉= 0 because the atomic oscil-
lations are around the average positions, one finds the first-
order relation between bond distance and crystallographic
distance38,43

〈r〉 ' Rc + 〈∆u2
⊥〉/2Rc. (12)

By subtracting the crystallographic expansion δRc from the
bond expansion δ〈r〉 measured by EXAFS (see Fig. 3), one
obtains the temperature variation δ〈∆u2

⊥〉 of the perpendicular
MSRD. Absolute values 〈∆u2

⊥〉 can be evaluated by fitting to
an Einstein model.101

The second cumulant is102

C2 = σ
2 = 〈(r − 〈r〉)2〉

' 〈∆u2
‖
〉 +

1

4R2
c

{
〈∆u4

⊥〉 −
[
〈∆u2

⊥〉
]2

}
, (13)

where the dominant contribution is the parallel mean square
relative displacements (MSRD) 〈∆u2

‖
〉, which is in turn the

sum of the independent mean square displacements of the
two atoms, plus a correlation term, generally negative.59 The
parallel MSRD can be directly obtained from total scattering
experiments too.60,103

The parallel and half the perpendicular MSRDs of some
systems are shown in Fig. 8. The Einstein model best-fitting
the temperature dependence of the perpendicular MSRD101

allows one to evaluate the effective perpendicular force con-
stant k⊥ (Table I), which measures the resistance against
bond bending (not to be confused with the force constants
of lattice dynamical models52). For the tetrahedral semi-
conductors, the parallel force constants k‖ = k0 are larger
than the perpendicular force constants k⊥; both quantities
decrease when the ionicity increases. For copper, the difference
between parallel and perpendicular force constants is quite
small.

A. Anisotropy of relative atomic vibrations

The knowledge of both parallel and perpendicular MSRDs
allows the reconstruction of a three-dimensional ellipsoidal

FIG. 8. Parallel and halved perpendic-
ular MSDRs, 〈∆u2

‖
〉 (solid circles) and

〈∆u2
⊥〉/2 (solid diamonds), respectively,

for Cu, Ge, GaAs (edge Ga), and CdTe
(edge Te). The dashed lines are the
best-fitting Einstein models.
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FIG. 9. In-scale two-dimensional projections of the ellipsoids of relative
displacements at T = 300 K. The bond direction is horizontal.

distribution of relative displacements (if cylindrical symmetry
is assumed around the bond direction). The standard deviations
σ ‖ = [〈∆u2

‖
〉]

1/2
and σ⊥ = [〈∆u2

⊥〉/2]
1/2

measure the axes of
the ellipsoids, which can be visually represented in the real
space (Fig. 9). It turns out that the ellipsoids of relative vibra-
tions are anisotropic (disc-shaped). The degree of anisotropy
can be measured by an anisotropy parameter37 ξ = (k | |/k⊥)1/2,
which corresponds to the high-temperature asymptotic ratio
σ⊥/σ ‖ and whose values are listed in Table I.

In copper and in the tetrahedral semiconductors here con-
sidered, the vibrations of single atoms, measured by Bragg
diffraction, are isotropic, for symmetry reasons. In copper,
even the relative vibrations characterised by the MSRD are
nearly isotropic, the anisotropy parameter being ξ = 1.08.
In tetrahedral semiconductors, the anisotropy parameter is
ξ = 1.71 for Ge and exhibits an average positive trend as a
function of ionicity, up to the value 2.32 for CuCl. A more neat
correlation can be found with the mass ratios Mh/M l between
heavier and lighter atoms: the larger the mass ratio, the larger
the anisotropy.62

The anisotropy of relative vibrations can be explained in
terms of the different correlation of atomic vibrations parallel
and perpendicular to the bond direction.37,104 The parallel cor-
relation is stronger than the perpendicular correlation and quite
independent of ionicity, while the perpendicular correlation
exhibits an average decreasing trend.62 For copper, the par-
allel correlation is only slightly larger than the perpendicular
correlation. The different behaviour of the systems here con-
sidered can be qualitatively explained in terms of the difference
between the metallic bond of copper and the totally or partially
covalent bonds of semiconductors. In tetrahedral semiconduc-
tors, the open structure facilitates the perpendicular relative
vibrations of neighbouring atoms, notwithstanding the rela-
tive bond rigidity, which anyway decreases at the increase
of ionicity. The weak resistance of the metallic bond against
bending is compensated by the close atomic packing of the fcc
structure.

In crystals of lower local symmetry than copper and
tetrahedral semiconductors, the vibrations of atoms that are
linearly coordinated to only two nearest-neighbours are gen-
erally anisotropic. Examples studied by EXAFS are some
crystals with the cuprite,53 delafossite,55 perovskite,54 or
anti-perovskite structures.104 Some relevant parameters for
these crystals are shown in Table II. In these cases, the
anisotropy of relative vibrations was found larger than the
anisotropy of single atom vibrations, again corresponding to
a smaller correlation in the perpendicular than in the parallel
direction.

TABLE II. MSRD parameters for linearly coordinated absorber atoms in
some crystals with layered or framework structures.

k0 = k || (eV/Å2) k⊥ (eV/Å2) (k‖/k⊥)1/2

CuLaO2
55 15.5 2.6 2.4

CuScO2
55 24.2 1.0 4.9

Cu2O53 11.6 2.9 2.0
Ag2O53 5.9 0.5 3.4
ReO3

54,104 1.6
Cu3N104 9.25 2.0 2.2

The degree of correlation has been generally evaluated
by comparing the MSRDs with the uncorrelated single-atom
mean square displacements (MSDs) obtained from diffraction
experiments, when available. The possibility of calculating
the atomic MSDs by a Reverse Monte Carlo simulation with
evolutionary algorithm applied to the EXAFS analysis has
recently led to evaluate the correlation in some perovskite
structures without performing diffraction experiments.104

Little attention has been paid up to now to the possibility
of obtaining original information on physical phenomena from
the knowledge of the three-dimensional MSRD. Let us propose
here two possible applications: the local origin of NTE and the
ionic movements leading to the superionic transition.

B. MSRD and negative thermal expansion

As already observed, the overall lattice thermal expansion
is the result of two contributions, a positive bond expansion,
directly measured by the first EXAFS cumulant, and a nega-
tive contribution due to tension effects.44,85 The perpendicular
MSRD is a measure of the tension effects and can be corre-
lated with the strength of the lattice NTE, say with the value of
the negative expansion coefficient and the temperature interval
where NTE is present.62

The semiconductors with the zincblende structure
here considered exhibit lattice NTE in a restricted low-
temperature interval, whose strength increases when the ionic-
ity increases.83 Other NTE crystals have been recently inves-
tigated by EXAFS: Cu2O and Ag2O (cuprite structure)53 and
CuScO2 and CuLaO2 (delafossite structure),55 where the metal
atom (Cu or Ag) is linearly coordinated to two oxygen ions. It
is instructive to stress similarities and differences among the
different systems.

The lattice thermal expansion is isotropic in the cubic
zincblende and cuprite structures; it is anisotropic in the lay-
ered delafossite structure, where it is negative along the c axis
and positive in the perpendicular plane. The vibrations of the
Cu or Ag ions are anisotropic in the cuprite and delafossite
structures. Atomic vibrations perpendicular to a linear bond
are the simplest example of tension effect leading to NTE
contributions. The vibrations of the tetrahedrally coordinated
single atoms in the zincblende structure are instead isotropic.
The MSRD thermal ellipsoids are always anisotropic, even
for the zincblende structures. The relative anisotropy mea-
sured by EXAFS for the Cu–O and Ag–O pairs in the cuprite
and delafossite structures is larger than the anisotropy of
single atomic vibrations. One can conclude that the relative
vibrational anisotropy is a more general property to be
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connected to NTE than the anisotropy of single atoms
vibrations.

The bond thermal expansion measured by EXAFS is pos-
itive at all temperatures for all systems up to now considered;
besides, to a stronger lattice NTE, it corresponds a larger
positive bond expansion. Within each family of iso-structural
compounds, the stronger is the NTE, the smaller is the value of
both parallel and perpendicular effective force constants and
the larger is the anisotropy parameter ξ = (k | |/k⊥)1/2.

Bond stretching and tension effects are separately quan-
tified in EXAFS analyses, in terms of first cumulant and per-
pendicular MSRD, respectively. They are however in some
way correlated: when the ionicity of the bond increases, its
stiffness against bending is reduced (k⊥ decreases) so that the
perpendicular MSRD becomes larger. If the structure is rela-
tively open, as in tetrahedral semiconductors, larger vibrations
perpendicular to the bond make possible larger parallel vibra-
tions too (smaller k‖) and as a consequence a stronger bond
expansion.

A particular intriguing case is represented by ReO3, whose
perovskite-like structure is in principle the ideal support for
rigid unit modes (RUM) leading to lattice NTE. Actually, while
the iso-structural compound ScF3 is affected by a strong NTE
from 0 to 600 K,105 a comparatively much smaller variation of
the lattice parameter has been found for ReO3.54,106 EXAFS
measurements on both ReO3 and ScF3

54,107 revealed a large
intensity of Re–O and Sc–F relative vibrations perpendicular
to the bond, as expected in the presence of RUMs inducing
relative librations of the octahedra around the connecting ver-
tices. The lack of significant NTE in ReO3 was tentatively
explained hypothesising a distorted configuration of the ReO6

octahedra at low temperatures. In this situation, according to
the model of Ref. 44, the librations of the octahedra around the
distorted configuration would induce a positive lattice expan-
sion as long as they are not sufficient to cross the undistorted
configuration.

C. MSRD and superionic crystals

Let us consider in more detail the two systems charac-
terised by the most intense parallel and perpendicular relative
vibrations in Table I, AgI and CuCl. Both systems have been
extensively studied for their properties of ionic conduction.
They are characterised by a first-order phase transition from a
normal to a superionic phase, where the cations freely move
within the anion sublattice. In AgI, the phase transition from
the normal β phase (wurtzite structure) to the superionic α
phase (bcc Iodine sublattice) occurs at T = 420 K, where the
ionic conductivity increases abruptly by a factor 104. In CuCl,
the phase transition from the normal γ phase (zincblende struc-
ture) to the superionic β phase (hcp Cl sublattice) occurs at
T = 695 K; the ionic conductivity in CuCl increases how-
ever more rapidly than exponential already in the normal
phase, so that the jump at the phase transition is relatively
small.

In a pioneering study,108 Boyce et al. obtained a satis-
factory description of the one-dimensional EXAFS distribu-
tion of distances with an excluded-volume model, where the
anions oscillate around their lattice sites and only cation-anion

interactions are considered: the cation density is zero within a
distance rexcl = rc + ra from the anion sites (ra and rc are the
anion and cation radii, respectively), it is a constant different
from zero elsewhere. According to the EXAFS analysis, when
the temperature increases, the excluded volume decreases, due
to the anion thermal agitation, while the distance rface of the
anions from the centres of the tetrahedral faces increases. In
AgI, in the β phase rexcl > rface and the possibility of cations
leaving the tetrahedral cage is low; at the β → α phase transi-
tion, rface increases abruptly and becomes significantly larger
than rexcl, so that cations can easily leave the tetrahedral cage,
giving rise to the superionic regime. In CuCl, the difference
rexcl � rface is much smaller than in AgI at room temperature
and becomes negative at temperatures much lower than the
transition temperature.

The cumulant analysis of β-AgI EXAFS has been shown
to be consistent with the one-dimensional distribution of dis-
tances of the excluded-volume model, provided the conver-
gence properties of the cumulant series are properly taken into
account above 300 K.12,75 Relatively minor attention has been
paid, to our knowledge, to a cumulant approach to the superi-
onic transition of AgI; two independent works109,110 agree in
quoting a slight abrupt increase of the second cumulant and
little or no significant variations of the odd cumulants.

A possible connection between the perpendicular MSRD
in β-AgI and the superionic transition was qualitatively
hypothesised in Ref. 111. The comparison of the three-
dimensional distributions of vector distances, evaluated here at
room temperature (Fig. 9), allows one to gain a deeper quantita-
tive understanding of the different behaviour of AgI and CuCl
and gives some hints on the vibrational origin of the cation
mobility. The relative extent of the perpendicular vibrations
σ⊥/〈r〉 measures the probability of the cation to approach the
faces of the tetrahedral cage of anions and possibly to escape
the cage, thanks to the relatively large extent of parallel vibra-
tions σ ‖/〈r〉 (see numerical values in Table I). The different
behaviour of AgI and CuCl can be connected to the different
extent of the ellipsoids of Fig. 9 for the two systems, the one of
AgI not yet larger enough to guarantee a significant ionic con-
duction in the normal phase, the one of CuCl sufficiently large
to explain the large increase of the ionic conduction already at
relatively low temperatures. These considerations are consis-
tent with the results of Boyce et al., where at room temperature
the difference rexcl – rface is about 0.11 Å for AgI and about
0.04 Å for CuCl.

VI. CONCLUSIONS

For relatively weak vibrational disorder in crystals, the
distribution of nearest-neighbour distances can be charac-
terised by the numerical values of its cumulants. The leading
cumulants are obtained from the analysis of the EXAFS sig-
nal and give direct information on the bond expansion and on
the width and shape of the distribution. The nearest-neighbour
distribution is intrinsically asymmetric, so that the mean value
(bond distance) is different from the mode; neglecting the third
cumulant in the data analysis, say relying on the gaussian
approximation, can lead to significantly wrong values of bond
length and bond expansion.
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Once the leading cumulants have been determined, one
can reconstruct the one-dimensional asymmetric distribution
of bond lengths, which can be compared with the distri-
bution directly obtained by the Fourier transform of total
scattering data, if available, allowing a direct comparison
between the two techniques. It should be noticed that the
artefacts of Fourier transforms are eliminated or drastically
reduced in the EXAFS data analysis and do not influence
the values of cumulants and the shape of the reconstructed
distribution.

The knowledge of the numerical values of the leading
cumulants, and possibly their temperature dependence, allows
a deeper quantitative understanding of the difference between
the local properties probed by a correlation-sensitive tech-
nique such as EXAFS and the average properties probed by
Bragg scattering than the sole knowledge of the distribu-
tion. A significant example is the possibility of evaluating
the temperature dependence of the coefficient of bond ther-
mal expansion, to be compared with the coefficient of lattice
expansion.

The effective pair potential of the nearest-neighbour pairs
is anharmonic; its force constants can be evaluated from
the temperature dependence of cumulants. Different and non
equivalent measures of anharmonicity can be defined in order
to compare the behaviour of different systems: the third cumu-
lant, the ratio of the third- to second-order force constants,
the asymmetry coefficient of the distribution of distances, the
coefficient of bond thermal expansion. The anharmonicity of
the effective pair potential should not be confused with the
anharmonicity of the crystal potential.

The comparison of the EXAFS data with the Bragg
diffraction data allows the evaluation of the perpendicular
MSRDs and of the correlation effects in atomic vibrations
parallel and perpendicular to the bond direction. From the
knowledge of both parallel and perpendicular MSRDs, it is
possible to reconstruct a three-dimensional ellipsoid of rela-
tive vibrations, which turns out to be anisotropic even when the
vibrations of single atoms are isotropic. The extent of perpen-
dicular MSRD and the anisotropy of relative vibrations can be
connected to the lattice negative thermal expansion and give
original insights on the ionic mobility and on the onset of phase
instabilities.

The present results are intended to stimulate further work
on different systems, in order to thoroughly compare the
nearest-neighbour distributions obtainable from EXAFS and
from total scattering, as well as to quantitatively exploit the
three-dimensional distributions of bond distances.
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