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Abstract—The analysis of the quality of particulate materials
is of great importance for a variety of research and industrial
applications. Most image-based methods rely on the segmentation
of the image to measure the particles and aggregate their
characteristics. However, the segmentation of particulate materi-
als can be severely affected when the setup is not controlled.
For instance, when there are device errors, changes in the
light conditions, or when the camera gets dirty because of the
dust or a similar substance. All of these circumstances are
common in industrial setups, like the one studied in this paper.
This work presents a framework for quality estimation based
on image processing algorithms that avoids segmentation. The
considered application scenario is the online quality control of
the production of Oriented Strand Boards (OSB), a type of
wood panel frequently used in construction and manufacturing
industries. The proposed method quantizes frequency domain
into a histogram using a non-parametric method, which is later
exploited using computational intelligence to classify the quality
of superimposed wood particles deposed on a conveyor belt. The
method has been tested using synthetic and real images with
different noise conditions. The results illustrate the robustness
of the approach and its capability to detect significant quality
changes in the wood particles.

I. INTRODUCTION

Quality control strategies are of paramount importance in
industrial production. In particular, automatic control of the
productive process allows to drastically reduce the presence
of defects in the final product and to constantly monitor the
status of the machineries. In productive process of materials
composed by small particles (e.g. wood panel production [1],
papermaking [2] or mining [3]), control systems are frequently
used to analyze the quality of the particles.

In this paper, we consider the production of OSB (Oriented
Strand Boards) panels as application scenario. OSBs are a
type of wood-based panels widely used in manufacturing
and construction industries. To produce them, a mixture of
chopped wood particles is glued and pressed. The quality of
these wood particles has a direct impact in the appearance,
cost, and mechanical properties of the panel [4].

Nowadays, however, online quality analysis is still mainly
performed by trained human operators who visually inspect
the production line to detect significant changes in the quality
of the particles that may affect the characteristics of the final
product. The main disadvantage of this process, which is
tedious and subjective, is its dependance on the capabilities
of the human operator. As a consequence, its accuracy is not
standardized. Other approaches are based on the offline mea-
surement of a small amount of material (e.g., using seavers).

To avoid these problems, it is possible to perform an online
analysis using vision-based systems. In this way, the analysis
is carried out in a fully automatic way and without contact. In
an industrial context, the acquisition of images is constrained
by the design of production plants, where the materials are
usually transported using conveyor belts and free-fall. Thus,
images can be acquired placing cameras on top of the conveyor
belt or perpendicular to the falling trajectories [5]. This paper
focuses on the first setup, analyzing images of the particles
deposed on conveyor belts.

In contrast with most common approaches, however, the
proposed method does not perform measurements of every
particle by using segmentation algorithms. This approach can
usually obtain high accuracy, but requires highly controlled
environments to obtain satisfactory results. In addition, to
analyze the quality of the particles with these techniques, it
is necessary to statistically analyze and aggregate the single
measures. In particularly critical points of the production,
where the environmental conditions are less favorable, it is
more useful to use a robust qualitative approach. This paper
presents a novel approach that obtains a more robust behavior
by analyzing the frequency domain, avoiding segmentation. In
addition, the setup can be simplified with respect to methods
based on the analysis of single strands, allowing to use a single
camera with no particularly high resolution and simple illu-
mination systems. This is particularly useful in the industrial
scenario considered in this paper, where it is common to find
changes in the environmental conditions that may affect the
vision based systems, like: i) changes in light conditions that
influence color and gray-tone distributions; ii) dust that can
reduce the visibility of the particles that have to be measured;
iii) changes in the production materials, for instance the type
of wood, which can alter the color of the particles.

The proposed approach, based on the analysis of the fre-
quency domain of the images, has four significant advan-
tages: i) it is flexible against environmental variations, like
illumination conditions or dust; ii) the feature extraction is
non-parametric; iii) it is fast and robust enough to be used
online; iv) and it can detect significant changes in quality
during manufacturing. In this way, the capabilities of an expert
operator during online production can be emulated, allowing
the identification of a deviation from the optimal operating
point fixed for the factory.

The remainder of the paper is structured as follows: Section
II presents a review of related works, while Section III de-
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scribes the proposed method. Section IV and Section V contain
the experimental results and the conclusions, respectively.

II. RELATED WORK

Many studies have proposed methods for the analysis of
the quality of particulate material using vision systems. The
majority of these approaches uses a single camera setup, and
a two step algorithm. In the first step, the algorithm segments
the image to identify the objects that appear in it, then, in the
second step, it evaluates their properties and aggregates them.
This approach has been applied to the field of wood panel
production, with a framework that joins image processing
and computational intelligence to segment and measure woods
strands [6]. Furthermore, many approaches have followed this
methodology in other fields, such as: biology [7], mining
industry [8], [9], [10], or powder classification [11], [12].

However, segmentation is an important source of estimation
errors when the setup is not controlled [13]. For instance,
when the particles are superimposed, or the illumination is not
correct. For this reason, other researchers proposed methods
that avoid segmentation. For example, the work in [14] uses a
Fourier transform histogram and scale-space decompositions,
to roughly estimate particle size distribution. The work in [15]
extracts different parameters from the Fourier transform and
other mathematical morphological operators and studies their
correlation with the quality of the particles. More recently, the
study described in [16] employed mathematical morphological
opening operations to estimate the quality of aquaculture fish
feed pellets, while the work in [17] proposed a general setup
based on neural networks, which classifies pixels depending
on their probability to belong to a specific granulometric class.

Compared with previous work, the novelty of this paper is
threefold: i) it avoids particle segmentation, providing more
robustness against environmental variations. ii) it uses a non-
parametric method to extract the features that avoids parameter
tuning. iii) it is the first approach that thoroughly studies the
frequency domain of the images of wood particles, for an
online quality analysis of the particles in an industrial setup.

III. A FRAMEWORK FOR THE QUALITY ANALYSIS OF

WOOD STRANDS

A. Estimating particle quality in wood panels

The production of OSB panels is carried out by deposing
multiple layers of wood particles, or strands, on a conveyor
belt. The strands are impregnated with a glue that binds them
when pressure and heat are applied [18]. To produce high
quality panels, the strands have to fulfill some specified stan-
dards. They should be roughly shaped as rectangles and their
dimensions have to respect predetermined values. Otherwise,
the appearance and mechanical properties of the panel can be
damaged, causing severe economic losses. Moreover, panels
produced using high quality strands require less glue, and
reduce the cost and environmental impact.

In this setup, the estimation of the quality of wood particles
using the traditional approach, i.e. trying to segment the
strands present in the image, is difficult because:

• the particles have a characteristic shape, with a very long
side, that favors the presence of many occlusions, which,
in many cases, divide the strands into pieces.

• the color of the particles is, in general, uniform. Thus, it
is difficult to differentiate them.

To cope with the aforementioned problems, we introduce
a framework for quality estimation based on the analysis of
frequency domain. This framework performs three steps: i)
image acquisition; ii) analysis of the energy in the frequency
domain; iii) neural classification. For the first step, we have
developed a synthetic image generator that permits to study in
detail the results of the framework, and also a real acquisition
setup to be deployed in real industrial environments. In the
second step, we quantize the Fourier transform into ring bands
of one pixel to produce a histogram that summarizes the data
contained in it. We chose the Fourier transform because it is
a simple technology that has a low computational complexity
compared to other transforms, such as the wavelet transform.
This characteristic is particularly useful in in-line real time
applications, as the one studied in this paper. The obtained
histogram is used in the last step to classify the quality of the
wood strands using neural networks.

B. Generation of realistic synthetic images

To test the robustness and accuracy of the proposed ap-
proach against variations in the materials it is useful to use
synthetic images. These images facilitate the control of many
parameters such as: the size of the strands and its distribution,
the angle in which the strands are laid and its distribution,
and different lighting conditions. Thus, we can perform very
exhaustive tests and rigorously analyze the results.

To generate synthetic images, we have developed a method
to create a synthetic mattress. The method randomly distributes
wood strands, simulated as rectangles, on a 3-D environment,
and then enriches the image with synthetic shadows. Figure
1 shows an example of the obtained mattress from different
angles and after the simulation of the shadows.

(a) (b)

(c) (d)

Fig. 1. A synthetic mattress from different angle. a) side view; b) rotated
view; c) top view; d) top view after simulating the shadows.



C. Acquisition of real strand images

To acquire images from the real industrial environment we
designed the acquisition setup illustrated in Figure 2. A single
camera placed perpendicularly to the stream of wood strands
acquires images from the strands laid on the conveyor belt.
The illumination system uses two led lights to enhance the
visual separation between strands, so that the edges are more
visible in the images. This setup has the advantage of requiring
limited hardware costs. In addition, it permits to perform a fast
analysis of the acquired data.

Fig. 2. Schema of the used acquisition setup.

D. Analysis of the energy in the frequency domain

The proposed method uses the 2-D Discrete Fourier Trans-
form of an image, defined as [19]:

F (u, v) =

M−1∑
x=0

N−1∑
y=0

f(x, y)e−j2π(ux
M

+ vy
N

)

for frequencies u = 0, 1, · · · ,M −1 and v = 0, 1, · · · , N −1,
where f(x, y) denotes an M × N image. In general F (u, v)
is complex, and can be analyzed in terms of magnitude and
phase. Let R(u, v) and I(u, v) be, respectively, the real and
imaginary part of F (u, v). The proposed method analyzes the
power spectrum of the transform, defined as:

P (u, v) = R2(u, v) + I2(u, v)

In particular, P (u, v) is partitioned into radial bands of one
pixel of width. Being each band represented by the set
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⌊√
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⌋
}
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. For each band, P (u, v) is

summed
H(r) =

∑
(u,v)∈B(r)

P (u, v)

Then each H(r) is normalized:

N(r) = H(r)/

R∑
o=1

H(o)

Each N(r) represents the energy present in frequency r,
both in vertical and horizontal direction. Bands near the center
represent low frequencies (or large wavelengths) and those
away from the center high frequencies.

The final result is an energy histogram that summarizes the
energy contained in each frequency present in the image. This
histogram is a useful method to study the texture of an image.
The shape of the histogram changes depending on the quality
of the strands present in the image. For low quality strands,
the histogram accumulates more energy in high frequencies,
while for high quality strands, the energy is higher in lower
frequencies. Fig. 3 illustrates histogram calculation for real
images of wood strands, showing the images, their Fourier
transform and the histograms.
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Fig. 3. Example of the histograms obtained from images with resolution
1200 × 1600. a) image including real strands of low quality; b) magnitude
of the Fourier transform for strands of low quality; c) image including real
strands of high quality; d) magnitude of the Fourier transform for strands of
high quality; e) comparison of the two energy histograms as a log-log plot.

E. Neural classification of strand quality

To determine the quality of the strands present in the image,
we use neural network classifiers. These classifiers exploit the
information contained in the energy histogram. In particular
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Fig. 4. (a-e) Examples of the images in the database of synthetic images. (f-j) Examples of the images in the database of real images. The size of the strands
present in the images increases from left to right.

the energy histogram contains R bins that can be directly used
as features for classification. However, for large images, R can
be very high, which makes more difficult the training of the
neural network. For this reason, we propose a set of features
that summarize the information contained in the R bins.

These features are general features used to describe his-
tograms, and, for instance, have been previously used to
describe the histogram of intensity levels of an image [19].
The features include:

• Mean: (FM ): a measure of the average energy computed
as: FM =

∑R

r=1 N(r)r.
• Standard deviation (FS): a measure of the av-

erage variability in energy calculated as: FS =√∑R

r=1 N(r)(r − FM )2

• Smoothness (FSm): a measure of the relative evenness of
the histogram computed as: FSm = 1− 1/(1 + F 2

S).
• Third moment (FT ): this feature measures the skewness

of the energy histogram. It is calculated as: FT =∑R

r=1 N(r)(r − FM )3.
• Uniformity (FU ): this features indicates the uniformity

of the energy histogram. It is computed as: FU =∑R

r=1 N
2(r).

• Entropy (FE): a measure of the randomness in the energy
histogram. Estimated as FE = −

∑R

r=1 N(r) log2 N(r).
• Kurtosis (FK): an estimation of whether the energy his-

togram is peaked or flat relative to a normal distribution.
It is computes as: FK =

∑R

r=1 N(r)(r − FM )4.

IV. EXPERIMENTAL RESULTS

A. Test database of synthetic images

To test the accuracy and robustness of the proposed ap-
proach against slight variations in the quality of the mate-
rials we created a database of 500 synthetic images. These
images had a resolution of 1600 × 1200 pixels and we
divided them into five quality classes, C1, · · · , C5. We have
created each quality class using different normal distribu-
tions for the sizes of the strands. The normal distributions
to generate the length of the strands used the parameters

μ = {60, 70, 80, 90, 100} and σ = {40, 35, 30, 25, 20}, while,
to generate the width of the strands we used the parameters
μ = {15, 16.25, 17.5, 18.75, 20} and σ = {4, 4.5, 5, 5.5, 6}.
These parameters correspond to the measures in millimeters
of strands in the real setup. We created 100 images for each
quality class. Figure 4 shows examples of the different classes.

To test the behavior of the proposed approach in a scenario
where the environmental conditions are not ideal, we extended
the database by adding noise to the images, obtaining a final
database with 4500 images. We studied two kinds of noise
(See Figure 5 for examples of the noise added to the images):

• device noise, simulated as salt and pepper noise with
different densities d = {0.01, 0.02, 0.04, 0.08};

• noise caused by a dirty lens, simulated as Gaussian
blur with different kernel sizes {2, 4, 8, 16} and standard
deviations {1, 2, 4, 8}.

B. Test database of real images

To check the accuracy of the system in a real scenario, we
obtained a set of images of real strands using the setup in
Figure 2. We used a commercial color CCD camera and two
white LED lights. The configuration of the setup was: distance
between the LEDs DL = 1300 mm, distance between the
lights and the mattress HL = 1100 mm, and distance between
the camera and the mattress HC = 810 mm. The parameters
of the camera were: focal length f = 8 mm, shutter time
ts = 1/58 s, and gain G = 0.00 dB, chosen in order to
minimize noise or motion blur. The size of the captured images
is W × H = 1600 × 1200 pixels and describe an area with
size W ×H ≈ 740× 560 mm.

The database of real images contained 50 images, di-
vided into five quality classes, CR1, · · · , CR5. Each class
contained a different proportion of high and low quality
particles, with approximate proportions of low quality particles
of {1, 0.7, 0.5, 0.3, 0} starting from CR1. We captured 10
different images for each CRi. Figure 4 shows examples of
the different classes. As in the case of the synthetic database,
the database was extended by adding noise to the real images,



obtaining a final database with 450 images. Figure 5 shows
examples of the noise added to the images.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Fig. 5. Examples of different quantity of salt and pepper noise in synthetic
(a-d) and real images (i-l) and Gaussian blur in synthetic (e-h) and real images
(m-p).

C. Experimental procedure

For each image in the database, we used the proposed
method to estimate the quality of the strands. In particular, we
used a Feed Forward Neural Network with one input layer,
one hidden layer and one output layer. The input layer used 7
nodes, the number of input features, and the output layer used
5 nodes, with a linear transfer function. We tested different
number of nodes, with tan-sigmoidal transfer functions, in the
hidden layer: 10, 15, 20, 50, 100. A resilient back-propagation
algorithm, using 50 epochs, was used for the training. We
considered only neural networks with a single hidden layer,
since they are universal approximators. As figure of merit we
considered the accuracy = |True positives|+|True negatives|

|Test database| , where | · |
indicates the cardinality of a set. The accuracy was averaged
using 10-fold cross validation.

D. Analysis of the feature set

As a first test we used the synthetic database to study the
performance of different sets of features. We compared the
results obtained using the following sets of features:

• the raw energy histogram (SH ).
• the set of features proposed in the paper: {FM , FS , FSm,
FT , FU , FE and FK} (SS).

• the set of textural features based on the Gray-level co-
occurrence matrix (SC) [20]. This set contains 4 features:
homogeneity, energy, correlation and contrast.

• the set of textural features based on the analysis of the
histogram of intensity levels (SI ) [19]. This set contains
6 features: mean, standard deviation, smoothness, third
moment, uniformity and entropy.

TABLE I
RESULTS OF THE NEURAL CLASSIFICATION USING DIFFERENT FEATURE

SETS.

SH SS SC SI

accuracy 84.2% 94.3% 93.4% 93.8%

Note: SH = raw energy histogram; the proposed approach SS = FM , FS , FSm, FT ,
FU , FE , FK ; SC = Gray-level co-occurrence matrix features [20]; SI = histogram of
intensity levels features [19].

TABLE II
RESULTS OF THE CLASSIFICATION USING DIFFERENT LEARNING

TECHNIQUES.

kNN-1 kNN-3 Tree FFNN-15

accuracy 89.4% 93.4% 93.2% 94.3%

Note: FFNN-15 = Feed Forward Neural Network with 15 neurons in the hidden layer.

The obtained results are shown in Table I. These results
illustrate the improvement obtained by summarizing the in-
formation contained on the energy histogram, as opposed to
directly use the full histogram. In addition, the results indicate
the suitability of the proposed features compared with other
features commonly used in the literature.

E. Analysis of the performance of the neural model

This section analyzes the performance of the neural net-
work with the synthetic images. We compared the results
obtained by the proposed neural classifier and other well-
known techniques, k-Nearest Neighbor and tree classifiers.
Table II presents the obtained results.

The obtained results indicate that the neural classifier
outperformed the other methods on the considered dataset.
In fact, the neural network obtained a significant reduction
of the classification error. However, the analysis of which
computational intelligence method obtains the best results is
out of the scope of this work, since it also depends on the
specific data of the studied application. Other computational
intelligence techniques, like Support Vector Machines, could
be analyzed in future research studies.

F. Analysis of the accuracy in noisy environments

Table III presents the results obtained by the classifier for
synthetic images containing different levels of salt and pepper
noise. The results illustrate the robustness of the approach
against this kind of noise, with accuracy values over 90% even
for high noise densities.

Table III shows the accuracy obtained for synthetic images
containing different levels of Gaussian blur. The obtained
results demonstrate that the framework can deal Gaussian blur
without suffering significant accuracy drops. In particular, the
obtained accuracy values remain around 90% except for the
highest noise, for which, nonetheless, the accuracy is still high.

G. Analysis of the performance with real images

This section analyzes the results obtained for the images
captured from a real mattress, both with and without noise.
Table IV presents the obtained results. These results illustrate



TABLE III
RESULTS OBTAINED FOR SYNTHETIC IMAGES WITH NOISE

salt and pepper density

0,01 0,02 0,04 0,08

accuracy 94.2% 94.0% 92.8% 93.6%

Gaussian kernel (pixels)std dev

21 42 84 168

accuracy 93.8% 93.5% 91.5% 88.1%

TABLE IV
RESULTS OBTAINED FOR REAL IMAGES

salt and pepper density

no-noise 0,01 0,02 0,04 0,08

accuracy 91.6% 90.0% 89.4% 88.2% 90.4%

Gaussian kernel (pixels)std dev

no-noise 21 42 84 168

accuracy 91.6% 94.4% 96.6% 96.4% 92.2%

that the proposed approach is also suitable to predict the
quality of the strands in real industrial scenarios, even in a
noisy environment.

V. CONCLUSION

This work presents a framework for the estimation of
particle quality in the industrial area of OSB production. The
proposed framework uses an innovative approach that avoids
segmentation, which represents the most important source of
estimation errors when the setup is not controlled [13]. In
particular, it quantizes the power spectrum of the image in
bands of one pixel that summarize the energy contained in
each frequency. The whole spectrum is considered, without
filtering any band. This approach has the advantages of being
independent from the zoom, and avoiding the tuning of the
filters. Using this information the framework creates a set
of non-parametric features exploited by a neural model that
permits to predict the quality of the particles present in
an image. Several tests have been applied to analyze the
performance of the approach under different circumstances,
demonstrating its capability to detect changes in the quality
of wood particles, even under noisy conditions.

As future work we plan to apply evolutionary computa-
tion to perform band selection/weighting. This process will
optimize the differentiation between the quality classes while
maintaining a high adaptability.
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