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Introduction

Classical Hamiltonian perturbation theory deals with quasi-integrable sys-
tems and aims at controlling how much, during the dynamical evolution,
some relevant quantities deviate with respect to the unperturbed case. Un-
fortunately, the classical methods do not apply in the thermodynamic limit
(namely, when the number N of degrees of freedom tends to infinity and the
energy divided by N , the specific energy, remains constant), and so, clas-
sical perturbation theory as it stands is useless in the frame of statistical
mechanics. Essentially, the reason for the failure is that in the classical the-
ory one pretends to control all initial data, even the ones that should be
obviously considered exceptional (think, for instance, of the data for which
all the energy is concentrated on a single degree of freedom). On the other
hand, for the aims of statistical mechanics, only mean values with respect to
a given probability measure are relevant, without the necessity of controlling
all individual motions, so that a weaker approach is sufficient. Only a few
years ago, in the work [1], an approach along these lines was proposed and
an application to a particular model was made, by performing a few steps of
perturbation theory, with estimates uniform in N at a finite specific energy.
This opened the way to the construction of a “perturbation theory at the
thermodynamic limit”.

In the present thesis, we intend to expound such a theory as an organic
whole. The principal aim is to find a notion which may be an analogue of
the familiar adiabatic invariant of classical perturbation theory, although in
a weaker sense, inasmuch as it should involve phase averages. The proposal
we make is to consider as analogues of adiabatic invariants those quantities
whose time autocorrelation function remains almost constant for long times
(long, in the usual sense of perturbation theory, as, typically, in Nekhoro-
shev’s sense). So, we decided to focus on the study of time autocorrelation
functions in Hamiltonian dynamical systems endowed with an invariant prob-
ability measure. Indeed, time correlations are fundamental in ergodic theory,
because, for instance, the property of mixing amounts to the requirement that
the time correlations of all dynamical variables decay to zero. Thus, proving
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the existence of an adiabatic invariant for long times amounts to proving that
a system does not behave as a mixing one up to these times. In addition,
time correlations are very well known to be fundamental ingredients in the
whole field of linear response theory.

The main original result obtained along these lines is the construction of
an adiabatic invariant for a Φ4 model. Moreover, some general mathematical
properties concerning time autocorrelation functions were discussed. Finally,
an application of these ideas to plasma physics was made, giving a possible
explanation of an instability concerning plasma magnetic confinement, which
apparently was up to now unexplained.

The physical motivation for the interest of time autocorrelation functions,
mainly in the context of linear response theory, is recalled in a heuristic way
in Chapter 1, with a particular emphasis on the possible significance of re-
sults holding for finite times. The general features of the perturbation ap-
proach here developed are illustrated in Chapter 2, with which the proper
mathematical part of the thesis begins. The application to the Φ4 model
is given in Chapter 3. This allows us to indicate on general grounds which
are the problems arising in implementing the proposed perturbation scheme,
in particular in connection with the estimates related to the marginal and
conditional probabilities of the invariant measure. In Chapter 4 a study is
presented concerning the general analytic properties of the time autocorrela-
tion functions. Finally, in Chapter 5 a heuristic application to the problem
of plasma magnetic confinement is given, together with some concluding re-
marks.
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Chapter 1

The role of correlations in
statistical physics

The aim of this chapter is to give a short discussion, with no pretension of
rigour, about the role played by time correlations in statistical physics. We
will give no justification for the formal passages performed, avoiding entering
the interesting mathematical problems they raise.

More in general, one could ask whether the microscopic dynamics plays
any role at all in determining the relevant macroscopic observables. Standard
textbooks of statistical mechanics take as starting point the Gibbs measure,
while dynamics is essentially avoided, being implicitly taken into account
only through generic assumptions such as that integrals of motions should
not exist, apart from energy. This suffices for the study of the means for
macroscopic observables (for instance, density, pressure) in the commonly
considered systems, as first shown by Khinchin (see [2]), but seems to be
non completely satisfactory for dealing with response functions to perturbing
fields, such as electric conductivity, magnetic susceptibility and compressibil-
ity.

In fact, in the literature one finds some different approaches to the defini-
tions of such quantities. The first one is to use as thermodynamic definitions
of response functions the derivatives of suitable effective thermodynamic po-
tentials, in which no reference to the dynamics is made. Another common
approach is that of linear response theory as formulated by Kubo and others
(see [3]). Such quantities are indeed defined in this frame through time cor-
relations of some observables, via the fluctuation–dissipation theorem. Thus,
according to this approach, the response functions essentially depend on the
dynamics, and, in particular, on the dynamics of the unperturbed system, to
which no perturbing field is applied. Finally, a more rigorous way of dealing
with these questions, which concern substantially nonequilibrium phenom-
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ena, was presented by Gallavotti and Cohen (see [4]), whose theory relies on
the so–called “chaotic hypothesis”. Also in this case dynamics is taken into
account, and time correlations can be viewed as indicators for establishing
whether the chaotic hypothesis is satisfied or not.

In the case of small fields, all these approaches should lead to the same
results if the decay of the time correlations involved is of a suitable kind: in
particular, if the correlations go to zero sufficiently fast as time increases. It
is clear, on the other hand, that this cannot happen in the case of completely
integrable systems. Moreover, the differences could even become larger when
one addresses the problem of response for finite times, where metastability
phenomena could occur, as, for instance, in glasses.

We will first recall, in a quick way, Kubo’s linear response theory. The
significance of the results holding for finite times will be particularly stressed.
The theory is introduced through the canonical example of electric conduc-
tivity in Section 1.1. In the subsequent Section 1.2 the case of magnetic
susceptibility is expounded, for which the results for finite time are of par-
ticular interest, since they provide a possible microscopic explanation for
diamagnetism within the frame of classical physics. In Section 1.3, we deal
with the interesting case of specific heat, which does not properly fall within
the frame of Kubo’s theory. Here, too, the finite time value differs from the
equilibrium value, if a certain time autocorrelation function does not vanish.

1.1 Linear response theory for finite times

Here, as in the whole thesis, we will consider Hamiltonian dynamical systems
endowed with a measure on phase space M (a generic point of which will
be denoted by z). We intend to study how a system with Hamiltonian
H = H(z), endowed with a measure µ invariant for that Hamiltonian, reacts
to the introduction of a small external field as a perturbation. The latter is
conceived as being of Hamiltonian nature and depending explicitly on time
t, as described by the addition of a term of the form

∆H(z, t)
def
= −h(t)A(z) .

Linear response theory shows that the perturbation induces an evolution
of the measure µ such that, at first order in the perturbing field, the variation
of the phase average of a given observable with respect to the unperturbed
value depends on the unperturbed (or equilibrium) time correlation of two
suitable observables. The response coefficients are then obtained from the
variation of the mean values of some observables in response to suitable
perturbing fields (see below).
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In order to formulate the theory, we suppose that the measure µ has a
density ρ(z) and that for t = −∞ the perturbation is absent (i.e., the limit of
h(t) as t→ −∞ vanishes; one then says that the perturbation is adiabatically
turned on). The density ρ̃(z, t) of the perturbed system must then satisfy
Liouville’s equation











∂ρ̃

∂t
= [H, ρ̃]− h(t) [A, ρ̃]

lim
t→−∞

ρ̃(t, z) = ρ(z)
, (1.1)

in which the symbol [·, ·] denotes canonical Poisson brackets.
Instead of solving the previous equation, we content ourselves to studying

the linear approximation, namely, to consider the deviation ∆ρ from the
unperturbed density ρ, i.e., to consider

∆ρ(z, t)
def
= ρ̃(z, t)− ρ(z, t) ,

which, in turn, has to satisfy the equation










∂∆ρ

∂t
= [H,∆ρ]− h(t) [A, ρ]

lim
t→−∞

∆ρ = 0
,

from equation (1.1), using the fact that [H, ρ] = 0 (since µ is invariant for
the flow induced by H), and by neglecting the term −h(t)[A,∆ρ], which is
formally of a higher perturbation order.

The solution of the previous equation can be expressed as

∆ρ(t) = −
∫ t

−∞
Ût−s ([A, ρ])h(s)ds ,

where the time evolution operator Ût relative to the Hamiltonian H appears,1

which acts on the dynamic variable [A, ρ]. This implies that the mean value
〈∆B(t)〉 of the deviation at time t of a given observable B = B(z) from its
equilibrium value can be written as

〈∆B(t)〉 def
=

∫

M
∆ρ(z, t)B(z)dz

= −
∫

M
dz

∫ t

−∞
ds h(s) Ût−s ([A, ρ]) (z)B(z) .

(1.2)

1We will always adopt the convention that the time evolution operator Ût relative to
an Hamiltonian H acts on a dynamic variable f by mapping f(z) in f(Φ−tz), where Φt is
the flow at time t induced by H.

9



The relation of the previous formula with time correlation functions is
quite simple if the initial measure is the Gibbs one, as is usually assumed.

This means that we make the choice ρ
def
= exp(−βH)/Z, in which β > 0 and

Z is the partition function, which normalizes to 1 the measure of the whole
space. One has, then,

[A, ρ] = −β [A,H] ρ

and, by exchanging the order of integration,

〈∆B(t)〉 = β

∫ t

−∞
ds h(s)

∫

M
dz Ût−sA

′(z)B(z) ρ(z) , (1.3)

where we have put A′ def
= [A,H]. The second integral at the r.h.s. is the

equilibrium time correlation function between A′ and B at time t− s, which
we presently denote by 〈A′(t − s)B(0)〉 (for a more precise mathematical
setting for the correlations, see Chapter 2).

In order to elucidate the relation between the introduced quantities and
the response coefficient we prefer to focus on one of them, because some small
differences in dealing with different coefficients make a unitary treatment
cumbersome. Maybe the simplest case is that of electric conductivity σ of
a conducting body under a quasi–stationary electric field. To this end, we
consider a system of N charged particles, each with charge ej, governed by
a Hamiltonian H, and introduce an electric field E, which is assumed to be
uniform in space and to depend on time only through the adiabatic switching.
This means that we can write the perturbing term to the Hamiltonian as

∆H(t) = −h(t)
N
∑

j=1

ejxjEx , lim
t→−∞

h(t) = 0 , h(t) = 1 for t ≥ 0 ,

in which xj denotes the coordinate along the x axis of a suitable reference
frame of the j–th particle.

The electric conductivity2 is defined as the ratio between the current

induced along the x axis, whose microscopic counterpart is given by Jx
def
=

∑N
j=1 ejẋj (the dot denoting differentiation with respect to time), and the

electric field. According to formula (1.3), the mean value of Jx at time t is,
in the linear approximation,

〈Jx(t)〉 = βEx

∫ t

−∞
ds h(s)〈Jx(t− s)Jx(0)〉,

2One should more properly talk about the conductivity tensor, which, in the case of
isotropy that we implicitly assume, reduces to a scalar.
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where use is made of the relation [
∑

j ejxj, H] = Jx and of the remark that
the equilibrium mean value of Jx vanishes. Notice that on the r.h.s. there
appears the time correlation of the current with itself, which is called the time
autocorrelation of the current; indeed the response coefficients often involve
the time autocorrelation of an observable. The conductivity in response to a
stationary field is then given by

σ(t)
def
=

〈Jx(t)〉
Ex

= β

∫ t

−∞
ds h(s)〈Jx(t− s)Jx(0)〉 , (1.4)

for t > 0. This expression, which is a fluctuation–dissipation relation, de-
pends on time t. However, one usually supposes that, exception being made
for a very short initial transient depending on the form of h(t), the equilib-
rium time autocorrelation 〈Jx(t)Jx(0)〉 of the current decays so fast that the
integral at the r.h.s. is practically constant. So, one can think of the conduc-
tivity as of a quantity independent of the instant at which the measurements
are performed and of their duration. One writes, then, the following formula

σ = β

∫ +∞

−∞
ds h(s)〈Jx(t− s)Jx(0)〉 . (1.5)

However, the supplementary assumption on the decay of the correlation
should be proved in terms of the dynamics and is certainly false, for in-
stance, in the trivial integrable case in which the equilibrium Hamiltonian H
is simply the sum of the kinetic energies of the particles3

This is a well known problem, and there exists an ample branch of ergodic
theory which deals with asymptotic properties of the decay of correlations
for different classes of dynamical systems (see [5]), determining under which
hypotheses the integral in (1.5) converges. We want, instead, to omit for
the moment the study of the asymptotic behaviour of the correlations (see,
however, Chapter 4 for some remarks on this point), and focus on the be-
haviour for finite times. In fact, even if we admit that formula (1.5) provides
a well–defined expression for the conductivity σ, nothing allows us to rule
out that the actual value σ(t) of the conductivity at time t, as defined by
(1.4), could be essentially different from the infinite time value σ even for
very large times, a fact that might be detected by experimental measure-
ments. This is precisely what happens if the autocorrelation of the current
does not completely decay within the measurement time. For this reason, our
aim will be to show that there exist quasi–integrable systems in which the
autocorrelation of some observables does not decay up to long times, which
tend to infinity as the perturbation with respect to the integrable system
goes to zero.

3In such a case, the integral in formula (1.5) would diverge.
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1.2 Magnetic susceptibility and diamagnetism

A case in which the difference between the value of the response function at
an infinite time and that at a finite time turns out to be particularly relevant
is that of magnetic susceptibility. Indeed, in work [6] it has been proposed
that such a difference provides a microscopic explanation of diamagnetism in
the frame of classical physics, at least for what concerns magnetized plasmas.

Let us consider a system of N charged particles, each with charge ej and
unitary mass, subject to a Hamiltonian

H =
N
∑

j=1

p2
j

2
+ V (q1, . . . ,qN) ,

where pj and qj denote the momentum and position vector of the j–th par-
ticle in a three dimensional region, the volume of which can be taken as
unitary. The adiabatic switching of a uniform magnetic field h(t)B deter-
mines a modification to the Hamiltonian, which, in the linear approximation,
takes the form

∆H(t) = −h(t)
N
∑

j=1

ejpj · (B ∧ qj) , lim
t→−∞

h(t) = 0 , h(t) = 1 for t ≥ 0 ,

for a suitable choice of units.

The magnetic susceptibility4 is the ratio between the magnetization M
induced along the axis of the magnetic field (which we take as z axis) and the
field itself. One should use some caution here in defining the magnetization
M, because it depends explicitly on time if expressed as a function of p and
q, as a consequence of the added perturbation. Indeed, we recall that for one
particle the magnetic moment is just a multiple of the angular momentum,
and that, in our case, one has

M(p, q, t)
def
=

N
∑

j=1

ejqj ∧ q̇j =
N
∑

j=1

ejqj ∧pj − h(t)
N
∑

j=1

e2jqj ∧ (B ∧ qj) . (1.6)

The magnetization of the unperturbed system, which is obtained from the
previous one for h = 0, will be denoted by M0 .

Due to formula (1.3) and to the fact that ∆H(t) = −h(t)B · M0, one

4We should here, too, talk about a tensor (see footnote 2).
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gets, in the linear approximation, the relation

〈Mz(t)〉 = Bz

(

β

∫ t

−∞
ds h(s)〈Ût−s

(

[M0
z , H]

)

M0
z 〉

−h(t)
N
∑

j=1

e2j〈x2j + y2j 〉
)

.

(1.7)

Then, since [M0
z , H] is the total derivative with respect to time of M0

z under
the unperturbed flow, we can write

〈Ût−s

(

[M0
z , H]

)

M0
z 〉 =

d

ds
〈M0

z (t− s)M0
z 〉 ,

in which the equilibrium autocorrelation of the unperturbed magnetization
appears. After an integration by parts of the integral in the first row of (1.7),
one gets a boundary term which cancels exactly the second row, so that the
magnetic susceptibility χ turns out to be given by

χ(t)
def
=

〈Mz(t)〉
Bz

= −β
∫ t

−∞
ds

(

d

ds
h(s)

)

〈M0
z (t− s)M0

z 〉 . (1.8)

The previous formula shows clearly that the vanishing value predicted
by classical theory (see [7]) is obtained only when t exceeds the time at
which the magnetic field becomes constant (i.e., after which the derivative of
h(s) vanishes) at least by the time needed for the autocorrelation of M0

z to
vanish. If this does not happen, the susceptibility can take a nonvanishing
value, which can also remain practically constant for long times, if the system
lies in a metastable state. For the consequences of this fact for magnetized
plasmas, see Chapter 5 later on.

1.3 The specific heat

Quite different is the case of specific heat, which cannot be reduced to the
study of time correlations in an isolated system. We present here a treat-
ment due to Carati and Galgani, in which the reversibility of the microscopic
system plays a key role.

Let us consider a Hamiltonian system with Hamiltonian H1, initially at
equilibrium with respect to the Gibbs measure at inverse temperature β in its
phase spaceM1, which is put in contact at time t = 0 with a system governed
by a Hamiltonian H2, at equilibrium with respect to the Gibbs measure on its
phase space M2 at inverse temperature β+∆β. The latter system represents
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a heat bath, so that we think of it as much larger than the first one, and we
look at the way in which a global equilibrium at inverse temperature β+∆β
is attained. We aim at describing the occurrence of an exchange of heat with
no macroscopic work. So, we impose that the phase spaces are not altered by
the contact, which is described only by an interaction term Hint introduced
in the global Hamiltonian, so small that it does not changes the probability
measure in a sensible way, but only influences the dynamics. The global
system is governed by

Htot(p1, q1, p2, q2, t) = H1(p1, q1) +H2(p2, q2) + θ(t)Hint(p1, q1, p2, q2) ,

in which (p1, q1) ∈ M1, (p2, q2) ∈ M2 and θ denotes the Heaviside step
function.5 In the following we will also denote by z = (p, q) the canonical

coordinates on the global phase space M def
= M1 ×M2.

We suppose further that the HamiltoniansHtot, H1, H2 are invariant under
the parity transformation P which changes all momenta p in −p. As is well
known, this implies that the global system and each of the subsystems are
microscopically reversible, i.e., that (PΦt)−1 = PΦt for each of the flows Φt

at time t induced on phase space by each of the Hamiltonians.
In virtue of the first principle of thermodynamics, the heat Q absorbed

by the first system in the absence of work is equal to the variation ∆U of its
internal energy. If we identify ∆U with the mean value of the deviation of
H1 from its initial value, we have

Q = ∆U
def
=

∫

M

(

H1(Φ
t
totz)−H1(z)

)

ρ(z) dz , (1.9)

where Φt
tot denotes the flow induced at time t by Htot and ρ is the probability

density for the initial data, which corresponds to a nonequilibrium measure,
given by6

ρ(z) =
exp(−βH1(p1, q1)− (β +∆β)H2(p2, q2))

Z1(β)Z2(β +∆β)
,

in which Zi denotes partition function for system i = 1, 2.
Due to reversibility, we can write Q in an equivalent manner. We start

from (1.9) and make the change of variables from z to x
def
= PΦtz, getting

that

Q =

∫

M

(

H1 (x)−H1

(

Φt
totx
))

ρ(z(x))dx ,

5For definiteness, we adopt the convention h(0) = 0.
6This approach is in some sense complementary to that of Kubo presented in the previ-

ous sections. Here only the initial measure is considered, instead of a measure depending
explicitly on time, as a solution of Liouville’s equation.
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where use is made of the invariance of H1 under the parity transformation
and of the fact that the Jacobian of the coordinate transformation has de-
terminant of modulus one, since it is a canonical transformation. In order
to express the density probability in the new variables, we make use of the
conservation of energy in the form

H1(z) +H2(z) = H1(x) +H2(x) ,

Hint having been neglected. This implies that

ρ(z) = ρ(x) exp (−∆β (H1(x)−H1(z))) ,

leading for Q to the expression

Q=

∫

M

(

H1 (x)−H1

(

Φt
totx
))

exp
[

∆β
(

H1(Φ
t
totx)−H1(x)

)]

ρ(x) dx . (1.10)

Finally, one writes Q as one half the sum of the r.h.s. of formulas (1.9-
1.10) and expands the exponential to first order in ∆β, obtaining the equality
(valid in the linear approximation)

Q = −1

2
∆β

∫

M

(

H1(Φ
t
totz)−H1(z)

)2
ρ(z) dz .

As a first remark, we stress that the previous formula proves the valid-
ity of the second principle of thermodynamics for this case, and thus proves
macroscopic irreversibility in statistical terms, by making explicit use of mi-
croscopic reversibility. Indeed, due to the definite sign of all terms at the
r.h.s. and to the fact that β is the inverse temperature, it is easy to check
that heat always flows from the hot to the cold system.

Then, we point out that this expression enables one to get a theoretical
formula for the specific heat CV of the first system,7 as is measured when it
is put in a calorimeter (which is modeled by system 2)8 for a time t. The

specific heat can be defined by CV
def
= Q/∆T , with T

def
= 1/β, so that one has

CV (t) =
1

2T 2
〈
(

Û−tH1 −H1

)2

〉 ,

in which 〈·〉 denotes mean value with respect to the initial density ρ and Ût

the time evolution operator for the global system.

7The index V emphasizes that we are dealing with the specific heat for transformations
in which no macroscopic work is performed, as for the transformations at constant volume
in a gas.

8This is the only point where use is made of the assumption that the second system is
much larger than the first one.
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We have thus obtained again a response function which varies with time,
and it can actually be expressed in terms of the time autocorrelation of
H1. This is obtained by expanding the square in the previous expression
and noting that, neglecting terms of a higher order in ∆β, the following
approximate equalities hold: 〈(ÛtH1)

2〉 = 〈H2
1 〉 and 〈Û−tH1H1〉 = 〈ÛtH1H1〉.

The same expansion in ∆β shows that all mean values with respect to ρ
can be replaced by mean values with respect to the equilibrium measure at
inverse temperature β, which will be denoted by 〈·〉eq. Thus, one gets

CV (t) =
1

T 2

(

〈H2
1 〉eq − 〈H1〉2eq

)

− 1

T 2

(

〈H1(t)H1〉eq − 〈H1〉2eq
)

,

in which the first term in brackets is the specific heat as predicted by equilib-
rium statistical mechanics, i.e., the variance of the internal energy (divided
by T 2) of the first system, while the second is, apart from a factor, the time
autocorrelation of H1.

9 Therefore, we must conclude that the specific heat
attains its equilibrium value only when the time autocorrelation of the energy
has decayed to zero. If this decay is slow, one should detect different values of
the specific heat, depending on the observation time, as, on the other hand,
is in some cases experimentally observed (see, for instance, [8, 9]).

9For the presence of the term 〈H2
1 〉 see the rigorous definition of time autocorrelation

in equation (2.1) later on and the subsequent remark.
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Chapter 2

Time correlations and
perturbation theory

As said in the introduction, we will focus on the study the time autocorre-
lations of dynamical variables in isolated Hamiltonian systems. We have to
construct a suitable Hamiltonian perturbation theory, in order to estimate
the difference of behaviour between an integrable system, in which some ob-
servables (for instance, the actions) have a constant autocorrelation, and its
perturbation.

In the present chapter we introduce the basic, albeit simple, results,
which enable us to deal with the time autocorrelation of a dynamical variable
through perturbation methods. The most relevant estimate is contained in
Theorem 1 in Section 2.1, which is a slight modification to Theorem 1 of pa-
per [1], and is followed by a summary of the perturbation scheme we intend
to adopt. In Section 2.2 the picture is completed by some considerations
on the Hilbert space in which we chose to frame the treatment. This also
enables one to establish that, if two dynamical variables are correlated as
random variables, then their time autocorrelations have a similar behaviour
(see Theorem 2 therein).

2.1 The bases of perturbation theory

Our main purpose is to find stability results for finite times, bounding from
below the time decay of autocorrelations. This means that we try to produce
results similar to those of Nekhoroshev theorem, and we will find inspiration
from its guidelines in the way of proceeding, too. Thus, let us recall that
classical perturbation theory proceeds along two steps:

• formal reduction of the Hamiltonian of the system to that of an inte-

17



grable system through a sequence of canonical transformations (this is
the so–called Birkhoff normal form) or, alternatively, construction of
first integrals (i.e., constants of motions) through a formal power series
expansion;

• estimate of the contribution to the dynamics given by “the remainder”,
namely, by what is left when the sequence of canonical transformations
or, respectively, the series expressing the formal first integrals are trun-
cated at a finite order (this will be called “estimate of the remainder”).

For what concerns the first step, no problem arises at the thermodynamic
limit if one applies the method explained in [10], which enables one to ex-
plicitly construct the formal integrals of motions.1 The classical methods for
estimating the remainder, instead, have the drawback of always providing
values which diverge in that limit.

The problem arises because there exist exceptional points in phase space
at which the whole energy is concentrated in a small number of degrees of
freedom and the remainder takes values which grow with N , so that the typ-
ical estimates, which usually involve the upper bound to the values of the
remainder on a region of phase space, present the same growth. On the other
hand, it seems quite natural to expect that the values attained at isolated
points should not matter for the observable properties, which always involve
some averaging procedure. This is the reason why in paper [1] the proposal
was advanced to replace in the estimates the usual norms with the L2 norm
with respect to an invariant measure, in order that the contribution due to
each region of phase space is weighted with the probability of being therein.
The knowledge of such a norm is sufficient to determine relevant mean prop-
erties for the system, as shown by the fundamental Theorem 1 in [1], which
is a functional theoretic analogue of Lagrange finite increments theorem in
a space endowed with an L2 norm. As regards the time autocorrelation, a
little modification of Theorem 1 of [1], given also in [11], expresses directly
the relation between the time autocorrelation of a dynamical variable and
the L2 norm of its derivative, according to the following Theorem 1.

Before coming to its statement, we need to introduce some definitions
and more precise statements on the mathematical frame in which we set
ourselves.

In a dynamical Hamiltonian system with Hamiltonian H, we consider the
time evolution operator Ût which acts on the space L2(µ,M) of the square

1We have chosen this purely algebraic method, instead of the more usual of Birkhoff
normal form, in order to avoid possible difficulties due to the fact that canonical transfor-
mations can become ill–defined at the thermodynamic limit.
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integrable functions (with respect to the invariant measure µ) mapping the
phase space M in R. In terms of the flow Φt generated by H, the operator
Ût maps f in Ûtf = f ◦Φ−t. It is well known, since Koopman (see [12]), that
Ût defines a one parameter group of unitary operators in L2(µ,M), i.e., of
operators which preserve the norm in this space, which we will denote with
‖ · ‖.

The time autocorrelation of a dynamical variable f ∈ L2(µ,M) is defined
by

Cf (t)
def
= 〈ft f〉 − 〈f〉2 = 〈(ft − 〈f〉) (f − 〈f〉)〉 , (2.1)

in which ft is a shortcut for Ûtf , and 〈·〉 denotes mean value with respect to
the probability measure µ. Notice that here, at variance with the previous
Chapter 1, the square of the mean value 〈f〉 is subtracted. Such an additional
term, in fact, was there neglected for the sake of simplicity, as the mean value
of the derivative of any dynamical variable with respect to the flow vanishes,
due to the invariance of the measure (the only case in which there appeared
a dynamical variable with nonvanishing mean was that of specific heat, for
we which we had to explicitly introduce the additional term).

The standard deviation σf of f is then defined through

σ2
f

def
= ‖f‖2 − 〈f〉2 = ‖f − 〈f〉‖2 . (2.2)

The quantity σ2
f is called the variance of f and is related to the time auto-

correlation of f by the relations

Cf (0) = σ2
f and |Cf (t)| ≤ σ2

f . (2.3)

Therefore, the variance of a dynamical variable is the natural scale of its time
autocorrelation.

We are now able to state

Theorem 1 Suppose that, for f ∈ L2(µ,M), there exists a constant η > 0
such that

‖[f,H]‖ ≤ η σf ; (2.4)

then one has

Cf (t) ≥ σ2
f

(

1− 1

2
η2t2

)

. (2.5)

Proof. One introduces the difference δ(t)
def
= ft − f , for which one has

∂tδ = ∂tft = −[H, ft], since ft satisfies Liouville equation and f is indepen-
dent of time. One can then write

∂tδ = −[H, δ] + g , (2.6)
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with g
def
= −[H, f ]. In view of the unitarity of the evolution operator Ût and

because δ(0) = 0, the solution of (2.6) is given by

δ(t) =

∫ t

0

Ût−s g ds ,

so that one gets the estimate

‖δ(t)‖ ≤
∫ t

0

∥

∥

∥Ût−s g
∥

∥

∥ ds = t ‖g‖ ≤ η tσf . (2.7)

One obtains then the thesis by making use if the simple identity

Cf (t) = σ2
f −

‖ft − f‖2
2

.

Q.E.D.

Remark. The previous theorem says that, up to times of the order of the
ratio σf/‖[f,H]‖, the autocorrelation of f is sensibly different from 0, so that
the behaviour of the system cannot be considered as fully chaotic up to such
a time. Notice that the considered ratio involves the standard deviations of
two dynamical variables.2 If both are sum variables in the sense of Khinchin,
one should expect that the ratio is essentially independent of the number
of degrees of freedom, due to a sort of central limit theorem, so that the
estimate is valid when one passes to the thermodynamic limit.

In virtue of Theorem 1 we have got an analytic tool to estimate the remainder
and can trace the broad outline of the scheme which we propose in order to
get perturbation results at the thermodynamic limit.

One begins by choosing a constant of motion for the unperturbed system,
and takes it as the starting point to construct a formal power series expansion
of a first integral of the perturbed system. Then one truncates the series
expansion and estimates the ratio σf/‖[f,H]‖ for the dynamical variable f
constructed in this way, choosing the optimal truncation order by taking that
for which the ratio takes the maximal value. We will then say that f is an
adiabatic invariant for the system.

To the problems that arise in implementing this seemingly simple program
is devoted the following Chapter 3, where we focus on a relevant physical
model in order to show how to overcome the obstacles of probabilistic nature,
in particular in giving an estimate independent of N of the aforementioned
ratio.

2Since [f,H] is a total derivative, it has vanishing mean (see above), so that its L2

norm coincides with its standard deviation.
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2.2 Correlations in their “natural” space

Before we go on, it is better to dwell a little more on the space in which
we have framed our treatment, namely L2(µ,M), in order to show how this
choice leads us to explain in a natural way some general properties of the
functions of time correlations, among which the already quoted relations (2.3)
between variance and autocorrelation. Moreover, Theorem 2 to be given be-
low shows how the “closeness” in this space translates into similar behaviours
of the correlations. This is very important, because in perturbation theory
one has to recover the behaviour of the functions of interest once one knows
the behaviour of a small perturbation of them. A typical case, indeed, is
that in which one manages to prove stability results for long times for a
slight modification of the unperturbed action and then infers from this that
the action itself has a similar behaviour: this is precisely what Theorem 2
allows one to do.

To the definitions (2.1-2.2) we add that of time correlation between two
dynamical variables f and g in L2(µ,M), which takes the form3

Cf,g(t)
def
= 〈ftg〉 − 〈f〉〈g〉 = 〈(ft − 〈f〉) (g − 〈g〉)〉 .

The space L2(µ,M) is seen to be the natural setting for correlations if
one notices that they acquire here a geometrical meaning. Indeed, they are
closely tied to the covariance of two dynamical variables f and g, defined by

cov(f, g)
def
= 〈(f − 〈f〉) (g − 〈g〉)〉 ,

since Cf,g(t) = cov(ft, g). On the other hand, in probability theory it often
turns out to be useful to consider the covariance of two random variables as
a scalar product, and so we will make in our functional space. This leads
us to take as a norm4 of a dynamical variable f its standard deviation σf ,
defined by (2.2), for which one has σ2

f = cov(f, f).
Within this frame, the analogue of the direction cosine is the correlation

coefficient r(f, g) between f and g, defined according to

r(f, g)
def
= cov(f, g)/σfσg .

3For the difference with respect to Chapter 1, see the remark following (2.1) in Sec-
tion 2.1.

4As a matter of fact, it is a semi-norm; one could talk about a norm in strict sense
only if all dynamical variables which differ by a constant are identified. Furthermore, for
variables with vanishing mean the covariance cov(f, f) coincides with the usual L2. We
do not insist further on this point, pointing out that the symbol ‖ · ‖ will always denote
the norm in L2.
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Indeed, one easily sees (in our case, for instance, by using Schwarz inequal-
ity) that one has |cov(f, g)| ≤ σfσg, so that |r(f, g)| ≤ 1. Two variables
are orthogonal if they are uncorrelated, i.e., if r(f, g) = 0, and collinear if
r(f, g) = ±1. Since then Cf (t) = cov(ft, f), hence easily follows (2.3)

The choice of this scalar product clarifies also in which sense one can pass
the information on the autocorrelation of a dynamical variable to all those
sufficiently “close”. The following theorem (already appeared in [13]) shows
that, if two variables are strongly correlated (i.e., if they are collinear enough
in the scalar product given by the covariance), their time autocorrelations
have a similar behaviour.

Theorem 2 Let µ be a probability measure on the M, invariant for the flow
generated by H, and let f, g ∈ L2(µ,M) be such that |r(f, g)| ≥ 1 − ε2/2

for some ε > 0. Then there exists a multiple f̃ = αf of f , with α
def
=

(sign(r(f, g))σg/σf ), such that
∣

∣Cf̃ ,g(t)−Cf̃ (t)
∣

∣ ≤ εσ2
g (2.8)

and
∣

∣Cg(t)−Cf̃ (t)
∣

∣ ≤
(

ε2 + 2ε
)

σ2
g . (2.9)

Proof. Both inequalities follow from the remark that

σg−f̃ = σ2
g + σ2

f̃
− 2cov(f̃ , g) = 2σ2

g − 2σ2
gr(f, g) ≤ ε2σ2

g ,

which is due to the identities σf̃ = σg and r(f̃ , g) =
∣

∣r(f, g)
∣

∣. In fact, (2.8)
hence follows by noting that
∣

∣Cf̃ ,g(t)−Cf̃ (t)
∣

∣ =
∣

∣cov(f̃t, g)− cov(f̃t, f̃)
∣

∣ =
∣

∣cov(f̃t, g − f̃)
∣

∣ ≤ σgσg−f̃ ,

while, in a similar way, (2.9) comes from the following relations
∣

∣Cg(t)−Cf̃ (t)
∣

∣ =
∣

∣Cg−f̃ (t) +Cg,f̃ (t) +Cf̃ ,g(t)− 2Cf̃ (t)
∣

∣

≤ σ2
g−f̃

+ 2σgσg−f̃ .

Here, in the second line use is made of the previous inequality and of the
identity Cg,f̃ (t) = Cf̃ ,g(−t), due to the invariance of the measure.

Q.E.D.

Remark. This theorem shows, among other things, that dynamical variables
strongly correlated with the Hamiltonian cannot decay to zero, since the
autocorrelation of the latter stays obviously constant. This suggests not
to use variables correlated with the Hamiltonian to determine whether a
system is chaotic or not, and that is better, instead, to confine oneself to the
linear space of the variables uncorrelated with it through an orthogonalization
procedure such as that of Gram–Schmidt.
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Chapter 3

Exponentially long stability
times for a nonlinear lattice

The major problems that arise in applying the perturbation methods at the
thermodynamic limit along the scheme sketched can be divided in two cat-
egories: the accumulation of small divisors and the probabilistic estimates
needed to estimate the remainder. In paper [1] a technique was provided in
order to evaluate the contribution due to small divisors. This was explained
on a chain of weakly coupled rotators, for which the probabilistic estimates
become very simple. In the work [11], which we reproduce here almost com-
pletely, the situation is opposite. We treated a model of a completely resonant
nonlinear lattice, so that no small denominator arises, whereas the problems
linked to the use of the probability measure show up at full strength. Fortu-
nately, most of them were already faced, and solved, in the most relevant case,
namely that of Gibbs measures, in other frames, i.e., in the Dobrushin theory
of Gibbsian fields and in the estimates on marginal probabilities on lattices
and interacting gases. Thus our contribution consisted mainly in adapting
such arguments to the present case and to bring them into harmony with
perturbation techniques.

The chapter is organized as follows. The main result on the considered
model, namely the construction of an adiabatic invariant in the thermody-
namic limit, is stated in Section 3.1 (Theorem 3), together with a corollary
concerning a control on the time evolution of the adiabatic invariant. Then,
in Section 3.2, we present the scheme of the proof of Theorem 3, whereas the
fundamental ingredients of the proof are separately given in the subsequent
three sections. The first one (Section 3.3) concerns perturbation techniques
and deals with the formal construction of the adiabatic invariant. The other
two sections have a probabilistic nature: the estimate of the marginal prob-
ability is given in Section 3.4 together with the estimate of the norm of the
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time derivative of the adiabatic invariant. In Section 3.5, we state Theorem 4
in which the estimate of the spatial correlations is given, which enables us to
give an estimate on the variance of the adiabatic invariant. Some concluding
remarks follow in Section 3.6, while most of the proofs of a more technical
character are deferred to Appendix A.

3.1 Stability estimate in the Klein Gordon

lattice

In the literature, as a prototype of several models, the so called Klein Gordon
lattice is studied (see [14, 15, 16, 17, 18, 19]). From a physical point of view,
it mimics a chain of particles, each free to move about a site of a lattice,
subjected both to an on–site restoring nonlinear force and to a linear coupling
with the nearest neighbours. It can also be seen as a discretization of the
one–dimensional Φ4 model, which plays a major role in field theory.

The Hamiltonian of such a system, in suitably rescaled variables, can be
written as H = H0 +H1, in which

H0
def
=

N
∑

i=1

ω

(

p2i
2

+
q2i
2

)

and H1
def
= ε

N−1
∑

i=1

qiqi+1

ω
+

N
∑

i=1

q4i
4ω2

, (3.1)

where p = (p1, . . . , pN) and q = (q1, . . . , qN) are canonically conjugated vari-
ables in the phase space M, and ε is a positive parameter, while ω is defined

by ω
def
=

√
1 + 2ε. Since we don’t want to face here the problem of small

divisors, which typically arises in perturbation theory, we confine ourselves
to the case of small ε, i.e, of small coupling between the sites.

We consider as invariant probability measure the Gibbs one, i.e., that
defined by

µ(dp dq)
def
=

exp(−βH(p, q))

Z(β)
dp dq , (3.2)

where Z(β)
def
=
∫

M exp(−βH(p, q))dp dq is the partition function, and β > 0
the inverse temperature. We aim at showing that, for small enough ε and
sufficiently large β, there exists an adiabatic invariant for H up to times
which grow as a stretched exponential in the perturbation parameters. This
is the statement of the following

Theorem 3 (Estimate on the adiabatic invariant) There exist positive
constants ε∗, κ, independent of N , such that if ε < ε∗ and β > ε−1, then
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there exists a polynomial function X̄ uncorrelated with H such that

‖ [X̄,H] ‖
σX̄

≤ exp

[

−
(

1

κ (ε+ β−1)

)1/4
]

. (3.3)

This implies that

CX̄ ≤ σ2
X̄

(

1− 1

2

(

t

t̄

)2
)

, (3.4)

where the time t̄ is defined by

t̄
def
= exp

[

(

1

κ (ε+ β−1)

)1/4
]

. (3.5)

Remark. We require X̄ to be uncorrelated with H in order that our adia-
batic invariant be sufficiently different from the Hamiltonian, which is obvi-
ously a constant of motion (see the remark after Theorem 2 in Chapter 2).

Before the proof, we point out immediately that the result of this theorem
can be viewed in another way, which sounds perhaps more familiar to the
readers coming from perturbation theory. This will help clarifying in which
sense t̄ defined by (3.5) can be seen as a stability time. It concerns the
probability P that the value of the variable X̄ changes significantly from
its original value. Indeed, it entails that the probability of such a change
is practically negligible if t < t̄ and is proved by combining equations (3.3)
and (2.7) together with Chebyshev theorem (for a refinement of this kind of
estimates, see also [20]),a sis seen from

Corollary 1 In the hypotheses of Theorem 3, for any λ > 0 one has

P
(∣

∣X̄t − X̄
∣

∣ ≥ λσX̄
)

≤ 1

λ2

(

t

t̄

)2

.

3.2 Scheme of the proof of Theorem 3

First we use a variant of the classical construction scheme of approximate
integrals of motion (see [21]) in order to perform the construction of the
adiabatic invariant as a formal power series. Precisely, we use the scheme
developed by Giorgilli and Galgani for a direct construction of integrals of
motion (see [10] and Section 3.3 for the actual implementation). It is well
known that the series thus obtained are, in general, divergent, so that the
standard procedure consists in using as approximate integral of motion a
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truncation of the series. Denoting by Yn the series truncated at order 2n+2,
it turns out that it has the form

Yn
def
= H0 +

n
∑

j=1

Pj(p, q) , (3.6)

where Pj are suitable polynomials. In order to make such a quantity un-

correlated with H, it is convenient to consider Xn
def
= Yn − H instead of Yn

itself.
In order to make the construction rigorous, one has to add rigorous esti-

mates of the variance σ2
Xn

ofXn, and of the L2 norm of [Xn, H]. The first step
to get such estimates consists in controlling the structure of the polynomials
Pj (which, in particular, contain only finite range couplings) and the size
of their coefficients. This is done recursively, by a variant of the technique
of the paper [22], which is implemented in Section 3.3 (see Lemma 2). We
emphasize that, at variance with the original paper, we obtain here estimates
independent of the number of degrees of freedom.

Then, due to the structure of the polynomials Pj, to get the needed L2

estimates one has to compute the L2 norm with respect to the Gibbs measure
of the monomials appearing in Pj . The key step for this computation consists
in giving an upper bound independent of N to the marginal probabilities of
the Gibbs measure. Such an estimate is obtained by adapting techniques
developed by Bogolyubov and Ruelle (see [23] and [24]) and is reported in
Lemma 4 of Section 3.4. One thus obtains the following bound

∥

∥

∥Ẋn

∥

∥

∥ ≤
√
N
(√

2β
)−1

(n!)4
(

β−1 + ε
)n
κn1 , (3.7)

which is valid for a suitable constant κ1 > 0, provided ε is small enough and
β large enough (see Lemma 3 of Section 3.4).

We emphasize the presence of the factor
√
N and that κ1 is independent

of N . It will be shown that actually the l.h.s. of (3.7) is of order
√
N even

if it is the square root of a sum of O(N2) terms. This is due to the fact
that most of the terms have zero mean because the measure is even in p and
furthermore the p’s are independent variables.

To get the Theorem, one also needs an estimate of σXn
from below. This

is obtained in two steps, which are based on the remark that σXn
≥ σX1−σR,

where R def
= Xn −X1 is a remainder.

First we compute explicitly X1 and estimate from below σX1 , obtaining
a bound proportional to

√
N . Then, we estimate from above σR. Precisely,

we use techniques introduced by Dobrushin in papers [25, 26] to show that
σR behaves as

√
N (see Lemma 8 of Section 3.5). We remark that this is the
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analogue of the law of large numbers. We recall that Dobrushin’s techniques
enable us to show that spatial correlations between variables pertaining to
different lattice sites decrease exponentially with the distance between the
sites, so that the monomials appearing in Pj are essentially independent, and
the variance of Pn is essentially the sum of the variances of each monomial.
This leads to Lemma 7 of Section 3.5, which shows that, for small enough ε
and large enough β, for n < κ

−1/4
2 (ε+ β−1)−1/4 there holds

σXn
≥

√
N(ε+ β−1)/(8β) , (3.8)

where again κ2 is a positive constant.
Then one finds the optimal n, call it n̄, such that the ratio ‖[Xn̄, H]‖/σXn̄

takes the minimal value. Notice that, as n belongs to a bounded domain, the
minimum can be attained at the boundary. The optimization is immediately
done, once the estimates are given both for the L2 norm ‖[Xn, H]‖ of the
time–derivative of the quasi integral of motion Xn, and for its variance σ2

Xn
.

Then, the function X̄ satisfying (3.3) of Theorem 3 is simply given by X̄
def
=

Xn̄ −HρXn̄,H σXn̄
/σH . The identity σ

2
X̄
= (1− ρ2Xn̄,H

)σ2
Xn̄

, together with the
upper bound to ρXn̄,H given by Lemma 7, enables us to extend all conclusions
from Xn̄ to X̄.

3.3 Construction of the adiabatic invariant

Following [10], we look for the formal integral of motion by looking for a
sequence of polynomials χ = {χs}s≥1 such that

[H, TχH0] = 0 at any order, (3.9)

where Tχ is a linear operator, whose action on a polynomial function f is
formally defined by1

Tχf
def
=
∑

s≥0

(Tχf)s , with (Tχf)0
def
= f , (Tχf)s

def
=

s
∑

j=1

j

s
[χj, (Tχf)s−j] .

(3.10)
Inserting the expansion of TχH0 and H in (3.9) and equating terms of equal
order one gets the system

Θ0 = H0 , Θs − L0χs = Ψs for s > 0 , (3.11)

1Notice that in paper [10] the χs were required to be homogeneous polynomials of
degree s+ 2.However, there is no problem in considering the present more general case.
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where

Ψ1
def
= H1 ,

Ψs
def
= −

s−1
∑

l=1

l

s

[

χl, (TχH0)s−l

]

−
s−1
∑

l=1

(TχΘl)s−l for s ≥ 2 ,
(3.12)

L0
def
= [H0, ·] is the homological operator and (3.11) has to be read as an

equation for the unknowns χs, Θs, which have to belong, respectively, to
the range and to the kernel of the operator L0. By defining the projections
ΠN , ΠR, respectively on the kernel N and on the range R of L0, one thus
determines recursively

χs = −L−1
0 ΠRΨs , Θs = ΠNΨs for s ≥ 1 . (3.13)

The approximate integral of motion is then obtained by truncating the se-
quence TχH0 at a suitable order.

We have to estimate the action of the operator Tχ on the class of functions
f(p, q) we are interested in, in a norm which is well suited for our problem.
Such a norm is defined as follows. Let Hr,i

s denote the class of monomials2

pkql of degree s, i.e., with |k| + |l| = s, which furthermore depend on sites
that are at most r lattice steps away from i, namely such that kj = lj = 0
if |i − j| ≥ r. We denote by Ps,r the set of all homogeneous polynomials of
degree s that can be decomposed as

f =
N
∑

i=1

|Hr,i
s |
∑

j=1

cijfij , (3.14)

with fij ∈ Hr,i
s , where |Hr,i

s | is the cardinality ofHr,i
s . To f ∈ Ps,r we associate

a norm,3 defined by

‖f‖+
def
= min











max
i∈{1,...,N}

|Hr,i
s |
∑

j=1

|cij|











, (3.15)

where the minimum is taken over all possible decompositions of f .
Now, we can estimate the action of Tχ on any function f ∈ Ps,r according

to the following Lemma, which is proved in Appendix A.1.

2We adopt here the multi–index notation: k = k1, . . . , kN and l = l1, . . . , lN are vectors
of integers, with |k| = |k1|+ . . .+ |k2|. So, pkql = pk1

1 · . . . · pkN

N ql11 · . . . · qlNN .
3One can check that this is indeed a norm.
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Lemma 1 Let Tχ be the operator defined by (3.10), relative to the sequence
χ = {χs}s≥0 which solves the system of equations (3.13–3.12) for the Hamil-

tonian (3.1). Then, for any f(p, q) ∈ P2s+2,r, one has (Tχf)n =
∑n

l=0 f
(s+l)
n ,

where f
(s+l)
n ∈ P2s+2l+2,r+n−l and

∥

∥f (s+l)
n

∥

∥

+
≤ 26n25(n−1)22s+l+2n!

(n+ r)!

r!

(n+ s)!

s!

n!

l!(n− l)!
εn−l ‖f‖+ . (3.16)

Lemma 2 below will give bounds to the adiabatic invariant obtained by
truncating at a finite order the formal power series which defines TχH0. In
particular, the adiabatic invariant will simply be Yn =

∑n
s=0 (TχH0)s , so that

the polynomials Pj appearing at the r.h.s. of (3.6) of Theorem 3 are

Pj
def
= (TχH0)j , (3.17)

while the quantity we will focus on will be

Xn
def
= Yn −H = −Θ1 +

n
∑

j=2

Pj . (3.18)

The time derivative of Xn is then given by

Ẋn
def
= [Xn, H] = [Pn, H1] , (3.19)

which is a polynomial of order 2n + 4. In order to obtain the estimates
of the L2–norm, eventually, it is of interest to take into account the parity
properties of the operator Tχ, with respect to the canonical coordinate p. So
we define as P+ the space of polynomials of even order in p, and P− the
space of those of odd order in p.

Finally, we can state

Lemma 2 For the adiabatic invariant constructed through TχH0 (see (3.17))
one can write

Pn =
n
∑

l=0

n!

l!(n− l)!
εn−lP (l)

n , (3.20)

where P
(l)
n ∈ P+ ∩ P2l+2,n−l and

∥

∥P (l)
n

∥

∥

+
≤ Dn , with Dn

def
= 212n (n!)3 . (3.21)

Furthermore, one has

[Xn, H] =
n+1
∑

l=0

(n+ 1)!

l!(n+ 1− l)!
εn+1−lẊ(l)

n ,
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with Ẋ
(l)
n ∈ P− ∩ P2l+2,n+1−l and

∥

∥

∥Ẋ(l)
n

∥

∥

∥

+
≤ Cn , with Cn def

= 48 · 212nn! ((n+ 1)!)2 . (3.22)

Proof. The proof of the upper bounds is mainly based on the application
of Lemma 1 to the function H0 ∈ P2,0, together with the simple bound
‖H0‖+ = ω ≤ 2, which holds for small enough ε. This proves equations
(3.20), (3.21). Then, we use the fact that [Xn, H] = [Pn, H1] and the upper
bound to the norm of the Poisson brackets of two variables provided by
Lemma 10 of Appendix A.1. This gives equation (3.22).

The parity properties are obtained by observing that [P±,P±] ⊂ P+ and
[P±,P∓] ⊂ P−, as well as ΠN (P+) ⊂ P+ and ΠN (P−) ⊂ P− and that the
similar inclusions regarding ΠRhold, and then working recursively.

Q.E.D.

3.4 Marginal probability estimates

The aim of this section is to prove the bound on the norm of Ẋn given by
the following

Lemma 3 There exist constants β̄ > 0, ε̄ > 0, κ1 > 0 such that, for any
β > β̄ and for any ε < ε̄, for Ẋn defined by (3.19) of Section 3.3 one has

∥

∥

∥Ẋn

∥

∥

∥ ≤
√
N
(√

2β
)−1

(n!)4
(

β−1 + ε
)n
κn1 . (3.23)

The key tool of the proof is an estimate of the probability that the coordinates
of a finite number s of sites are near some fixed values. Such an estimate
is given in the following Subsection 3.4.1, whereas the proof of Lemma 3 is
given in Subjection 3.4.2.

3.4.1 Estimates on the marginal probability

Everything is trivial for the p coordinates, for which the measure can be
decomposed as a product: from a probabilistic point of view, this means
that every pj is independent of the q and of any pi, for i 6= j. We focus,
instead, on the q coordinates, which are independent of the p, but depend
on each other. Then, we must study the relevant part of the density, which
is given by

DN(q1, . . . , qN)
def
=

1

ZN

exp [−βUN(q1, . . . , qN)] , (3.24)
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where ZN is the “spatial” partition function

ZN
def
=

∫ +∞

−∞
dq1 . . .

∫ +∞

−∞
dqN exp [−βUN(q1, . . . , qN)] (3.25)

and UN the part of Hamiltonian (3.1) which depends on q, namely, the po-
tential

UN (q1 . . . , qN)
def
=

N
∑

i=1

(

ω
q2i
2
+

q4i
4ω2

)

+ ε
N−1
∑

i=1

qiqi+1

ω
.

The main point is then to estimate the marginal probability F
(N)
s,x (qi1 , . . . , qis)

that we are going to define. Given a set of indices i1 < i2 < . . . < is we
say that they form a connected block if ij+1 = ij + 1, i.e., if they label a
“connected” chain. We say that a sequence of indices i1 < i2 < . . . < is
form x blocks if the set {ij}sj=1 can be decomposed into x connected blocks,
which furthermore are not connected to each other. Given a set of indices
i1 < i2 < . . . < is we define

F (N)
s,x (qi1 , . . . , qis)

def
=

∫ +∞

−∞
dqis+1 . . .

∫ +∞

−∞
dqiN DN(q1, . . . , qN) , (3.26)

where x is the number of blocks in the set {ij}sj=1. We remark here that such
a quantity depends on the number of particles, N , but we will find for it an
upper bound independent of N . In fact, the estimate will depend only on s
and x, but not on the precise choice of the sites.

Define the two functions

ns,x(qi1 , . . . , qis)
def
= exp

[

−β
(

s
∑

k=1

(

q2ik
2ω

+
q4ik
4ω2

)

+ε
s
∑

k,l=1

δil,ik+1
(qik− qil)

2

2ω

)]

≤ exp

(

−β
s
∑

k=1

q2ik
2ω

)

,

(3.27)

ñs,x(qi1 , . . . , qis)
def
= exp

[

−β
(

s
∑

k=1

(

ωq2ik
2

+
q4ik
4ω2

)

+ ε
s
∑

k,l=1

δil,ik+1
qikqil
ω

)]

,

(3.28)
where δi,j is the Krönecker delta.

Remark. Notice that ns,x is the configurational part of the Gibbs measure
of the system with variables qi1 , . . . , qis and free boundary conditions, apart
from the absence of the normalization factor (i.e., the partition function),
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whereas ñs,x is the analogous quantity for the same system, but with fixed
boundary conditions. Thus, they differ only because of the different depen-
dence on the coordinates at the sites lying on the boundary of the blocks,
the number of which, γ, satisfies x ≤ γ ≤ 2x. If we denote by m1, . . . ,mγ the
indices of these sites, we can write the identity

ns,x(qi1 , . . . , qis)

ñs,x(qi1 , . . . , qis)
=

γ
∏

j=1

exp

(

βε

ω
αmj

q2mj

)

≤
γ
∏

j=1

exp

(

βε

ω
q2mj

)

, (3.29)

where the factor αmj
is equal to 1 or 1/2 according to whether the site mj is

isolated (i.e., the block is composed of only that site) or not.

Then the following lemma, which is the main result of the present sub-
section, holds

Lemma 4 There exist constants β̄ > 0, ε̄ > 0, K > 0 and a sequence Cx > 0
such that, for any β > β̄ and for any ε < ε̄, one has the inequalities

F (N)
s,x (qi1 , . . . , qis) ≤ CxK

s

(

β

2πω

)s/2

ns,x(qi1 , . . . , qis) (3.30)

and

F (N)
s,x (qi1, . . . ,qis)≥

1

Cx

(

β

2πω

)s/2

ñs,x(qi1, . . . ,qis) exp

(

−8εx

√

β

2ω

γ
∑

j=1

∣

∣qmj

∣

∣

)

.

(3.31)

The proof of such a lemma is based on the techniques of paper [23], which
apply quite simply to the case of periodic boundary conditions (see Lemma 5
below), on account of the translational invariance. Thus, it is also useful to
introduce the density D̃N relative to the periodic system, defined by

D̃N(q1, . . . , qN)
def
=

1

QN

exp [−βUN(q1, . . . , qN) + βεq1qN ] . (3.32)

In this definition there appears the partition function for the periodic case

QN
def
=

∫ +∞

−∞
dq1 . . .

∫ +∞

−∞
dqN exp [−βUN(q1, . . . , qN) + βεq1qN ] . (3.33)

For the periodic system it is simple to estimate two relevant quantities.
The former is the ratio between the partition function for N−1 particles and
that for N particles, i.e., the ratio QN−1/QN . The relation between QN and
ZN is then obtained as a particular case of Lemma 6, which will be stated
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later on. The latter is the probability, evaluated with respect to the density
for N particles, that the coordinates of r particles have an absolute value
smaller than Θ

√

2ω/β, for a given Θ. In other terms, we need an estimate
of the following quantity

PN

(

|q1| < Θ

√

2ω

β
∧ . . . ∧ |qr| < Θ

√

2ω

β

)

def
=

∫ +∞

−∞
dq1 . . .

∫ +∞

−∞
dqN1|q1|<Θ

√
2ω/β

× . . .× 1|qr|<Θ
√

2ω/β
D̃N(q1, . . . , qN) ,

(3.34)

in which 1A is the indicator function of the set A. We can now give the
mentioned estimates by the following lemma, whose proof can be found in
Appendix A.2.1.

Lemma 5 There exist constants β0 > 0, ε0 > 0, K0 > 2 such that, for any
β > β0 and ε < ε0, one has

QN−1

QN

≤ K0

√

β

2πω
. (3.35)

Furthermore, if Θ ≥ 2
√

r log(4rK0), one has

PN

(

|q1| < Θ

√

2ω

β
∧ . . . ∧ |qr| < Θ

√

2ω

β

)

≥ 1

2
. (3.36)

This result enables us to give the proof of Lemma 4.

Proof of Lemma 4 First write

DN (q1. . . . , qN) = nN−s,x′
(

qis+1 , . . . , qiN )
)

ns,x (qi1 , . . . , qis) I (q1, . . . , qN) ,

for a suitable x′, with x− 1 ≤ x′ ≤ x+ 1 (the lower and the upper bound are
attained, respectively, if both 1 and N are contained in i1, . . . , is or none of
them), where I contains the terms of interaction between the “internal” and
the external part of the system. Remarking that I ≤ 1, one gets

F (N)
s,x (qi1 , . . . , qis) ≤ 1

ZN

(∫ +∞

−∞
dqis+1 . . .

∫ +∞

−∞
dqiN×

× nN−s,x′(qis+1 , . . . , qiN )
)

ns,x(qi1 , . . . , qis) .(3.37)

We now have to estimate the integral appearing in (3.37). More in general,
in the course of the proof we need to estimate integrals of a similar type.
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This will be done in Lemma 6, which will be given in a while. Introduce the
quantities:

Q̄x

M
def
= inf

B(M,x)

∫ +∞

−∞
dq1 . . .

∫ +∞

−∞
dqMnM,x(q1, . . . , qM) ,

Qx

M
def
= sup

B(M,x)

∫ +∞

−∞
dq1 . . .

∫ +∞

−∞
dqMnM,x(q1, . . . , qM) ,

(3.38)

where B(M, x) denotes the collection of all possible partitions ofM indices in
x blocks. It is also convenient to consider the quantities defined in a similar
way, by integrating ñM,x in place of nM,x, namely

Z̄x

M
def
= inf

B(M,x)

∫ +∞

−∞
dq1 . . .

∫ +∞

−∞
dqM ñM,x(q1, . . . , qM) ,

Zx

M
def
= sup

B(M,x)

∫ +∞

−∞
dq1 . . .

∫ +∞

−∞
dqM ñM,x(q1, . . . , qM) .

(3.39)

It is easily shown that for x = 1 one has Z̄1
M = Z1

M = ZN . In order to link
them to QN and to each other, we use the following lemma, the proof of
which appears in Appendix A.2.2.

Lemma 6 Let β0 > 0, ε0 > 0 and K0 > 2 be constants such that Lemma 5
holds. Then, for any β > β0 and any ε < ε0, the inequalities

Q̄x

M

QM

≥ 1 ,
Z̄x

M

QM

≥ 1

2
(8xK0)

−32ε0x2 (3.40)

hold. Furthermore, the chain of inequalities

Zx

M

QM

≤ Qx

M

QM

≤ 2Kx
0 exp (4xε0κ̄(x, K0)) , (3.41)

holds, where κ̄(x, K0) is the solution of the equation

K2x
0 Γ(x, κ̄) =

1

2
, (3.42)

Γ(s, x) being the upper regularized Gamma function

Γ(s, x)
def
=

1

(s− 1)!

∫ +∞

x

ts−1e−tdt . (3.43)
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The previous lemma enables one to see that Z−1
N ≤ 2(8K0)

32ε0/QN , while the
integral appearing in (3.37) is estimated by

Qx′

N−s ≤ 2Kx+1
0 exp [4(x+ 1)ε0κ̄(x+ 1, K0)]QN−s .

Thus, due to relation (3.35) of Lemma 5, one easily sees that

QN−s

QN

=
s
∏

i=1

QN−i

QN−i+1

≤ Ks
0

(

β

2πω

)s/2

, (3.44)

so that (3.30) is proved, taking

Cx ≥ 296ε0+2Kx+1+32ε0
0 exp [4(x+ 1)ε0κ̄(x+ 1, K0)] . (3.45)

We come now to the proof of (3.31). To this end, we write

DN(q1, . . . , qN) =
QN−s

ZN

D̃N−s(qis+1 , . . . , qiN )ñs,x(qi1 , . . . , qis)

×G(qm1 , . . . , qmγ
, ql1 , . . . , qlγ′ ) ,

where the sites li are the ones which are contiguous to the blocks, but not
contained in them, taken by keeping the relative order. Furthermore, due
to the periodicity there appear factors depending on q1 and qN , if the sites
1 and N are not contained in i1, . . . , is. In this case, we put ql1 = q1 and
qlγ′ = qN . We denote by γ′, with γ′ ≤ 2x+2, the number of such indices. The
explicit expression of the function G is complicated. Plainly, it represents the
product of the factors exp(−∑j βεqmj

qli/ω) among all sites li contiguous to
mj, and just the factor exp(βεqliqli+1

/ω), when li and li+1 belong to different
blocks.4 In any case, a lower bound to G in the region

A def
=
{

|ql1|<2x
√

log(4K0)
√

2ω/β ∧ . . . ∧ |qlγ′ |<2x
√

log(4K0)
√

2ω/β
}

is given by

G ≥ exp

(

−4εx

√

β

2ω

√

log(4K0)

γ
∑

j=1

∣

∣qmj

∣

∣

)

(4K0)
−8ε(x2+x) .

So, we can write

F (N)
s,x (qi1 , . . . , qis) ≥ ñs(qi1 , . . . , qis)(4K0)

−8ε(x2+x)QN−s

ZN

PN−s (A)

× exp

(

−4εx

√

β

2ω

√

log(4K0)

γ
∑

j=1

∣

∣qmj

∣

∣

)

,
(3.46)

4Notice that the index i lies in {1, . . . , γ′}. But if in the expression exp(βεqliqli+1
/ω)

there appears qlγ′+1
then one has to intend simply lγ′+1 as l1.
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where the (positive) contribution of the integral over Ac was neglected.
The term with PN−s(A) in (3.46) is bounded from below by relation

(3.36) of Lemma 5. As for the fraction, by Lemma 6 we obtain

QN−s ≥
1

2K0 exp(8ε0κ̄(1, K0))
Q1

N−s .

Now, operating as in the deduction of formula (3.44), it is sufficient to observe

that Q1
N−1 ≥

√

β/(2πω)Q1
N to obtain Q1

N−s ≥ (β/2(πω))s/2 Q1
N . Then,

choosing ε̄, β̄ such that K0 ≤ e4/4 and observing that Q1
N ≥ ZN , one gets

(3.31) with

Cx ≥ (4K0)
8ε0(x2+x)+1 exp(8ε0κ̄(1, K0) . (3.47)

Finally, Cx can be chosen as the maximum of the r.h.s. of (3.45) and of (3.47)
. This concludes the proof.

Q.E.D.

3.4.2 Estimate of the L2 norm of Ẋn

We apply directly inequality (3.30) to get the proof of Lemma 3, using the
fact that such a quantity is a sum of polynomials depending at most on 2n+3
sites, as can be seen by Lemma 2 of Section 3.3.

Proof of Lemma 3 The key ingredient of the proof is, as stated in Sec-
tion 3.3, that the polynomials Pn are even in the p coordinates, so that the
Ẋn’s are odd in the p. On account of that, Ẋ2

n is a sum in which the terms
coming from the product of two monomials depending on separated groups
of sites contain at least one pi to an odd power. Since the measure is even
with respect to any p, these terms have a vanishing integral.

We formalize this way of reasoning by decomposing Ẋn as Ẋn =
∑N

i=1 fi,
where the fi’s are polynomials depending at most on the sites between i−n−1

and i+ n+ 1. Then, the L2–norm of Ẋn is expressed according to
∥

∥

∥
Ẋn

∥

∥

∥

2

=
∑N

i,j=1〈fifj〉 . In this sum, all the terms with |i − j| > 2n + 2 vanish, while

the other ones are estimated in terms of
∥

∥

∥
Ẋn

∥

∥

∥

+
in the following way.

On account of Lemma 2, we can write

fi =
n+1
∑

l=0

(n+ 1)!

l!(n+ 1− l)!
εn+1−l

|Hn+1−l,i
2l+2 |
∑

s=1

cis,lf
(l)
is ,

36



in which f
(l)
is is a monomial in Hn+1−l,i

2l+2 and the decomposition in these mono-
mials is performed in such a way that supi,l

∑

s |cis,l| ≤ Cn. Then, we sum on
j and obtain that

∥

∥

∥Ẋn

∥

∥

∥

2

≤ (4n+ 5) C2
n

N
∑

i=1

n+1
∑

l=0

(2n+ 2)!

l!(2n+ 2− l)!
ε2n+2−l sup

g∈H2n+2−l,i
2l+4

〈g〉 ,

where we used the fact that the only nonvanishing contributions to the in-
tegral come from the product of f

(l−r)
js ∈ Hn+1−l+r,j

2l−2r+2 and f
(r)
km ∈ Hn+1−r,k

2r+2 , for

|j−k| ≤ 2n+2−l, so that g def
= f

(l−r)
js f

(r)
km ∈ H2n+2−l,i

2l+4 , for a suitable i between
j and k.

Then, we make use of (3.30) together with the estimate (3.27) for ns,x to

bound the mean value of any function in H2n+2−l,i
2l+4 . In fact, one has

sup
g∈H2n+2−l,i

2l+4

〈g〉 ≤ C1K
4n−2l+5

√

β

2πω

∫ ∞

−∞
x2l+4 exp

(

− β

2ω
x2
)

dx

= C1K
4n−2l+5

(

2ω

β

)l+2
(2l + 3)!!

2l+2
.

So, the inequality

∥

∥

∥Ẋn

∥

∥

∥

2

≤ C1K
4n+5(4n+ 5)(2n+ 4)! (2ω)2n+4β−2

(

ε+
1

β

)2n+2

NC2
n

holds. Thus, choosing a suitable κ1 > 0 and using the value of Cn given by
(3.22) of Lemma 2, inequality (3.23) is satisfied.

Q.E.D.

3.5 Estimate of the variance of the adiabatic

invariant

In the present Section we prove the following Lemma 7, which was used in
the proof of Theorem 3. The lemma concerns estimates on the variance σ2

Xn

and on the correlation ρXn,H of the adiabatic invariant and reads

Lemma 7 There exist positive constants ε̃ > 0, κ2 > 0, κ3 > 1, such that,
for any ε < ε̃, for any β > ε−1 and for n < κ

−1/4
2 (ε + β−1)−1/4, with Xn

defined by (3.18), the following inequalities hold:

σXn
≥

√
N
ε+ β−1

8β
(3.48)
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and

|ρXn,H | ≤
(

1 +
1

κ3

ε2

(ε+ β−1)2

)−1/2

. (3.49)

The proof of this lemma requires the study the spatial correlations be-
tween quantities depending on two separate blocks. The study of these prop-
erties has to be performed within the general frame of Gibbsian fields and
conditional probabilities. In the present Section we provide the necessary
notions and give a proposition of a general character concerning the decay of
spatial correlations for lattices with finite range of interaction, i.e, Theorem 4
of Subsection 3.5.2, from which it will be possible to finally come to the proof
of Lemma 7, which will be given in Subsection 3.5.4.

Our treatment of conditional probabilities is inspired in particular by the
work of Dobrushin (see [25]). More precisely, we will make reference to paper
[25] for the main ideas, and to the subsequent beautiful but underestimated
paper [26], by Dobrushin and Pechersky, for a more direct relation to our
problem. As a matter of fact, most of the ideas of this section are already
contained in works [25] and [26], but the explicit result on the spatial cor-
relations given here required some additional work. We recall that, since
Gibbsian fields and the related techniques were introduced in order to deal
with infinite lattices, our result holds even if the number of sites tends to
infinity.

The present section is structured as follows: in Subsection 3.5.1 the
link between spatial correlations and conditional probabilities is shown, and
in Subsection 3.5.2 we state Theorem 4, whose proof is deferred to Ap-
pendix A.2.3. Such a result is used in order to obtain an upper bound to
σPn

, stated in Lemma 8 of Subsection 3.5.3, whence the proof of Lemma 7
easily follows, as shown in Subsection 3.5.4.

3.5.1 Link between spatial correlations and conditional
probability

In order to prove Lemma 7 we have to estimate quantities such as 〈fg〉 −
〈f〉〈g〉, relative to the Gibbs measure µ, where f is a function which depends
on sites belonging to a set Ṽ , while g depends only on sites in V , with
V ∩ Ṽ = ∅. Our aim is to show that such correlations decrease as the
distance between Ṽ and V increases, where the distance d(V, Ṽ ) is defined

for example as d(V, Ṽ )
def
= infi∈V,j∈Ṽ |i− j|.

We start showing the relation between the spatial correlations and the
conditional probability in a setting more general than ours. We consider as
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given a measure µ on R
|T |, with T ⊂ Z

ν , which induces on the measurable
set A ⊂ R

|Ṽ | the probability

PṼ (A)
def
=

∫

R|T |

dµ(x)1A×T\Ṽ (x) ,

where 1A is the indicator function of the set A. One can express the quantity
we are interested in as

〈fg〉−〈f〉〈g〉=
∫

R|Ṽ |

f(x)PṼ (dx)

(∫

R|V |

g(y)PV (dy|dx)−
∫

R|V |

g(y)PV (dy)

)

,

(3.50)
where PV (B|A) represents the conditional probability of the measurable set
B ⊂ R

|V |, once A is given. So, in order to estimate the correlation between
two functions, it is sufficient to estimate the difference enclosed in brackets
at the r.h.s. of (3.50). Now, we notice that for any pair of probabilities P
and P̃ on R

|V |, one has
∣

∣

∣

∣

∫

R|V |

g(x)P (dx)−
∫

R|V |

g(y)P̃ (dy)

∣

∣

∣

∣

≤
∫

R|V |×R|V |

(|g(x)|+ |g(y)|)

× 1x 6=yQ(dx, dy) ,

(3.51)

in which Q is any probability on R
|V | × R

|V | such that P and P̃ are its
marginal probabilities. In other terms Q is a joint probability of P and P̃ ,
i.e., for any measurable B ⊂ R

|V | one has

P (B) = Q
(

B × R
|V |) and P̃ (B) = Q

(

R
|V | ×B

)

. (3.52)

Remark here that Q is not unique: indeed, such a probability provides also
a way to define a distance between two probabilities defined on the same set
V of indices, by

D(P, P̃ )
def
= inf

Q

∫

R|V |×R|V |

1x 6=yQ(dx, dy) . (3.53)

We stress that the infimum is attained, i.e., there exists a probability measure
Q̄(dx, dy) such thatD(P, P̃ ) =

∫

1x 6=yQ̄(dx, dy) (see Lemma 1 of paper [26]).
For the following, we suppose that it is possible to find a compact function
h,5 with domain in R, such that

|g(x)| ≤
∑

i∈V
h(xi) , (3.54)

5See later for the definition of a compact function, according to the convention of paper
[26].
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as is the case for the monomials we are dealing with. The bounds will then
be given in terms of h. Now, observing that 1x 6=y ≤ ∑

i∈V 1xi 6=yi , we can
rewrite (3.51) as
∣

∣

∣

∣

∫

R|V |

g(x)P (dx)−
∫

R|V |

g(y)P̃ (dy)

∣

∣

∣

∣

≤
∑

i,j∈V

∫

R2

(h(xj) + h(yj))

× 1xi 6=yiQ(dx, dy) .

(3.55)

This way, we can make a direct connection with paper [26], in which the
problem of estimating the r.h.s. of the above expression is dealt with. We
summarize here the results and the methods we need.

3.5.2 Main argument and theorem on correlations

In the quoted work [26], the framework is more general than ours, because it
deals with the problem of defining a “probability” for the configuration of an
actually infinite ν-dimensional lattice of particle, in terms of the set of condi-
tional probabilities on each site, which is called the specification Γ. Now, our
case is in principle different, because our lattice is finite, and the probability
is defined through the Gibbs measure. In particular, the specification too is
assigned by such a measure.

However, as proved in [26], under suitable assumptions assigning the spec-
ification uniquely determines the probability, i.e. the Gibbsian field, which,
in our case, turns out to be precisely that of Gibbs. So, in our case, it is
equivalent to speak in terms of specification or in terms of measure. Indeed,
in this subsection we will speak in terms of specifications, and in the following
one we will show that the specification determined by Gibbs measure (3.2)
with the Hamiltonian (3.1) satisfies the assumptions of [26] (i.e. Conditions 1
and 2 below).

We notice that the r.h.s. of (3.55) can be bounded from above if one
estimates the quantity

λ(j, i)
def
= max

{

E
[

1ξ1
j
6=ξ2

j
h
(

ξ1i
)

]

,E
[

1ξ1
j
6=ξ2

j
h
(

ξ2i
)

]}

, (3.56)

where ξ1 and ξ2 are two Gibbsian fields which assign, respectively, the prob-
abilities P and P̃ appearing in (3.55) and the expectations are obtained by
integrating over a joint probability Q of the two fields. Indeed, in [26] an
upper bound just to λ(j, i) is given, by requiring that two suitable conditions
are satisfied.

So, by adopting the same techniques of [26] we bound from above the r.h.s.
(3.55) and, thus, the l.h.s. of (3.50). Such a bound is given in Theorem 4
below. In order to state it, we recall the main notations of [26].
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First, we consider a lattice of sites contained in T ⊂ Z
ν , and a finite–range

specification with a radius of interaction r (this means that the conditional
probability at site i does not depend on the conditioning at sites j for |i −
j| > r). Then, for a vector x ∈ R

|T | we denote by Pi,x(dx) the probability
distribution conditioned to x everywhere but at site i. The specification Γ is
defined by

Γ
def
=
{

Pi,x : i ∈ T,x ∈ R
|T |} .

Furthermore, we will say that a continuous positive function h on a metric
space X is compact if, for any k ≥ 0, the set {x ∈ X : h(x) ≤ k} is compact.

For a fixed integer r, let ∂rV
def
= {j ∈ T : j 6∈ V,mink∈V |j− k| ≤ r} be the

boundary of thickness r of a set V ⊂ T . We call a the number of indices
such that |i| ≤ r, i 6= 0, where r is the range of interaction.

If Z0 is a maximal subgroup of Zν satisfying the condition |j−k| > r, for
j,k ∈ Z0, we denote by b the number of elements in the factor group Z

ν\Z0.
The conditions of paper [26] (which are hypotheses on the specification

Γ, once the compact function h is given) are the following

Condition 1 (Compactness) Let h be a compact function on R and let
C ≥ 0 and cj ≥ 0, for |j| ≤ r, j 6= 0, be some constants. We suppose that

1. δ
def
=

∑

|j|≤r , j6=0

cj <
1

ab
;

2. for any i ∈ T and any x ∈ R
|T | one has

∫

R

h(x)Pi,x(dx) ≤ C +
∑

j∈∂r{i}
cj−ih (xj) .

Condition 2 (Contractivity) Let K̄ ≥ 0 and kj = kj(K̄) ≥ 0, for |j| ≤ r,
j 6= 0, be constants and h be a compact function. We suppose that

1. α
def
=

∑

|j|≤r , j6=0

kj < 1 ;

2. for any i ∈ T and any pair of configurations x1,x2 ∈ R
|T | such that

max
j∈∂r{i}

max
{

h
(

x1j
)

, h
(

x2j
)}

≤ K̄ ,

one has the inequality

D (Pi,x1 , Pi,x2) ≤
∑

j∈∂r{i}
kj−i1x1

j
6=x2

j
,

where D(·, ·) is the distance defined by (3.53).
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The set of specifications (i.e., the sets of conditional probabilities on every
site) which satisfy Condition 1 for the constants C, δ and the compact func-
tion h will be denoted by Θ(h,C, δ). We will instead denote by ∆(h, K̄, α)
the set of specifications which satisfy Condition 2 for the constants K̄, α and
the compact function h.

If the specification satisfies Conditions 1 and 2, Dobrushin and Pechersky
show that the specification uniquely determines the probability (see Theo-
rem 1 of [26]). In particular, also the marginal probability PV on V , and
the probability PV (·|dx) conditioned to a vector x in Ṽ are determined by
Γ, and the maximum value taken by λ(j, i) of (3.56) is bounded from above.

As a matter of fact, in [26] the authors do not investigate the explicit
dependence of λ(j, i) on |i−j|, which is what we need, but such a dependence
can be obtained by a slight modification of their way of reasoning, which leads
to the proof of Theorem 4 that appears in Appendix A.2.3. We need also
to introduce an upper bound to the mean value of h with respect to the
probability PV on V and to the probability PV (·, dx), i.e.,

〈h〉x def
= sup

i∈V
max

{∫

R

h(y)Pi(dy|dx),
∫

R

h(y)Pi(dy), C

}

, (3.57)

where x ∈ Ṽ , while C is the constant entering Condition 1. So we can state

Theorem 4 (Decay of Correlations) Let f be a measurable function from

R
|Ṽ | to R, depending on the sites lying in the set Ṽ . Let g be a measurable

function from R
|V | to R, depending on the sites contained in the set V , with

V ∩Ṽ = ∅, and h be a compact function such that inequality (3.54) is satisfied.
Let Γ ∈ Θ(h,C, δ). Then, there exists a constant K̄0, depending on

h,C, a, b only, such that, if Γ ∈ ∆(h, K̄0C, α) ∩ Θ(h,C, δ) with any α, one
can find constants D, c > 0, for which one has

|〈fg〉 − 〈f〉〈g〉| ≤ D |V |2
∣

∣

∣

∣

∫

R|V |

f(x)〈h〉xPṼ (dx)

∣

∣

∣

∣

exp
(

−cd(V, Ṽ )
)

. (3.58)

The constant D depends on a, b, α, δ only, while one has

c
def
= − 1

br
log

[

1

2

(

max{α, δab}+ 1
)

]

. (3.59)

3.5.3 Estimate of the variance of Pn

The previous way of proceeding can be fitted to our case by choosing as
specification that given by the Gibbs measure relative to H. As f and g, we
choose polynomials in p and q, depending on two disjoint sets of sites. In
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fact, on account of Lemma 2, we know that the Pn are constituted by a sum
of such terms. This way we can study σPn

and state that it is bounded from
above as in the following

Lemma 8 There exist constants β̄ > 0, ε̄ > 0, k′ > 0 such that, for any
β > β̄ and any ε < ε̄, one has, for n < 1/ε,

σPn
≤

√
N n! (k′)

n Dn

(√
2β
)−1

(

ε+ β−1
)n

, (3.60)

where the polynomials Pn are defined by (3.17) and Dn are given in Lemma 2.

Proof. Lemma 2 provides the necessary estimates for the coefficients which
appear in the sum defining Pn (see (3.20–3.21)): we can write Pn =

∑N
i=1 fi,

where fi are polynomials depending at most on the sites between i− n and
i+n. The variance can be expressed as σ2

Pn
=
∑N

i,j=1 (〈fifj〉 − 〈fi〉〈fj〉) . We

then consider the set S1
def
= {(i, j) : |j−i| ≤ 2n} and S2 = Sc

1. The proof goes
on by finding an upper bound separately for the contributions coming from
these two sets: for the latter, we use the methods developed in the present
section, while the terms of the former group are estimated in a way similar
to that of Lemma 3.

We start from S1. Firstly, we observe that, in general, one has

|〈fifj〉 − 〈fi〉〈fj〉| ≤ σfiσfj ≤ max
{

〈f 2
i 〉, 〈f 2

j 〉
}

;

so that it suffices to evaluate supi〈f 2
i 〉 in a way similar to Lemma 3 and to

sum over the j with |j− i| ≤ 2n to see that the contribution due to the terms
in this set is smaller than

∑

i,j∈S1

|〈fifj〉 − 〈fi〉〈fj〉| ≤ C1K
4n+1(4n+1)(2n+1)!(2ω)2nβ−2

(

ε+
1

β

)2n

ND2
n .

We come now to S2. We will show below that the specification coming
from the Gibbs measure satisfies the hypotheses of Theorem 4, and we make
use of it in estimating the terms in the set S2 in the following way. We
separate the terms of a definite degree by writing

fi =
n
∑

l=0

n!

l!(n− l)!
εn−l

|Hn−l,i
2l+2 |
∑

s=1

cis,lf
(l)
is ,

in which f
(l)
is is a monomial in Hn−l,i

2l+2 and supi,l

∑

s |cis,l| ≤ Dn. We fix an

index i and use Theorem 4 with f = fi and g = f
(l)
js , for every j 6= i; then,
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we sum over l, s, j and i, subsequently. For each l we choose the compact
function hl(x) as |x|2l+2, which satisfies (3.54) for any f

(l)
js . We will show

that, for β large enough and ε small enough, one has

n
∑

l=0

〈hl〉x ≤ knn!
1

β

(

ε+
1

β

)n

exp





|Ṽ |
∑

j=1

(

βε

ω
x2j + 8ε

√

β

2ω
|xj|
)



 , (3.61)

for a suitable constant k. Then the sum on s brings in a factor Dn. As
regards the integration in Ṽ , we observe that we can write

β
1− 2ε

2
x2j − 8ε

√

β

2ω
|xj| ≥

β

4
x2j − 1 ,

provided ε is small enough. Thus, there exists k̄ > 0 such that

|〈fifj〉 − 〈fi〉〈fj〉| ≤ k̄n(n!)2D2
n

1

β2

(

ε+
1

β

)2n

exp [−c(|i− j| − 2n− 1)] ,

where the constant c is defined by (3.59), and is, in the present case, equal
to log(4/3)/2. Since the sum over j of such terms converges as N → ∞,
the proof will be concluded if we show that (3.61) and the hypotheses of
Theorem 4 are satisfied.

We proceed as in the proof of Theorem 2 of paper [26], starting from the
explicit form of the conditional probability distribution given by the Gibbs
measure: one has

Pi,x(x) =
1

Zx

exp

[

−β
(

ωx2

2
+

x4

4ω2
+
ε

ω
x · xi−1 +

ε

ω
x · xi+1

)]

,

in which there appears the conditional partition function

Zx
def
=

∫

R

exp

[

−β
(

ωx2

2
+

x4

4ω2
+
ε

ω
x · xi−1 +

ε

ω
x · xi+1

)]

dx .

As regards Condition 1, we consider ε < 2−5 fixed and define

ŷ(x)
def
= max {|xi−1| , |xi+1|} and y(x)

def
= min

{

1/ŷ(x),
√

β
}

.

So, it is easily proved that, for β > 1, inequality Zx ≥ c̄y(x)/β, holds for
some c̄ > 0 independent of x, β and ε. To prove it, it is sufficient to observe
that the integrand of Zx is bounded away from zero if |x| ≤ y(x)/β, and
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then to integrate over such an interval. We now show item 2 of Condition 1
for h(x) = |x|2l+2. We note that

∫

|x|≥ŷ(x)/4

hl(x)Pi,x(x)dx ≤ 2

Zx

∫ +∞

1/(4y(x))

x2l+2 exp

(

−βx
2

4

)

dx

≤ 2
√
β

c̄y(x)

1

βl+1

∫ +∞

√
β/(4y(x))

x2l+2e−x2/4dx ,

which, in turn, is smaller than (l + 1)!(B/β)l+1 for a suitable constant B,
independent of ε, β and l, since the integral decreases as an exponential
function of

√
β/y(x). Here, we have chosen (l + 1)! so that the previous

relation is satisfied independently of l. Furthermore, one has
∫

|x|≤ŷ(x)/4

hl(x)Pi,x(x)dx ≤ 2−4l−4 (ŷ(x))2l+2

and (hl(xi−1) + hl(xi+1))/hl(ŷ(x)) ≥ 1, for any x: this implies that

∫

R

hl(x)Pi,x(dx) ≤ (l + 1)!

(

B

β

)l+1

+
1

16
hl (xi−1) +

1

16
hl (xi+1) .

So, item 2 of Condition 1 holds with C = (l + 1)! (B/β)l+1 and c1 = c−1 =
1/16. Since we have a = 2, b = 2, r = 1, item 1 of Condition 1 holds with
δab = 1/2.

Condition 2 is proved by computing two limits, first letting β tend to
infinity and then letting ε→ 0. In fact, let x(m), form = 1, 2, be two different
configuration such that |x(m)

i−1| ≤ K̃/e
√

Bl/(eβ) and |x(m)
i+1| ≤ K̃/e

√

Bl/(eβ).
Then it is easily checked that

lim
β→∞

∫

R

∣

∣Pi,x(1)(x)− Pi,x(2)(x)
∣

∣ dx =

∫

R

dz e−z2
∣

∣f(ε, z, z(1))− f(ε, z, z(2))
∣

∣ ,

where

f(ε, z, z(m))
def
= exp

(

− ε

ω
z
(

z
(m)
i−1 + z

(m)
i+1

)

+
ε2

2ω2

(

z
(m)
i−1 + z

(m)
i+1

)2
)

and z = x
√
β, z

(m)
j = x

(m)
j

√
β. Now, by the dominated convergence theorem,

one has that the limit for ε → 0 of f(ε, z, z(m)) is equal to 1. Here, use is

made of the fact that ε|z(m)
j | can be bounded from above by εK̃/e

√

Bl/e ≤
K̃/e

√

Bε/e, because l ≤ n, and n is smaller than 1/ε, by hypothesis. So,
for β sufficiently large and ε small enough one has

∫

R

|Pi,x1(x)− Pi,x2(x)| dx ≤ 1

4
.
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We have chosen a bound to xm of this particular form, because the constant
K̄ in Condition 2 turns out to be smaller than K̃2l+2, so that it is independent
of β. So Condition 2 holds with K̄ = K̃2l+2, k−1 = k1 = 1/2 and α = 1/2.
Thus, Theorem 4 holds.

There still remains to estimate 〈hl〉x in our case. By looking at its defini-
tion (3.57), we notice that we have to estimate the integrals

∫

h(y)Pi(dy|dx)
and

∫

h(y)Pi(dy). Now, on account of Lemma 4 and relation (3.29), the
distribution functions of Pi(dy|dx) and Pi(dy) can be bounded by

K2n+2C2C1

√

β

2πω
exp





|Ṽ |
∑

j=1

(

βε

ω
x2j + 8ε

√

β

2ω
|xj|
)



e−βy2/(2ω) .

Then, we use the bound to C previously found, together with the fact that

√

β

2πω

∫

R

y2l+2e−βy2/(2ω)dy =

(

2ω

β

)l+1
(2l + 1)!!

2l+1
,

and we get (3.61). This concludes the proof.

Q.E.D.

3.5.4 Estimate of the variance of Xn

Lemma 8 of Section 3.5.3 enables us to bound from below the variance of Xn

defined by (3.18) and to estimate the correlation coefficient ρXn,H , according
to Lemma 7, which we prove here.

Proof of Lemma 7 We start by recalling that, on account of (3.18), one has
Xn = −Θ1+

∑n
j=2 Pj, with Θ1 defined by equations (3.13–3.12) of Section 3.3.

It is easily seen that Θ1 = F +G+R1, in which

F
def
= − ε

2ω

N−1
∑

i=1

pipi+1 and G
def
=

3

32ω2

N
∑

i=1

p4i ,

andR1 is the remainder. Then, we study the properties of F andG, for which
the mean value, the variance and the correlation with H can be computed
almost exactly, and we extend such properties to Θ1, and to the whole Xn,
by observing that, in some sense, Θ1 is the term of first order in ε+ β−1.

As regards formula (3.48), we notice that, since F is odd in the momenta,
while G, R1 and the measure are even, then F is uncorrelated both with G
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and with R1. Furthermore, one can observe that

〈GR1〉 − 〈G〉 〈R1〉 =
9

210ω4

N
∑

i=1

〈q2i 〉
(

〈p6i 〉 − 〈p4i 〉〈p2i 〉
)

,

and use the estimates of Lemma 4 to bound from above 〈q2i 〉, in order to
prove that σ2

Θ1
≥ σ2

F + σ2
G + 2CG,R1 ≥ N(ε2 + β−2)/(8β2), where the second

inequality holds for ε and β−1 small enough. On the other hand, making use
of (3.60) of Lemma 8 together with the estimate for Dn given by (3.21) of
Lemma 2, one has

σXn
≥ σΘ1 −

n
∑

j=2

σPj
≥

√
N
ε+ β−1

4β

(

1−
n
∑

j=2

(j!)4
(

ε+ β−1
)j−1

κj2

)

,

for a suitable constant κ2, if β−1 and ε are sufficiently small. Now, for
n < κ

−1/4
2 (ε + β−1)−1/4, the sum is smaller than a constant multiplied by

ε+ β−1 and this proves (3.48).

As for (3.49), we observe that, since H is even in the momenta, F and H
are uncorrelated, so that, using ρX , Y < 1, one gets

|ρXn,H | ≤
1

σXn
σH

(

|CΘ1−F,H |+
n
∑

j=2

∣

∣CPj ,H

∣

∣

)

≤ σΘ1−F

σΘ1

σΘ1

σXn

+

∑n
j=2 σPj

σXn

.

As we have just shown, for n < κ
−1/4
2 (ε+ β−1)−1/4 the last term at the r.h.s.

tends to zero as ε + β−1, and in the same way behaves σΘ1/σXn
− 1. So,

we limit ourselves to study σΘ1−F/σΘ1 = 1/
√

1 + σ2
F/σ

2
Θ1−F . By computing

explicitly σ2
F and applying the upper bound (3.60) to σ2

Θ1
≥ σ2

Θ1−F , we get
that there exists a constant κ̄ ≥ 1 such that

σΘ1−F

σΘ1

≤
(

1 +
1

κ

ε2

(ε+ β−1)2

)−1/2

.

Since the r.h.s. differs from 1 by a quantity larger than ε2β2, the corrections
given by the other terms can be neglected if β ≥ ε−1. This completes the
proof.

Q.E.D.
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3.6 Concluding remarks

We now add some comments. The first one concerns the fact that in our
model we have two perturbation parameters, ε and 1/β. We believe however
that the only really relevant parameter is 1/β. Indeed, at least formally the
parameter ε can be arbitrarily decreased by performing a suitable normal
form change of coordinates (see [20]), and it seems to us that such a normal
form does not alter in any fundamental feature the perturbation H1 (i.e., its
local character). At the moment, however, we are unable to say anything
definite on this point.

In any case, while the estimate of Section 3.5 could presumably be applied
to models more general than that studied in this paper, the estimates on the
marginal probabilities of Section 3.4 are especially adapted to our model. It
would be important to improve our method, making it more flexible in order
to cover more general situations.

In our opinion, the real big problem that remains is the construction of
adiabatic invariants for problems in which small denominators appear. This
problem could be overcome in particular cases (see, for example, paper [1]),
but no precise strategy exists yet for the general case.
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Chapter 4

A series expansion for the time
autocorrelation

In the present chapter we focus on the study of the power series expansion
with respect to time of the time autocorrelation of a given dynamical vari-
able, and show how such an expansion provides some information on the
asymptotic behaviour of autocorrelation for large times. In particular, we
expound a criterion which enables one to establish whether the correlations
decay exponentially fast to zero. It is well known, indeed, that an exponen-
tial decay to zero is a relevant chaoticity indicator. Our criterion admits a
partial numerical check, as we will try to show here through an example of
application to the celebrated Fermi–Pasta–Ulam problem (FPU, see [27]).

We will reproduce here most of the content of paper [13], starting in
Section 4.1, where Theorem 5 for the series expansion is given. Section 4.2 is
devoted to a study of some general properties of the series expansion. Here
an interesting link with the Stieltjes moment problem is pointed out (see
Theorem 6), and a necessary and sufficient criterion for the time-decay of the
autocorrelation to be exponential is given as Corollary 2. Finally, the results
of some numerical computations on the time autocorrelations of a significant
variable in a FPU chain are reported in Section 4.3 and in Section 4.4 some
comments on the usefulness of the present method are also given.

4.1 Main theorem on the power series expan-

sion

The series expansion of Cf (t) with respect to time, for a sufficiently regular
dynamical variable f , is provided by the following theorem. Here, use is
made of the definition of the k–th order Lie derivative of f , for k ≥ 1,

49



namely f (k) def
= [f (k−1), H], where f (0) def

= f .

Theorem 5 Let µ be a probability measure on the phase space M, invariant
for the flow generated by H, and let n > 0. Then, for any dynamical variable
f ∈ L2(µ,M) such that f (k) ∈ L2(µ,M) for all k ≤ n, one has

Cf (t) =σ
2
f +

n
∑

k=1

(−)k
∥

∥f (k)
∥

∥

2 t2k

(2k)!

+ (−1)n+1

∫ t

0

dt1 . . .

∫ t2n−1

0

dt2n
∥

∥f
(n)
t2n − f (n)

∥

∥

2
.

(4.1)

Proof. The thesis is proved by iterating Theorem 1 of Chapter 2. We use
the simple chain of identities

‖ft − f‖2 = 2σ2
f − 2Cf (t) = 2‖f‖2 − 2〈ft f〉 , (4.2)

which hold true for any invariant measure, and the remark that

ft − f =

∫ t

0

Ût−sḟds, (4.3)

where ḟ = [f,H]. One can check equations (4.2) by writing down the square
at the l.h.s., while (4.3) comes1 from the variation of constants formula ap-
plied to ft − f .

We go on by writing the l.h.s. of (4.2) as

‖ft − f‖2 =

∫

dµ

∫ t

0

dt′
∫ t

0

dt′′
(

Ût−t′ ḟ
)(

Ût−t′′ ḟ
)

=

∫

dµ

∫ t

0

dt′
∫ t

0

dt′′
(

Ût′−t′′ ḟ
)

ḟ (4.4)

= 2

∫ t

0

dt′
∫ t′

0

dt′′
(

∥

∥ḟ
∥

∥

2 − 1

2

∥

∥ḟt′′ − ḟ
∥

∥

2
)

, (4.5)

where, in the second line, the invariance of the measure with respect to the
time evolution is used, so that the equality proceeds from a simple change
of coordinates, and in the last line the same argument is used, as well as
relation (4.2) applied to the variable ḟ . The order of the integrals can be
exchanged if ‖ḟ‖ is finite, because the integral (4.4) is absolutely convergent

1See the proof of Theorem 1.
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in this case, in virtue of Schwarz inequality. In (4.5) we repeat the same
calculation for ‖ḟt′′ − ḟ‖2, using ḟ = [f,H]. This gives us the relation

‖ft − f‖2 = 2

(

∥

∥ḟ
∥

∥

2 t2

2!
−
∥

∥f (2)
∥

∥

2 t4

4!

)

+

∫ t

0

dt1

∫ t1

0

dt2

∫ t2

0

dt3

∫ t3

0

dt4
∥

∥f
(2)
t4 − f (2)

∥

∥

2
,

where f (2) = [ḟ , H]. The same procedure can be iterated up to k = n by

recursively defining f (k) def
= [f (k−1), H], starting with f (0) def

= f , and using the
hypothesis that f (k) ∈ L2(µ,M). This completes the proof.

Q.E.D.

Remark. Theorem 5 suggests that, at least in a formal way, one can express
the time autocorrelation of a dynamical variable f as a power series with
respect to time

Cf (t) = σ2
f +

+∞
∑

k=1

(−)k
∥

∥f (k)
∥

∥

2 t2k

(2k)!
. (4.6)

To simplify the notations, we define

c0
def
= σ2

f , cn
def
=
∥

∥f (n)
∥

∥

2
for n > 0 . (4.7)

We point out that all these coefficients are positive. We could have got
to formula (4.6) also by expressing ft as a time power series through its
Lie derivatives and by integrating 〈ft f〉 by parts, taking into account the
observation that the mean value of any function which can be written as
[g,H] vanishes2, since

〈

[g,H]
〉

= d
dt
〈g〉.

Remark. We emphasise that the term in the second line in equation (4.1),
i.e., the remainder, turns out to be positive or negative according to n being
odd or even, respectively. Therefore, the truncations of series (4.6) provide
upper bounds for the time autocorrelation of f if truncated at an odd n,
and lower bounds if truncated at an even n. Such bounds provide some
information on the behaviour of the time autocorrelation of f for finite times.
The simplest example is that of the first order truncation, which is precisely
that of Theorem 1.

2For the same reason, σf(k) can replace ‖f (k)‖ in all the previous formulae. We will
keep the given notation, because this way it is more straightforward to understand how
to compute the coefficients of the series.
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4.2 Asymptotic behaviour of the correlations

In many cases one is interested in determining whether the time correlation
tends to zero as t→ ∞ and, if this is the case, which is the law controlling the
decay. Indeed, it is commonly stated that if the correlations decay exponen-
tially fast (for a suitable wide class of functions) then the system is chaotic.
The decay is linked to the analyticity property of the Fourier transform of
the correlations (see for example [28]): in particular it is well known that
the Fourier transform is analytic in a strip of width 1/τ if and only if the
correlation decays at least as exp(−t/τ). We recall that the correlations can
always be expressed as the Fourier transform of an even positive measure,
the so called “spectral measure”, namely as

Cf (t) =
1

2π

∫ +∞

−∞
eiωtdα(ω) , (4.8)

where α is a positive Borel measure on R
+ (see, for example, [29]).

On the other hand, it is not so easy to get information about the spec-
trum: we devise to get it using the Laplace transform F (s) of the time
autocorrelation, namely,

F (s)
def
=

∫ +∞

0

e−stCf (t) for s ∈ C . (4.9)

It is well known that the Laplace transform of a function which decays faster
than exp(−t/τ) is analytic in the half-plane Re s > −1/τ , so that, again, the
control on the decay of correlations in linked to the analyticity properties of
F (s), as in the case of the Fourier transform. The great advantage of the
latter approach lays in the fact that the Laplace transform of the correlation
is essentially the Stieltjes transform of the spectral measure. This is stated
as Theorem 6 below.

The point is that, as first shown by Stieltjes (see [30]), if one knows
the asymptotic expansion in powers of 1/s of a functions F (s) which is the
Stieltjes transform of a positive measure, then one can recover F (s) itself
through a convergent scheme of continued fractions expansions, defined in
terms of the coefficients of the asymptotic expansion. In other words, one
can construct a rational approximation

Fn(s) =
Pn(s)

Qn(s)
,

which converges uniformly in Re s > 0, as n→ +∞, to F (s). For the case of
the time autocorrelation Cf (t), the asymptotic expansion is obtained just by

52



integrating the expansion (4.6) term by term. In fact, the Laplace transform
(4.9) can be formally written as

F (s) =

∫ +∞

0

(

+∞
∑

n=0

(−)n
cn

(2n)!
t2n

)

e−st dt =
+∞
∑

n=0

(−)n
cn

s2n+1
. (4.10)

This expansion would give a convergent expansion, provided one can ex-
change the sum of the series with the integration over time. This is in gen-
eral not permissible, in view of the fact that the expansion in power series
of time converges (in general) only in a circle of finite radius and not up to
infinity. However, it is easy to show that series (4.10) nevertheless provides
the asymptotic expansion of F (s) we are looking for. One has to use formula
(4.1) and check that the remainder grows at most as a power of time.

We are now able to state the main result of this section, namely, the
following theorem, together with a relevant corollary on the decay of the
correlations.

Theorem 6 Let Cf (t) be analytic in t about the origin and continuous for
any t ∈ R. Then the following statements hold:

1. in the half-plane Re s > 0 the Laplace transform F (s) of Cf (t) is ana-
lytic and one has

F (s) =
s

π

∫ +∞

0

dα(ω)

s2 + ω2
, (4.11)

where α(ω) is the positive Borel measure such that (4.8) holds;

2. the continued fraction which approximates the asymptotic series (4.10)
converges to F (s) for Re s > 0 and the Borel positive measure Φ(u) de-

fined on R
+ by Φ(u)

def
= (1/π)α(

√
u) solves the Stieltjes moment prob-

lem for the coefficients cn defined by (4.7). Moreover, α(ω)/π solves
the symmetric Hamburger moment problem with moments c′2n = cn,
c′2n+1 = 0.

Corollary 2 Cf (t) decays exponentially fast as t goes to infinity if and only
if the coefficients cn are such that α′(ω) exists and

√
uΦ′(u) is analytic.

Remark.We will state our results in terms of the regularity properties of α or
Φ according to convenience. We prefer the study of the properties of Φ, when
the convergence properties of Stieltjes continued fraction approximation are
needed.

Proof of Theorem 6. First of all, we observe that (4.11) follows by express-
ing Cf (t) via (4.8) in the definition (4.9) of F (s) and exchanging the order
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of integration. This can be done for any s for which Re s > 0, on account of
the Tonelli-Fubini theorem for the Stieltjes integral (see [31]), and it is well
known that the so defined F (s) is analytic in the same region.

We come now to the proof of statement 2. We notice that the form of
series (4.10) recalls the Stieltjes work [30] on the link between the asymptotic
series, their expansion in continued fractions and the Stieltjes transform. In
dealing with this subject he met with the moment problem that now bears his
name. We recall that, given a sequence of positive numbers cn, the Stieltjes
moment problem consists in checking whether there exists a measure Φ on
R

+ such that
∫ +∞

0

undΦ(u) = cn . (4.12)

The solution exists if and only if

det(∆n) ≥ 0 and det(∆̃n) ≥ 0 ∀n , (4.13)

where the matrices ∆n, ∆̃n are defined by

∆n
def
=











c0 c1 · · · cn
c1 c2 · · · cn+1
...

...
. . .

...
cn cn+1 · · · c2n











, ∆̃n
def
=











c1 c2 · · · cn+1

c2 c3 · · · cn+2
...

...
. . .

...
cn+1 cn+2 · · · c2n+1











, (4.14)

and if the equality in (4.13) is obtained for ∆k, then it is obtained for ∆n,
with n ≥ k and for ∆̃n, with n ≥ k − 1. Furthermore, the solution is unique
if there exists D > 0 such that

cn ≤ Dn(2n)! , (4.15)

holds (for a proof with more recent methods, see [32]). We point out that, in
our case, since Cf (t) is analytic about the origin, there should exist D > 0
such that the previous condition is satisfied, in view of the Cauchy-Hadamard
criterion.

Coming back to our problem, we collect the results of paper [30] of interest
to us in the following statement: if the function F (s) admits the representa-
tion (4.11), then the continued fraction which approximates the asymptotic
expansion (4.10) converges to F (s) for Re s > 0; moreover, the Stieltjes mo-
ment problem for the sequence cn is soluble.

The previous statement is proved this way. In equation (4.11) we put

z
def
= s2, u

def
= ω2, Φ(u)

def
= α(

√
u). Then we have the formal chain of equalities

s

∫ +∞

0

dΦ(u)

z + u
= F (s) = s

(c0
z
− c1
z2

+
c2
z3

+ . . .
)

, (4.16)
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where again Φ is a Borel positive measure on R
+. Stieltjes showed that

the continued fraction which approximates the term in brackets at the r.h.s.
converges to the integral at the l.h.s, and that the Stieltjes moment problem
for the sequence cn has a solution for the measure Φ. Then it is straightfor-
ward to check that α/π solves the associated symmetric Hamburger moment
problem, which means that

1

π

∫ +∞

−∞
ω2ndα(ω) = cn ,

1

π

∫ +∞

−∞
ω2n+1dα(ω) = 0 .

Q.E.D.

In view of Corollary 2, the question of the asymptotic behaviour of the
time autocorrelations can be restated as a regularity problem for the measure
Φ, which solves Stieltjes moment problem for the cn, or, equivalently, for α
which solves the associated Hamburger moment problem. An answer to this
question can be given only if the whole sequence of moments cn is known.
However, it is also of interest to understand which is the qualitative difference
between the approximation (at a given order) of an analytic measure and that
of a measure with at least a singular point. We try here to give an answer to
the latter question, deferring to Appendix B.1 the discussion of which is the
link between the behaviour of the moments and the regularity of the solution
(see Proposition 1, 2, 3 therein).

We have already pointed out that a rational approximation F2n(s) of the
Laplace transform F (s) can be constructed from (4.16) by standard methods
(see Chapter 2 of Stieltjes memoir [30]), which give

F2n(s) = s
P2n(s)

Q2n(s)
= s

n
∑

k=0

ρk
s2 + ω2

k

.

Such a function, in turn, can be rewritten as the following Stieltjes integral

F2n(s) = s

∫ +∞

0

dαn(u)

s2 + u
,

in which the measure αn is piecewise constant and has a jump ρk at the
points u = ω2

k. Therefore, in order that the limiting measure α = limαn be
continuous, it is necessary that, as the approximation order grows, the poles
become dense and their residues tend to zero. As a consequence, we will take
as a qualitative indication of a sub-exponential decay the property that the
rational approximations have at least a pole which remains isolated, with a
stable residue, as the order grows.
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4.3 Numerical study of the FPU chain

Checking whether the spectral measure is analytic for a concrete problem
is a major task, because it requires information on an infinite number of
coefficients. Thus, as a first attempt to implement the ideas of Section 4.2,
we computed numerically some coefficients cn for a model which is widely
studied in the literature and is of great relevance for the foundations of
statistical mechanics, namely the Fermi–Pasta–Ulam model. It describes
a one-dimensional chain of N + 1 particles interacting through nonlinear
springs. The Hamiltonian of such a system, after a suitable rescaling, can be
written as

H =
N
∑

j=0

p2j
2

+
N−1
∑

j=0

[

(qj − qj+1)
2

2
+
α (qj − qj+1)

3

3
+
β (qj − qj+1)

4

4

]

,

where p = (p0, . . . , pN) and q = (q0, . . . , qN) are canonically conjugated
variables, while α and β are parameters that control the size of the non-
linearity. We choose as invariant probability measure the Gibbs one, i.e.,

dµ(p, q)
def
= Z−1(T ) exp(−H(p, q)/T )dp dq, where Z(T ) is the partition func-

tion and T > 0 the temperature, and for the purpose of speeding up the
numerical evaluation of the integrals involving the measure, we consider here
a chain with one end point fixed and the other one free, i.e, we impose only
the boundary condition q0 = 0, p0 = 0 (see footnote 3 below). We note how-
ever that a few computations made on the model in which both end-points
are fixed have shown no significant difference. Concerning the parameters,
we consider the often studied case in which α = β = 1/4. The relevant fact is
that as T approaches 0 the contribution due to the nonlinear terms becomes
statistically negligible.

It is well known that if the nonlinear terms are neglected then the Hamil-
tonian is integrable, admitting N normal modes of oscillation, and that the
motion is quasi periodic so that, for every k = 0, . . . , N − 1, the energy Ek

of the k–th mode is a constant of motion (and thus, as obvious, the time
autocorrelation of such a dynamical variable is constant). Our aim is to
investigate what happens when the nonlinearity is introduced as a perturba-
tion, namely, for T positive but close to 0. We are particularly interested in
the exchange of energy among the normal modes. To this end, a good choice
could be to consider the fraction of energy localized on the low frequency
modes, defined, for example, as

E =
1

N

N/2
∑

k=0

Ek ,
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since its time variation is a convenient indicator of the flow of energy from
low to high frequency modes, and vice versa. As a numerical tool we want to
compute numerically the coefficients of the series (4.6) for this function, since,
in view of Theorem 6, they give indications on the asymptotic behaviour of
the autocorrelation.

As a matter of fact, we notice that the function E may not represent the
best choice. For, such a function is strongly correlated with the Hamiltonian,
so that, in virtue of Theorem 2, its autocorrelation remains close to that of
the Hamiltonian, thus remaining far from zero. So, we rather took a suitable
modification of E , namely,t he projection of E , via the Gram-Schmidt orthog-
onalization process, on the space of the dynamical variables uncorrelated with

H. Thus we consider the dynamical variable Ẽ def
= E − cov(E , H)H/σ2

H .

Our calculation proceeds as follows. We extract a sample in phase space
according to the Gibbs measure3 and we estimate the L2-norm ‖Ẽ (n)‖2 of the
functions Ẽ (n) = [Ẽ (n−1), H] generated by Ẽ (0) = Ẽ taking the mean value on
our sample. For this purpose, we observe that Ẽ (n) is a certain function of p
and q, which can be expressed via Faà di Bruno’s formula for the derivatives
of any order of a composed function. This formula requires the computation
of some combinatorial coefficients, which needs a smart implementation in
order to reduce the computation time (see Appendix B.2 for the scheme we
have followed).

In order to study the Laplace transform of the time autocorrelation of Ẽ ,
following the procedure of Stieltjes, we approximate it up to order n with
rational functions, and look for the poles of such an approximating function in
the complex plane (see chapter 2 of the memoir [30]). Our aim is to compare
the behaviour of the time autocorrelation of Ẽ with some functions which
behave in a somehow known way, by comparing the poles of the corresponding
rational approximations of the Laplace transforms. The first comparison
function is the time autocorrelation of a variable which should lose correlation
in a very short time, i.e., (the orthogonal projection of) the kinetic energy
K̃ of the first half of the chain’s particles. The second one will be a given
function of time which has an exponential decay (see below for its actual
form).

Let us describe the results in some detail. We know that the rational
approximation of the Laplace transform at order 2n will have 2n complex
conjugated poles, sk = iωk, s̄k = −iωk say. The inverses of the ω’s so found
for the time autocorrelation of Ẽ are plotted in fig. 4.1 versus temperature

3We extract pj and rj
def
= qj − qj−1, for j = 1, . . . , N , which are stochastically indepen-

dent variables for the Gibbs measure with respect to the present Hamiltonian. Here lies
the great advantage of studying the chain with one end-point free.
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Figure 4.1: Inverse of the imaginary part of the four poles of the Laplace
transform of the time autocorrelation of Ẽ versus temperature, in logarithmic
scale. Here the number of particles is N = 40.

T . The pole that shows up at order 1 produces the upper curve in the figure.
It corresponds to oscillation of a quite large period, growing as 1/T 1/2 as T
decreases to zero. The actual value changes a little when the approximation
increases, keeping however the same order of magnitude. The plotted data
correspond to the approximation order n = 4. We have also noted that the
values found do not significantly change with the number N of particles,
for N up to 364. The frequencies represented by the lower curves show up
at successive orders n = 2, 3, 4, respectively, and correspond to oscillations
of a short period, which, at variance with the first period, are of the order
of magnitude of the typical periods of the normal modes. They appear to
remain almost constant with T .

A further information is provided by the residues of the poles, which
represent the amplitudes of the oscillations. The quantities for the four poles
of fig. 4.1 are reported in fig. 4.2, after a normalization defined by setting the
sum of the residues equal to one. The remarkable fact is that the amplitude
corresponding to the longest period is the largest one. Even for T = 1 the
amplitudes of the shorter periods do not exceed one percent of the total.

It is now of interest to look at the corresponding graphs (fig. 4.3a-4.3b)
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Figure 4.2: Residues at the four poles, whose imaginary parts are reported in
fig. 4.1 versus temperature, in logarithmic scale. Here the number of particles
is N = 40.

for the time autocorrelation of the kinetic energy of half of the chain, K̃. As
expected, the time-scales involved are much shorter, as is seen by inspection
of fig. 4.3a. In any case, an indication of a bigger chaoticity is given by the
fact that all the residues are of the same order of magnitude and are closer to
each other, as can be seen in fig. 4.3b. This means that in the spectrum of the
time autocorrelation of K̃ at least three frequencies are excited, at variance
with the spectrum of Ẽ , for which just a frequency is actually excited.

Then, we compare the behaviour of CẼ(t) with that of g(t)
def
= cosh−1(bt),

where b > 0, in order to look for possible differences with respect to an
exponential decay. Here the constant b is so chosen that the approximation
of the Laplace transform of such a function at order n = 1 has a pole at
the same place as the Laplace transform of CẼ(t), for a fixed temperature T
(as we have seen, b ∼ 1/T 1/2). In fig. 4.4 the poles and the corresponding
residues of the Laplace transforms of cosh−1(bt) and CẼ(t) are plotted at the
successive orders of approximation n = 3, 4.

In both cases a pole of order 10−3 has the largest residue, but it is apparent
that, while for g(t) the other poles are close to that one, in the case of CẼ(t)
there seems to remain a jump between the first pole and the others. This fact
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(a) Inverse of the imaginary part of the
poles versus temperature, in logarithmic
scale.

(b) Residues at the poles versus tempera-
ture, in logarithmic scale. Here the num-
ber of particles is N = 40.

Figure 4.3: Location and residues of the first three poles of the Laplace
transform of the time autocorrelation of kinetic energy K̃ versus temperature,
in logarithmic scale. Here the number of particles is N = 40.

is in agreement with the remark, already made by Stieltjes, that the poles
of the Laplace transform of g(t) become dense on the imaginary axis and
corresponds with the fact that the spectral measure is in this case analytic.
On the other hand, the same fact seems to suggest a qualitatively different
behaviour of CẼ(t), and in particular that α(ω) is not analytic in this case,
so that the decay of the time autocorrelation of Ẽ is not exponential.

As a final remark, we add a few considerations concerning the actual
difficulty occurring in the calculations. In view of Theorem 6, all poles lie
on the imaginary axis and all the determinants (4.14) are positive. So, we
are certain that the outcome of our computation ceases to be reliable at the
order at which we encounter a negative determinant. Since the coefficients are
determined via a Monte Carlo approximation of an integral, they are subject
to a numerical error. The difficulty is that increasing the order requires
also a corresponding increase of the precision, and so a longer and longer
calculation. This makes the whole procedure unpractical even at not too
high orders, and for this reason we performed most calculations up to order
8 only, thus finding 4 frequencies.
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Figure 4.4: Residues of the poles of the Laplace transforms of CẼ(t) and
of g(t) versus their imaginary parts, in logarithmic scale. The circles refer
to CẼ(t) and the triangles to g(t), while the dashed lines indicate that the
order of approximation is 3, and the continuous lines indicate order 4. Here
the number of particles is N = 40 and T = 10−5
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4.4 Concluding remarks

We have shown that there is a convergent algorithm which, in principle, could
be implemented to get the Laplace transform of the time autocorrelation of
a dynamical variable, and so to get conclusions about the rate of its decay
as t → ∞. In our opinion, the most relevant aspect is the connection we
found between the spectral measure and the solution of the Stieltjes moment
problem, which implies a relation between the smoothness property of the
measure and the fulfilment of an infinite set of constraints (see, as an example,
Proposition 2 in Appendix B.1). This leads us to the question, whether
smooth measures are in some sense exceptional, namely, to ask whether these
constraints can still be satisfied when small changes in the moments are
performed (i.e., by generic small perturbations of the Hamiltonian flow).

Implementing such an algorithm on a computer raises major difficulties
with respect to both the computational time and the reliability of the results.
As a matter of fact, the main problem is connected with the calculation of
large determinants. However, we tried to apply the method to two func-
tions of interest for the FPU problem, namely, the energy of a packet of
low frequency modes and the kinetic energy of half of a FPU chain. For
the first function, our results seem to support the conjecture that the time
autocorrelations exhibit a sub-exponential decay, while no definite conclu-
sions can be drawn for the second quantity. We remark that this is a known
characteristic for chains of FPU type, namely that quantities related to the
particles typically exhibit a behaviour coherent with the predictions of Sta-
tistical Mechanics, while this often does not happen with quantities related
to the modes.
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Chapter 5

A physical application to
magnetized plasmas

The idea itself that perturbation theory can apply at the thermodynamic
limit, and that there exists some continuity in the behaviour of correlations
under perturbations of an ordered system, makes us ponder upon some as-
sumptions which are common in statistical mechanics. If one refers to linear
response theory, one should admit that response functions can take on values
which differ from the equilibrium ones even up to experimentally observable
times. More generally, if some time correlation is known not to decay for very
large times, this appears as indicating that the dynamics is not completely
chaotic, and preserves some part of its ordered character.

To better elucidate some physical consequences implied by this fact, we
expound here some heuristic arguments for the case of magnetized plasmas.
Such plasmas can be modeled as a completely resonant system (as all elec-
trons turn with the same frequency), and one could think that also in this
case an adiabatic invariant can be constructed, at least for small values of
some perturbation parameter, in a way similar to Chapter 3. Actually, we
are not able, at the moment, to implement our perturbation techniques for
such a system, but we intend to investigate how the presence of an adiabatic
invariant would affect the macroscopic behaviour of the system. Indeed, if
one supposes that some relevant quantity has an essentially constant time
autocorrelation up to times which grows as the perturbation parameter goes
to zero, one can say that the system presents a transition from a chaotic to
an ordered regime.1 Furthermore, if the dependence of the stability time on

1The concepts of chaos and order are actually not free from ambiguities, but we will
consider the fast or slow decay of the autocorrelation of the adiabatic invariant we study
(namely, the magnetization) as an indicator of a chaotic or ordered regime, respectively.
This may seem an arbitrary definition of chaos and order, but the relevance of magneti-
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the perturbation parameter is exponential (or just steep enough, as in the
case of Theorem 3 of Chapter 3), the transition between the two regimes
occurs suddenly, and one can think that there exists a threshold value for
the perturbation parameter, below which the system is ordered, and above
which it is chaotic.

In the case of magnetized plasmas, the arguments just given lead us (see
Section 5.1) to conjecture that the perturbation parameter depends only on
the density n of electrons and the intensity B of a uniform magnetic field
which is imposed to the plasma from outside. This entails the existence of a
limit density (depending only on B) above which the system is chaotic and
cannot thus be confined by the magnetic field. The conjectured limit density
can be estimated in an extremely idealized case, but this value however turns
out to fit surprisingly well the data on the maximum densities at which
plasma fusion devices can operate.

The conjecture is provided, together with a comparison with experimen-
tal data, in the following Section 5.1, which reports part of paper [33]. Some
numerical computations seem to confirm such a conjecture, as shown in Sec-
tion 5.2, while some concluding comments follow in Section 5.3.

5.1 Density limit in magnetized plasmas

The model chosen for the magnetized plasma is the simplest one we could
conceive. We consider the extremely idealized case of a plasma subject to an
uniform magnetic field, say B = Bez, where ez is the unit vector along the z
axis. Concerning the plasma itself, it is conceived as a dynamical system of
point charges, in which any charge will be subject, in addition to the Lorentz
confining force due to B, also to the force due to the Coulomb electric field
E generated by all other particles, which is usually called the microfield.
Mutual magnetic forces and retardation effects are neglected.

So we have a system of several kinds of charges, and the Newton equation
for the j–th charge (in the nonrelativistic approximation) is then

mjẍj = ejvj ∧B+ ejEj (5.1)

where mj and ej are the mass and the charge of the particle, xj and vj = ẋj

its position vector and velocity, and Ej = E(xj) the microfield evaluated at
xj. Its value is obviously given by

Ej
def
=

1

4πε0

∑

k 6=j

ek(xk − xj)

|xk − xj|3
.

zation (see below) suggests such qualifications are adequate.

64



Finally, in order that the dynamical system be defined within the standard
approach of ergodic theory, we consider as given also an invariant measure,
a few minimal properties of which will be mentioned later.

If the microfield is neglected, the transverse motion of each particle is a
uniform gyration about a field line with its characteristic cyclotron frequency
ωcj = |ej|B/mj. So the system is integrable, the z component of the angu-
lar momentum of each particle being a constant of motion. Moreover, one
can check that the considered system with N particles, in the absence of
microfield, can be transformed through a time dependent change of variables
into a Hamiltonian system of 2N independent harmonic oscillators and N
free particles on a line, which, if all masses and all charges are equal, is com-
pletely resonant (apart from the free particle terms). The microfield, acting
as a perturbation, makes the system no more integrable.

5.1.1 Conjecture for the transition from order to chaos

As already explained, in order to establish whether a transition from order
to chaos occurs, we investigate the behaviour of a sensible observable. Our
purpose is to look at the magnetization of the system, to which each charge
contributes through the z component of its angular momentum, in view of its
relevance for diamagnetism. In fact, magnetization is a constant of motion if
the electric field is neglected. Moreover, as said in Section 1.2 of Chapter 1,
in the frame of linear response theory the magnetic susceptibility vanishes
in classical physics if the system is chaotic enough, i.e., if the time autocor-
relation of magnetization decays sufficiently fast. Instead, susceptibility can
remain bounded away from zero for very long times if the time autocorrela-
tion of magnetization stays almost constant. Therefore, if we make a further
idealization in our extremely simplified treatment, the transition from order
to chaos we are looking at corresponds to a passage from a diamagnetic to
a nonmagnetic plasma. This seems quite consistent, since it is known that
the existence of diamagnetism plays a key role in magnetic confinement of
plasmas, due to the presence of the diamagnetic pressure, which pushes par-
ticles from regions of lower magnetic field (think of the border of the fusion
machine) to regions of larger magnetic field (see [6]).

On the other hand, it is well known that only the electrons are relevant,
the ions contribution to magnetization being negligible. So, in order to make
the treatment as simple as possible, we will consider the contribution to
magnetization due to any single electron, i.e., the z component of its angular
momentum. Thus, as zeroth order approximation for the adiabatic invariant
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we take the quantity2

L =
m2

eB
v2⊥ (5.2)

(v⊥ denoting transverse velocity of the chosen electron), which is propor-
tional to the transverse kinetic energy of the electron. One immediately
checks (see, for instance, page 16 of the book of Alfvén [34]) that L is the z
component of the angular momentum of the chosen electron, referred to its
instantaneous gyration center (or guiding center), the latter being calculated
in the approximation in which the perturbing force is neglected.

We also add here the formula for the time derivative L̇ of L, as we will
need it in a moment. As L is a multiple of v⊥ ·v⊥, L̇ is immediately obtained
through dot multiplication of Newton’s equation (5.1) by 2v⊥, which gives

L̇ =
2m

B
v⊥ · E⊥ . (5.3)

We come now to the main point, i.e., to find the dimensionless perturba-
tion parameter ǫ which determines the threshold of the transition from order
to chaos corresponding to the destruction of the chosen adiabatic invariant
(and of all the adiabatic invariants corresponding to each electron). This
would require performing the corresponding perturbation estimates at all or-
ders, which at the moment we are unable to do. What we can easily do is to
estimate the time autocorrelation function of L, by using the fundamental
result of Theorem 1 of Chapter 2. This leads to

CL(t)

σ2
L

≥ 1− 1

2

σ2
L̇

σ2
L

t2 . (5.4)

Thinking of this as the first step of a perturbation scheme, we expect that
this is the zeroth order approximation of an adiabatic invariant I(s) at order
s, for which one should have something similar to the estimates in Section 3.2
of Chapter 3, namely,

CI(n)(t)

σ2
I(n)

≥ 1− 1

2
(n!)αǫn+1

(

t

τ

)2

,

for some constants α and τ . The conjecture that one has τ = 1/ωc seems
then quite natural, because this is the microscopic time of the unperturbed
electron motion and thus, from (5.4) we find that the relevant dimensionless
parameter of the problem is

ǫ =
σL̇
ωcσL

, (5.5)

2Since now on, the index j referring to a chosen electron will be left understood.
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(σX =
√

σ2
X denoting standard deviation), and this leads to a chaoticity

threshold given by
σL̇
ωcσL

= 1 . (5.6)

Through formula (5.8) of the next section it will be seen that the con-
dition for the threshold can also be expressed in the form (σE⊥

/Bσv) = 1.
Thus one sees that the threshold occurs when the typical value of the per-
turbing force due to the microfield equals the typical value of the Lorentz
force which characterizes the unperturbed motions. So the condition ǫ = 1,
which we have assumed as a definition of the threshold within a rather ab-
stract point of view, is just what one would immediately guess, as the naivest
implementation of the idea that a threshold occurs when the perturbing force
equals the unperturbed one.
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Figure 5.1: Density limit values vs B for various machines: conventional
tokamaks, for which recent data are shown (see references [38, 39, 40, 41,
42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53]) along with the original ones
of Murakami (see [37]), stellarator machines [55, 56, 57, 58], and spherical
tokamaks [59, 60, 61]. Dotted line is the theoretical density limit (5.10).
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5.1.2 The chaoticity threshold in terms of macroscopic
parameters. The theoretical density limit

Our aim is now to express the chaoticity threshold (5.6) in terms of the
macroscopic parameters T , n, B, temperature, electron number density and
field strength. Recalling the expressions (5.2), (5.3) of L and L̇, and the
definition ωc = |e|B/m, the threshold (5.6) takes the form

2

B

σv⊥·E⊥

σv2⊥
= 1 . (5.7)

It is clear that the standard deviations appearing in (5.7) depend on the
model of plasma adopted, which determines the microfield, as well as on the
chosen invariant measure. The choice of the invariant measure is a quite
delicate problem, particularly in a nonequilibriun situation as the one we
are discussing here. A general introduction may be found in the book [4].
For example, it is obvious that σv⊥

and σv2⊥ should be expressed in terms
of temperature, albeit with coefficients which depend on the assumptions
made for the velocity distribution. Analogously, the statistical properties of
the microfield may be different for a system composed by electrons plus a
neutralizing background, rather than for a system of electrons and ions.

Quite natural assumptions on the measure are:

i) that velocities and positions are independent variables;

ii) that the distribution of the transverse velocities is Maxwellian at a tem-
perature T ;

iii) that the distribution of positions is isotropic.

Under these natural assumptions the equation (5.7) for the threshold is seen
to take the form

√

2

3

σE

B
√

kBT/m
= 1 (5.8)

Indeed, from i) and ii) one gets

σ2
v⊥·E⊥

=
1

2
σ2
v⊥
σ2
E⊥

,

the variance of a vector F being defined by σ2
F = σ2

Fx
+ σ2

Fy
+ σ2

Fz
. One also

gets
1

2
σ2
v⊥

=
kBT

m
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(kB being the Boltzmann constant) and furthermore, as one easily checks,

σ2
v2⊥

= 4

(

kBT

m

)2

.

Finally, from iii) one gets σ2
E⊥

= (2/3) σ2
E

The form (5.8) of the equation for the threshold already constitutes in
our opinion a significant result. Indeed, the fluctuation σ2

E of the microfield
should in principle be itself a measurable quantity, which depends on the
macroscopic state of the plasma, namely, electron number density n and the
temperatures of the several constituents. So the previous relation provides
in principle the density limit as a function of the macroscopic state of the
plasma.

However, we were unable to find in the literature sufficient experimental
information on the fluctuation σ2

E of the microfield. So, in order to have a def-
inite theoretical formula to be compared with the experimental data, we limit
ourselves to the consideration of a particular model for which an estimate of
σ2
E is available. In fact a formula for σ2

E was given by Iglesias, Lebowitz and
MacGowan [35] for the model of a one component plasma with neutralizing
background, at equilibrium with respect to the Gibbs distribution, for which
they found

σ2
E =

n kBT

ε0
, (5.9)

where ε0 is the vacuum dielectric constant and n the electron number density
(see [35], formula (2.5), substituting n for ρ and 1/ε0 for 4π).

So, for a one component plasma with neutralizing background at Gibbs
equilibrium at temperature T , the chaoticity threshold (5.8) takes the form

n =
3

2

ε0
m
B2 , (5.10)

in which temperature disappeared, so that the threshold only involves density
and field strength. Notice however that this might not be true with a more
realistic model of a plasma, in which the temperature appearing in (5.9),
which refers to the plasma as a whole, may be different from the electron
transverse temperature which enters the previous formulas.

Formula (5.10) for the limit density (holding for a one component plasma
with neutralizing background, at Gibbs equilibrium at temperature T ) is
the type of result we were looking for, inasmuch as it provides a definite
theoretical formula for the density limit that can be compared to the available
empirical data for collapses in fusion machines, as will be done in the next
section.
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5.1.3 Comparison with the empirical data for plasma
collapses in fusion machines

We now check whether the transition from order to chaos discussed here has
anything to do with the empirical data for collapses in fusion machines. We
recall that a proportionality of the density limit to the square of the magnetic
field in tokamaks was suggested by Granetz [36] on the basis of empirical
data, but apparently was not confirmed by later observations [53, 54]. It
is well known that, while at first a proportionality to the magnetic field
(through B/R, where R is the major radius of the torus) had been proposed
on an empirical basis for tokamaks by Murakami [37], in the plasma physics
community the common opinion is rather that the density limit for tokamaks
should be proportional to the Greenwald parameter Ip/r

2
a, where Ip is the

plasma current and ra the minor radius of the torus (see [54]).

We do not enter here a discussion of this point, and only content our-
selves with plotting in Figure 5.1 a collection of available data of the density
limit for several fusion machines versus their operating magnetic field B in
log–log scale, comparing the data to the theoretical formula (5.10). The first
thing that comes out from the figure is that the order of magnitude of the
theoretical threshold is correct, and this without having introduced any phe-
nomenological parameter. There is no adjustable parameter in the theory,
and no fitting at all. One is thus tempted to say that the essence of the
phenomenon has perhaps been captured, especially in consideration of the
extreme simplicity of the model, with respect to the variety of machines and
of operational conditions to which the experimental data refer.

Entering now in some more details, one sees that the theoretical law
appears to correspond not so badly to the data for the high field machines
(tokamak and stellarators), whereas a sensible discrepancy is met for the
low field machines (spherical tokamaks), for which the experimental data
are larger by even an order of magnitude. Perhaps this discrepancy might
be attributed to the fact that we are discussing here a model describing an
isolated, non sustained, system (i.e., with no input heating power), whereas
the low field machines considered in the figure are just the ones characterized,
in general, by lower confinement time and thus by larger sustainment. Indeed,
(see the empirical Sudo limit for stellarators [58]) larger densities are expected
to be accessible as the input power is increased (although this is not so clear
for tokamaks [54]). This is illustrated, in the figure, by the three points
reported for the same device (the stellarator WS-A7 [55]) at essentially the
same applied field, which however correspond to three different (increasing)
input heatings.
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5.2 Time autocorrelation of magnetization:

numerical computations

Although the density limit we have found seems to agree rather well with
experimental data, this doesn’t help too much in clarifying whether our con-
jecture on the behaviour of the idealized system we are considering is well
grounded. Indeed, real plasmas are too complex to be well approximated
by our model, and one can still ask whether the dynamical system of point
particles subject to equations of motion (5.1) actually displays a transition
from order to chaos. Moreover, it is also interesting to study the behaviour
of the magnetization itself, instead of that of the transverse kinetic energy of
a single electron.

We tried to answer these questions by performing some numerical com-
putations of the time autocorrelation of magnetization for a pure electron
plasma. The results thus obtained seem to confirm the theoretical estimate
(5.10) for the transition from order to chaos, by exhibiting below threshold
an ordered behaviour of correlations, which do not decay up to long times,
and a chaotic behaviour above it.

The model we consider is just that of a system of N point electrons with
mutual Coulomb interactions subject to a uniform magnetic field, enclosed
in a box of side L, so that, obviously, for the electron number density one
has n = N/L3. So, the equations of motion are simply given by (5.1),
in which mj = m and ej = e. Caution, however, should be paid in the
definition of the microfield. Indeed, we chose to introduce periodic boundary
conditions, so that we are actually dealing with a system of infinitely many
electrons. In such a case, the electric field can be computed (see [62]) by
the Ewald summation of the field due to an infinite cubic lattice of charges
of the form xi + Ln. Here, n is a vector with integer coordinates, i.e.,

n
def
= (nxex + nyey + nxez), with nx, ny and nz ∈ Z, while ex, . . . are the unit

vectors along their axes.
Rescaling time by the electron cyclotron frequency ωc (see paragraph 5.1.1

for its definition) and position vectors by the mean interparticle distance

a
def
= n−1/3, i.e., introducing τ

def
= ωct and yj

def
= xj/a, the equations of motion

(5.1) take the form

ÿj = ez ∧ ẏj +

(

ωp

ωc

)2

Ẽ(yj) , (5.11)

where the plasma frequency ωp
def
=
√

e2n/(4πε0m) and the dimensionless field

Ẽ appear, while the dots now denote derivatives with respect to τ . In the

71



simulations, the explicit form of the Ewald resummed field Ẽ acting on the
j–th particle is given by

Ẽ(yj) =
∑

n

∑

l

rl,n
|rl,n|3

[

erfc(αrl,n) +
αrl,n√
π

exp(−α2r2l,n)
]

+
4π

L3

∑

k 6=0

∑

l

k

|k|2 exp(−
k2

4α
) sin(k · rl) .

Here rl
def
= yj − yl, while rl,n

def
= yj − yl + Ln/a; the function erfc(x) is

the usual error function, and α is the Ewald convergence parameter which

we chose as α
def
= π1/2N−1/6. Notice also that, in the first sum, the term

corresponding to the self-force on the j–th particle is excluded.
It is important to notice that equation (5.11) contains only one (dimen-

sionless) parameter, namely, ωp/ωc, while the rescaled density is obviously
equal to 1. On the other hand, it is easy to check that the threshold (5.10)
takes, in virtue of the definitions, the approximate form ωp/ωc ≈ 1, which
will be used later on.

These are the equations of motion that were actually integrated numer-
ically, using a symplectic splitting method. The conservation of energy in
every run was better than a part over 103. The integration time was chosen
proportional to ωc in order that all different cases be integrated for the same
physical time. In any case, the time was always some hundreds cyclotron
periods.

The initial data were chosen in the following way: the electron positions
yj were taken uniformly distributed in the box of side N1/3, while the ve-
locities were extracted from a Maxwellian with a given temperature T . This
introduces in the model (in addition to ωp/ωc) the further parameter T , or
equivalently the dimensionless Coulomb coupling parameter Γ defined by

Γ
def
= e2/(4πǫ0akBT ) ,

to be used in the Maxwell distribution for the velocities (here, kB denotes
the Boltzmann constant).

For what concerns the number N of electrons in the box, our computa-
tional power allows us to go up to N = 512. This induces a lower bound on
Γ, namely, Γ ≥ N−2/3. Indeed, in order to correctly simulate the Coulomb
cumulative force acting on an electron in a plasma, the side of the box has

to be at least equal to the Debye length λD
def
=
√

kBT/ne2, which, in our
rescaled units, takes the value λD = Γ−1/2. We took Γ = N−2/3. Computa-
tions were performed both for N = 128 and N = 512, which correspond to
Γ = 128−2/3 ≃ 0.04 and Γ = 512−2/3 = 1/64 ≃ 0.016 respectively.
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We now come to the main issue, i.e., whether the motions are ordered
or chaotic. Obviously what plays the role of the unperturbed system with
completely ordered motions is the limit case with ωp/ωc = 0, for which
the Coulomb interaction disappears and one has pure Larmor gyrations.
The problem then is to determine whether a threshold for chaotic motions
takes place as the parameter ωp/ωc is increased and Γ is varied. To this

end we looked at the z component of the magnetization of a box, Mz
def
=

(e/2m)
∑

(xj ∧ ẋj)z, looking at its autocorrelation function (normalized by
NkBT )

CMz
(t)

def
=

CMz
(t)

NkBT
,

Remark that here we are considering the actual magnetization, which is dif-
ferent from the equilibrium magnetization M0

z , the latter involving the mo-
menta p instead of the velocities ẋ (see formula (1.6) of Section 1.2). More-
over, the autocorrelation is computed along the flow of the global Hamilto-
nian. Thus CMz

(t) is different from the correlation considered in Section 1.2,
but it is related to the magnetic susceptibility by the same formula, as is
proved in [6] (actually, the differences between them disappear in the lin-
ear approximation). We will also consider the Fourier transform ĈMz

(ω) of
the autocorrelation. The latter is a physically very relevant quantity be-
cause, according to linear response theory (just apply the Fourier transform
to equation (1.8) with h(t) = eiωt, for instance) the quantity iωĈMz

(ω) gives
the susceptibility χ(ω) at frequency ω.

As regards the actual computation of such quantities, we stress that,
whereas in the formula for the time–autocorrelation CMz

(t), the average is
meant, as usual, as a phase–average with respect to the global Gibbs mea-
sure, in our computations we estimated it by the time–average along an orbit
(with initial data extracted as previously explained), as often done in numer-
ical works. We did not investigate the relations between the two averages.
Moreover, the Fourier transform ĈMz

(ω) was estimated by the amplitude of
the discrete Fourier transform of CMz

(t), which will be simply called the spec-
trum. So we report figures of the time–autocorrelation CMz

versus t, and of
the corresponding spectrum versus angular frequency ω/ωc.

Having fixed Γ = 1/64, by increasing ωp/ωc we found that a threshold
occurs for ωp/ωc between 0.25 and 2. This is exhibited in Fig. 5.2, where the
results are reported for such two values of ωp/ωc, 0.25 on the left and 2 on
the right. The autocorrelations are reported in the upper part of the figure,
and the spectra in the lower part.

For ωp/ωc = 0.25 the autocorrelation is seen to display regular oscillations
with a decreasing amplitude: we were unable to follow this relaxation process
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up to the end. The oscillations are apparently peaked about the cyclotron
frequency and its harmonics of low order (as should be, due to the nonlinear-
ities in the equations of motions). This is clearly exhibited by the spectrum,
with its large peak at ω/ωc = 1, and the smaller ones about the harmonics
ω/ωc = 2, 3, .... Of special relevance is the peak at ω = 0, which corresponds
to the existence of a nonvanishing static susceptibility, i.e., to the existence
of diamagnetism, which could be also noted in the corresponding autocor-
relation graph, as they remain always different from zero. In the spectrum
also appears a continuous component, which accounts for the extremely slow
drift towards equilibrium. This case clearly corresponds to prevalently or-
dered motions with a corresponding nonvanishing diamagnetism, and should
be interpreted as an indication that the perturbation due to the Coulomb
interactions is not yet sufficiently large to produce prevalent chaotic motions.
The passage to chaos, however, already occurred at ωp/ωc = 2. Indeed in
this case the autocorrelation is seen to go to zero in an extremely short lapse
of time (even shorter than one cyclotron period 2π/ωc), so that the peaks
disappear from the spectrum and one only remains with the continuous part.
This means that for Γ = 1/64 the threshold in ωp/ωc lies between 0.25 and
2. For Γ = 128−2/3 the corresponding figures at those same values of ωp/ωc

are qualitatively similar to the above ones, and are not reported here.

So, the numerical results obtained for Γ = 128−2/3 ≃ 0.04 and Γ = 1/64 ≃
0.016 are in rather good agreement with the theoretical prediction of formula
(5.10), namely: at ωp/ωc = 1 the interactions become strong enough as to
make the motions chaotic.

5.3 Conclusions

The case of magnetized plasmas shows how the perturbation theory here
presented can be used in a heuristic way to get some information on the
physics of a macroscopic system, thus complementing the rather abstract
example of Chapter 3. In doing this, we made use of extremely simplified
arguments, neglecting some relevant physical and mathematical features, but
this allowed us to provide a possible explanation of the relevant phenomenon
of the existence of a density limit in fusion devices, for which there seems to
lack any first principles rationale. In fact, the comparison between theory
and experiments exhibited in Figure 5.1 appears quite encouraging.

This fact stimulates us to insist in our research line and to try to broaden
the application field of the mathematical methods, which are at the very
beginning and need to be consolidated in order to deal with different phys-
ical situations. We hope, however, that the present result may be a good
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starting point for a rigorous study of macroscopic systems within the frame
of perturbation theory.
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Figure 5.2: Top: Autocorrelation CM(t) of magnetization versus time for
ωp/ωc = 0.25 (left) and ωp/ωc = 2 (right). The time scale is the same in
both figures, and one has ωc = 1 at the right, ωc = 8 at the left. Notice the
fast decay to zero at the right. Bottom: Discrete Fourier transform (absolute
value) of CM(t) versus ω/ωc for ωp/ωc = 0.25 (left), and ωp/ωc = 2 (right).
Peaks (and thus also magnetization) have disappeared at the right. Here
Γ = 1/64.
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Appendix A

Technical tools for Chapter 3

A.1 Estimates for the construction of the adi-

abatic invariant

Here we intend to prove Lemma 1 of Section 3.3. In order to do that, we
need to recollect the usual algebraic properties used in perturbation theory
(see [22]), adapted to our norm ‖ · ‖+, defined by (3.15). Such properties
are stated in Lemmas 9–11 later on, then the proof of Lemma 1 is briefly
sketched.

In order to develop the perturbation theory, a primary role is played by
the action of the operator L0 and by the projections on its kernel and its
range (see Section 3.3), and these are more easily discussed in terms of the
complex variables which diagonalize L0. These are implicitly defined by

ql =
1√
2
(ξl + iηl) , pl =

1√
2
(ξl − iηl) , 1 ≤ l ≤ N (A.1)

and in such variables one has

L0ξ
jηk = iω(|k| − |j|)ξjηk . (A.2)

We must, however, take into account the fact that the norm ‖ · ‖+ is
not invariant under such a change of coordinates. In fact, such a norm is
formally well defined also for polynomials depending on the variables (ξ, η)
if, in the definition of Hr,i

s and Ps,r, we simply substitute for (p, q) the pair
(ξ, η). In that case, denoting by f ′ the transform of f via (A.1), one will
have, in general, ‖f‖+ 6= ‖f ′‖+. On the other hand, the following lemma,
whose proof is identical to that of Lemma A.1 of paper [22], enables one to
estimate the difference between the norms of the two functions.
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Lemma 9 Let f(q, p) be in Ps,r and let f ′(ξ, η) be the transform of f via
(A.1). Then, one has f ′ ∈ Ps,r and ‖f ′‖+ ≤ 2

s
2 ‖f‖+ . Moreover, let g′(ξ, η)

be in Ps,r and let g(q, p) be the transform of g via the inverse of (A.1). Then,
one has g ∈ Ps,r and ‖g‖+ ≤ 2

s
2 ‖g′‖+ .

We need also the following lemmas

Lemma 10 Let f be in Ps,r and g in Ps′,r′. Then, [f, g] ∈ Ps+s′−2,r+r′ and
one has, both in real and in complex variables, the inequality

‖[f, g]‖+ ≤ (2r + 2r′ + 1)ss′ ‖f‖+ ‖g‖+ .

Proof. See Lemma A.2 of [22], noticing that, for any fixed i, each term
of f contained in Hr,i

s has Poisson bracket different from 0 only with the

monomials of Hr′,k
s′ such that |i−k| ≤ r+ r′. The number of such monomials

appearing in the decomposition of g is smaller than 2r + 2r′ + 1.

Q.E.D.

Lemma 11 Let f ∈ Ps,r be a polynomial in complex variables. Then ΠNf ,
ΠRf and L−1

0 ΠRf belong to Ps,r and the following inequalities hold:

‖ΠNf‖+ ≤ ‖f‖+ , ‖ΠRf‖+ ≤ ‖f‖+ ,
∥

∥L−1
0 ΠRf

∥

∥

+
≤ ‖f‖+ .

Proof. The fact that L−1
0 f belongs to Ps,r comes directly from Lemma 10,

as H0 is in P2,0. The remaining statements are a consequence of the fact that
L0 is diagonal in complex coordinates and that the smallest eigenvalue of L0

on R has modulus ω ≥ 1, in virtue of (A.2).

Q.E.D.

Proof of Lemma 1 We pass to complex variables via Lemma 9 and proceed
by induction on n, checking at each step even two supplementary inductive
hypotheses:

i) Ψn can be decomposed as Ψn =
∑n

l=0Ψ
(l)
n , where Ψ

(l)
n ∈ P2l+2,n−l;

ii) the following bound holds

∥

∥Ψ(l)
n

∥

∥

+
≤ 2n210(n−1) (n!)2 (n− 1)!

n!

l!(n− l)!
εn−l .
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As a matter of facts, on account of Lemma 11, such an estimate enables
one to control the contributions due to χn and Θn, which appear in the
recurrent procedure that determines χs, for s ≥ n. Then, we come back to
real variables via lemma 9 again.

Q.E.D.

A.2 Technical proofs

A.2.1 Proof of Lemma 5

We start by proving formula (3.35). On account of the symmetry of the
periodic system, one can pass from a system with N−1 particles to one with
N by inserting one more particle after the i–th site, for i = 1, . . . , N − 1.
The potential energy of the corresponding system is given by

UN(q1, . . . , qN , q) = UN−1−
ε

2ω
(qi+1 − qi)

2+
ε

2ω
(q − qi)

2+
ε

2ω
(q − qi+1)

2+
q2

2ω
+
q4

4ω2
.

Neglecting the second term at the r.h.s. (which gives a contribution to the
partition function which can be bounded from below by 1, and averaging
over i in order to get a translational invariant system, one gets

QN

QN−1

≥ 1

N − 1

N−1
∑

i=1

∫ +∞

−∞
dq1 . . .

∫ +∞

−∞
dqN−1 D̃N−1(q1, . . . , qN−1)×

×
∫ +∞

−∞
dq exp

[

− β

2ω

(

q2 +
q4

2ω
+ ε(q − qi)

2 + ε(q − qi+1)
2

)]

.

(A.3)

Here we have put qN = q1. Then, we introduce the function ϕqi(q)
def
=

1− exp [−βε(q − qi)
2/(2ω)] , for which the inequality

exp

[

−βε
2ω

(q − qi)
2 +

βε

2ω
(q − qi+1)

2

]

≥ 1− ϕqi(q)− ϕqi+1
(q)

holds. We will show now that ϕqi(q) is small except for a set of small measure.
Making use of the previous inequality, relation (A.3) becomes

QN

QN−1

≥ a(β, ε)−
∫ +∞

−∞
dq1 . . .

∫ +∞

−∞
dqN−1 D̃N−1(q1, . . . , qN−1)×

×
∫ +∞

−∞
dq

2

N − 1

N−1
∑

i=1

ϕqi(q) exp

[

− β

2ω

(

q2 +
q4

2ω

)]

,

(A.4)
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in which the function a(β, ε) is defined by1

a(β, ε)
def
=

∫ +∞

−∞
dq exp

[

− β

2ω

(

q2 +
q4

2ω

)]

=

√
2ω e

β
8

2
K 1

4

(

β

8

)

,

where Kα(x) is the Bessel modified function of second kind. The well known
properties ofKα(x) imply that a(β, ε) can be written as a(β, ε) = G(β, ε)

√

2πω/β,
where G is a function always smaller than 1, approaching 1, at fixed ε, as
β → +∞. We go on by dealing with the integral in (A.4), first giving an
upper bound for the innermost integral over q. We estimate it by splitting
the phase space of the N − 1 particles periodic system in two sets: we will
fix κ > 0 and consider Ω(N − 1, κ), which is defined by

Ω(N − 1, κ)
def
=

{

(q1, . . . , qN−1) such that
N−1
∑

i=1

q2i <
2ω

β
κ(N − 1)

}

, (A.5)

and its complement. In the latter set, the integral is simply bounded from
above by 2a(β, ε). On the other hand, in order to estimate the integral in
the set Ω(N − 1, κ), we observe that, for any κ1, the number of particles for
which |qi| ≥

√

κ1κ2ω/β holds cannot exceed (N − 1)/κ1. For these particles
the integral is estimated again by 2a(β, ε). For the purpose of estimating the
contribution of the remaining particles, we introduce the function

I(β, ε, κ, κ1)
def
=

1

a(β, ε)
sup

|y|<
√

κ1κ2ω/β

∫ +∞

−∞
ϕy(q) exp

(

− β

2ω
q2
)

dq .

We point out that I(β, ε, κ, κ1) tends to 0 as ε tends to 0, for β, κ, κ1 fixed.
Then, in the region Ω(N − 1, κ), for any κ1 > 1, one has the bound

∫ +∞

−∞
dq

2

N − 1

N−1
∑

i=1

ϕqi(q) exp

[

− β

2ω

(

q2 +
q4

2ω

)]

≤
[

2

κ1
+ 2I(β, ε, κ, κ1)

]

a(β, ε) .

We notice that we have provided estimates independent of qi, so the integrals
over q1, . . . , qN−1 appearing in (A.4) can simply be estimated as the product
of these upper bounds times the measures of the sets in which the bounds
hold. Now, we observe that the measure of Ωc(N − 1, κ) is estimated by

∫

Ωc(N−1,κ)

dq1 . . . dqN−1 D̃N−1(q1, . . . , qN−1) ≤
RN−1(β, κ)

QN−1

1Remark that the function a(β, ε) depends on ε only via the term ω =
√
1 + 2ε.
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where the function RN−1(β, κ) is defined by

RN−1(β, κ)
def
=

∫

Ωc(N−1,κ)

dq1 . . . dqN−1 exp

(

− β

2ω

N−1
∑

i=1

q2i

)

=

(

2πω

β

)
N−1

2

Γ

(

N − 1

2
, κ(N − 1)

)

(A.6)

and Γ(s, x) is defined by (3.43). This way one obtains, finally,

QN

QN−1

≥
(

1− 2

κ1
− 2I(β, ε, κ, κ1)− 2

RN−1(β, κ)

QN−1

)

a(β, ε) . (A.7)

¿From this expression one can prove (3.35) by induction on N .

We now come to the proof of (3.36). We make use of the trivial inequality
P(A1 ∩ . . .∩Ar) ≥ 1−∑r

i=1 P(Ac
i), which holds for any probability and any

collection of sets A1, . . . , Ar. Consequently, we obtain

PN

(

|q1|< Θ

√

2ω

β
∧ . . . ∧ |qr|<Θ

√

2ω

β

)

≥ 1− r ·PN

(

|q1|≥Θ

√

2ω

β

)

.

because, due to the translation invariance of the periodic system, every set

has the same measure. Recall that PN

(

|q1|≥Θ
√

2ω/β
)

is just the integral

of D̃N times 1|qi|≥Θ
√

2ω/β
. A bound to this integral can be found proceeding

as above, i.e., by symmetrizing on qi, fixing κ > 0 and integrating separately
over Ω(N, κ) and its complement (recall that Ω(N, κ) is defined by (A.5)).
This way we get

PN

(

|q1| ≥ Θ

√

2ω

β

)

≤ 1

NQN

N
∑

i=1

∫

Ω(N,κ)

1|qi|≥Θ
√

2ω/β
D̃N(q1, . . . , qN)

+
1

QN

RN(β, κ) ,

where RN is defined by (A.6), and we bound 1|qi|≥Θ
√

2ω/β
by 1 in Ωc(N, κ).

It is straightforward to notice that the number of sites for which |qi| ≥
Θ
√

2ω/β, in the interior of Ω(N, κ), cannot exceed Nκ/Θ2. Therefore, the
former term at the r.h.s. of the previous formula is smaller than 1/4r if
Θ ≥ 2

√
κr. As far as the latter is concerned, we can choose κ such that

RN(β, κ)/QN ≤ 1/4r, as we have shown above. For example, we can fix
κ = log(4rK0). This suffices to infer that, for Θ ≥ 2

√

r log(4rK0), (3.36) is
valid.
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A.2.2 Proof of Lemma 6

The first inequality in (3.40) comes directly from the fact that the integrand
appearing in the definition of QM is smaller than the function nM,x, i.e., the
integrand in the definition of Q̄x

M .

As regards the second inequality in (3.40), we note that the integrand of
QM is equal to the one of Z̄x

M multiplied by x terms of the form exp(−βεqmi
qmi+1

/ω)
at the sites, in number 2x, on the boundary of the blocks, which we denote
by m1, . . . ,m2x, with the convention that m2x+1 = m1. Then, we integrate
only in the region in which the q coordinate of each of these sites is smaller
than Θ

√

2ω/β, with Θ = 2
√

2x log(8xK0), and we observe that

Z̄x

M ≥ exp
(

−4xεΘ2
)

QMPM

(

|qm1 |<Θ
√

2ω/β ∧ . . . ∧ |qm2x|<Θ
√

2ω/β
)

≥ QM

2
(8xK0)

−32ε0x2 .

Here, QM comes from the normalization of the probability, and in the second
line use is made of Lemma 5.

We come now to inequalities (3.41) and observe at once that the first one
is trivial, because, on account of the identity in (3.29), one has ñM,x ≤ nM,x.
The second one is more complicated: we begin by proving it in the case in
which each block is constituted by an even number of elements.

In order to estimate Qx

M , we divide again the phase space of the system in
the region Ω̃ in which |qm1| <

√

2ωκ/β, . . . , |qm2x| <
√

2ωκ/β, where κ > 0 is

a constant to be determined, and in its complement Ω̃c. The integral over Ω̃
is smaller than QM · exp (4xεκ) , while, as regards the complement, we notice
that it is contained in the set in which

∑2x
i=1 q

2
i ≥ 2κω/β. Thus, the integral

over such a region is bounded from above by Qx1
M−2x (2πω/β)

x Γ(x, κ), with
x1 ≤ x, where we have dropped some positive term in the potentials, then we
have integrated first over qm1 , . . . , qm2x (which gives the term (2πω/β)x Γ(x, κ),
with Γ(x, κ) defined by (3.43)); then the blocks made of just 2 particles
disappear, so that the integration over the remaining positions gives the
term Qx1

M−2x. This way we get

Qx

M ≤ QM · exp (4xεκ) +
(

2πω

β

)x

Γ(x, κ) · Qx1
M−2x , with x1 ≤ x .

Now, we apply the previous inequality to the function Qx1
M−2x at the r.h.s,

and we end up with a relation similar to the previous one, in which however
there appears the function Qx2

M−2x−2x1
, with x2 ≤ x1. So, we can iterate this
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procedure, observing that Γ(x, κ) is an increasing function of x, and we get

Qx

M ≤ exp (4xεκ)
J
∑

j=0

(

2πω

β

)σj

QM−2σj
(Γ(x, κ))j , with Q0

def
= 1 ,

where we define σj =
∑j

k=0 xk, with x0 = x, and J represents the integer
such that σJ = M/2. We make use of inequality (3.35) of Lemma 5 and
finally get, if the series converges, Qx

M ≤ exp (4xεκ)QM

∑∞
j=0(K

2x
0 Γ(x, κ))j.

We point out that the common ratio of this geometric series is a decreasing
function of κ, which tends to 0 as κ→ +∞: thus, we choose κ̄ = κ̄(x, K0) so
as to satisfy (3.42), and obtain the relation

Qx

M ≤ 2 exp (4xεκ̄(x, K0))QM . (A.8)

If a number λ ≤ x of blocks is constituted by an odd number of elements,
we integrate on one of the sites on the boundary of each of these blocks, in
order that each of the blocks, in number x′, of the resulting lattice contains
an even number of elements. By dropping some suitably chosen interaction
terms in the potential, one gets Qx

M ≤ (2πω/β)λ/2Qx′

M−λ, with x′ ≤ x, where
the blocks made of just one particles disappear. Now we can use (A.8) with
QM−λ instead of QM . Then, making use of Lemma 5 to express QM−λ in
terms of QM , we get (3.41).

A.2.3 Proof of Theorem 4

As already said, the proof is performed by bounding from above every term
at the r.h.s. of (3.55), i.e., λ(j, i), for j, i ∈ V .

We point out that the expectations in the definition of λ(j, i) depend on
the choice of Q, which is not completely fixed by its marginal probabilities
(see comments on relations (3.52)). In fact, the main part of paper [26]
consists in introducing a suitable reconstruction operator (on the space of the
joint probabilities) which enables one to find a joint probability distribution
that minimizes λ, starting from an initially chosen one. We adopt the same
technique, with the only difference that we apply it not at all sites of the
lattice, but only at those lying on the complement of a fixed set V̄ (we will

call it T̄
def
= T\V̄ ).

We also need to control, together with λ(j, i), the auxiliary quantity

γ(i)
def
= E

[

1ξ1
i
6=ξ2

i

]

,

where ξ1 and ξ2 are the same Gibbsian fields entering in (3.56).
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We introduce, then, the main tool of the proof, i.e., the reconstruction
operator Ui, with i ∈ T , which will enable us to construct the joint prob-
abilities Q(dx, dy) on V (see formula (3.55)). This operator is defined on
a couple of fields (ξ1, ξ2) having the same conditional probability at i, as
follows. For each pair of configurations x1,x2 ∈ R

|T |, we denote by P i
x1,x2

the measure on R
2 for which the minimum of the distance between Pi,x1 and

Pi,x2 is attained, i.e., such that, for any measurable B ⊂ R, one has

P i
x1,x2(R× B) = Pi,x1(B) , P i

x1,x2(B × R) = Pi,x2(B) ,

and

∫

R2

1x 6=yP
i
x1,x2(dx, dy) = D (Pi,x1 , Pi,x2) .

Such a definition enables us to describe the action of Ui, because this operator
maps the couple (ξ1, ξ2) into (ξ̂1, ξ̂2) such that, for any measurable C ⊂ R

2,

P
((

ξ̂1i , ξ̂
2
i

)

∈ C | ξ̂1T\{i} = x1
T\{i}, ξ̂

2
T\{i} = x2

T\{i}

)

= P i
x1,x2(C) ,

and, for any finite V ⊂ T not containing i, the joint probability distribution
of (ξ̂1V , ξ̂

2
V ) coincides with that of (ξ1V , ξ

2
V ).

The effect of Ui on γ(i) and λ(u, i) is described in detail in Lemmas 2, 3
and 4 of the work [26]. Following such a paper, we adopt the convention that
the quantities relative to the reconstructed couple (ξ̂1, ξ̂2) are distinguished
from the corresponding ones relative to (ξ1, ξ2) by adding the symbol ˆ. For
every set S ⊂ T we define the operator

US
def
= Ui1 ◦ Ui2 ◦ . . . ◦ Uim , (A.9)

where the order of the points i1, . . . , im, contained in S ∪ ∂brS is chosen in
a suitable way. This is described in full detail in the proof of the following

Lemma 12. If we define γS
def
= supi∈S γ(i) and λS

def
= supj,i∈S λ(j, i), we can

describe the action of US on a couple of fields having the same conditional
probability on S ∪ ∂brS accordingly to the following lemma, which is proved
in Appendix A.2.4.

Lemma 12 Let (ξ1, ξ2) be a couple of fields having the same conditional
probability on S∪∂brS, given by a specification Γ ∈ Θ(h,C, δ)∩∆(h, K̄C, α),
and (ξ̂1, ξ̂2) = US(ξ

1, ξ2). Then, one has
(

γ̂S
λ̂S

)

≤ A

(

γS∪∂brS
λS∪∂brS

)

,

in which the matrix A is defined by

A
def
=

(

α +NK̄−1 C−1MK̄−1

C
(

R +NK̄−1
)

δab +MK̄−1

)

,
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where N,M and R are constants depending on a and b only.

We remark that, if the eigenvalues of A are smaller than 1, the recon-
structed quantities are smaller than the initial ones. So, we want to iterate
the reconstruction procedure as much as possible. It turns out that we can
iterate the procedure at most a number of times proportional to the distance
between V and Ṽ . The reason is the following.

In our case, ξ1 is the field relative to the equilibrium Gibbs measure and
ξ2 that relative to the probability conditioned to the configuration x on Ṽ ,
which we consider as fixed. It is apparent that such fields have the same
conditional probability on every set which does not intersect Ṽ , but not on
the whole T ; by hypothesis, this conditional probability is that given by
Γ ∈ Θ(h,C, δ)∩∆(h, K̄C, α). Since the reconstuction procedure shrinks the
set S on which we can control γ and λ, we can iterate it until V ⊂ S. So,
the maximum number of iterations is attained if we start by reconstructing
on V ∪ ∂nbrV , where n is the largest number such that ∂(n+1)brV ∩ Ṽ = ∅.
We use Lemma 12 as the first step of a recurrent scheme, by applying each
time UVm

, where Vm+1 = Vm ∪ ∂brṼm, V0 = V . In virtue of Lemma 12, after
the application of UVm

, one has

(

γ̂Vm

λ̂Vm

)

≤ A

(

γVm+1

λVm+1

)

.

Thus we get that the final values of γV and λV are smaller than the result
of the application of the matrix An to the vector with components γ, λ.
Moreover, we observe that we can write A = J−1ÃJ , where Ã and J are
defined by

Ã
def
=

(

α +NK̄−1 MK̄−1

R +NK̄−1 δab +MK̄−1

)

and J
def
=

(

C 0
0 1

)

.

This way we get An = J−1ÃnJ . As the component λV , which is the one we
are interested in, is not affected by the action of J−1, we can write that it is
the second component of the matrix product

Ã
n
(

Cγ
λ

)

.

Since the eigenvalues of Ã are smaller thanG
def
= max{(α+1)/2, (δab+1)/2} <

1, if K̄ is large enough, there exists K̄0 such that

λV ≤ (D/2)max{λ,Cγ}Gn ,
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where D is a constant depending on a, b, α, δ only. On the other hand, n =
d(V, Ṽ )/(br) and γ ≤ 1, from which there follows

λV ≤ D

2
〈h〉x exp

(

−c d(V, Ṽ )
)

,

where c is defined in (3.59).
In order to show (3.58), we need only the use of (3.55) in estimating the

term in brackets of (3.50). We then observe that the r.h.s. of (3.55) is smaller
than 2|V |2λV , for the joint probability we have just found, and this concludes
the proof.

A.2.4 Proof of Lemma 12

Lemma 5 of work [26] shows the result of the application of Ui, in a suitably
chosen order, to every site of T in sequence: one obtains that, for the couple
of fields (ξ1, ξ2), with the same specification Γ ∈ Θ(h,C, δ) ∩ ∆(h, K̄C, α)
and K̄ ≥ 1, and for the reconstructed couple (ξ̂1, ξ̂2) the following matrix
relation holds2

(

γ̂T
λ̂T

)

≤ A

(

γT
λT

)

. (A.10)

In the proof of Lemma 5 of [26], the order of the Ui’s is chosen in the
following way: the lattice is partitioned in b disjoint sublattice, Z0, . . . , Zb−1,
which are the cosets in T of Zν with respect to Z0. Then the reconstruction
is applied in sequence to each sublattice, and use is made of the fact that,
if i ∈ Zl, there exists a bound to γ(j), λ(j,k) and λ(k, j) for j ∈ Zl\{i} and
k ∈ T\{i} which does not change after the application of Ui. In particular,
this implies that the bounds do not change for the already reconstructed
sites in Zl. Neither does the reconstruction at site i change, on account of
Lemma 4 of paper [26], the value of λ(i, j) and λ(j, i), for |j− i| > r. In this
sense the reconstruction is local.

So, the values of γ̂V and λ̂V , after one application of Ui, depend at most
on the values of γ(i) and λ(j, i) in V ∪ ∂rV . It is thus apparent that we
can control the values of the reconstructed quantities only in a set V smaller
than the set V ′ on which we control γ and λ initially. In particular, V can
be chosen so that V ′ = V ∪ ∂rV . Therefore, for any V ⊂ S, we define for

2As a matter of fact, A is not the same matrix which appears in [26], since we needed to
make the dependence on C explicit. Our statement can be proved by checking, in proving
the induction (11)-(14) of [26], that the constants N(·, ·) are proportional to C2, the
constants N(·) and M(·, ·) are proportional to C and the constants M(·) are independent
of C.
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l = 0, . . . , b− 1 a nested sequence of sets Vl+1
def
= Vl ∪ ∂rVl, with V0 def

= V and
the operator UV , as UV = UV0∩Z0 ◦ . . . ◦ UVb−1∩Zb−1

, and notice that (see the
above remarks) the order in which the sites in Vl ∩ Zl are chosen does not
matter. Then, after the application of UV , one has that

(

γ̂V
λ̂V

)

≤ A

(

γVb

λVb

)

,

for the same matrix A appearing in (A.10). This concludes the proof.
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Appendix B

Technical tools for chapter 4

B.1 Conditions on the regularity of the mea-

sure which solves the moment problem

The problem of determining a necessary and sufficient condition in order that
the solution of an Hamburger moment problem admit a bounded positive
derivative has been solved by Akhiezer and Krein (see [63]). Unfortunately,
their criterion cannot be applied to study the derivative itself. Thus, we
report the criterion of Akhiezer and Krein for checking the existence of a
derivative for the Hamburger moment problem for the measure α, then we
give an alternative procedure for studying the derivatives of

√
uΦ′(u),1 at

least in the case in which the time autocorrelation is analytic on the whole
real axis. We convert the problem into an Hausdorff moment problem (i.e.,
a moment problem on a finite interval), in order to get condition on the
regularity of the successive derivatives.

To state the result of [63] of interest to us, let us introduce the definition
of a non-negative definite sequence of moments cn, by requiring that

n
∑

i,j=1

ci+jXiX̄j ≥ 0 ,

for any n and any sequence (X1, . . . , Xn) of complex numbers.2 Then one
has

Proposition 1 In order that α′(ω) exist and be bounded, it is necessary and
sufficient that there exist L > 0 such that the sequence t0(L), t1(L), . . . defined

1Recall that α′(ω) is analytic if and only if
√
uΦ′(u) is (see Corollary 2).

2Notice that this implies that the determinants of ∆n defined in (4.14) are all non-
negative, but the converse is not true.
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by3

tk(L) =
1

(k + 1)!Lk+1

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

c′0 −L 0 · · · 0 0
2c′1 c′0 −2L · · · 0 0
...

...
...

. . .
...

...
kc′k−1 (k − 1)c′k−2 (k − 2)c′k−3 . . . c′0 −kL

(k + 1)c′k kc′k−1 (k − 1)ck−2 . . . 2c′1 c′0

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

,

is non-negative definite.

For the study of the successive derivatives, we observe that in paper [64]
Hausdorff found a solution method for the moment problem on the interval
[0, 1], which also allows to give a criterion to check whether, at any order, the
derivatives of the measure exist and are bounded. Such results can be also
applied to our problem if the time autocorrelation is analytic on the whole
real axis, because, through an analytic change of variable, one can map [0, 1]
on R

+ and obtain the next Proposition 2, which provides necessary and
sufficient conditions in order that the n–th derivative of

√
uΦ′(u) exist and

be bounded. For its statement, we need to define the auxiliary moments µk

and µ̃k: we need to preliminarily define

F(z)
def
=

∫ +∞

0

dΦ(u)

z + u
,

then we set

µ0
def
= c0 µk

def
= c0 −

1

(k − 1)!

dk−1

dk−1z

(

zkF(z)
)

z=1
, for k > 0 ,

µ̃k
def
=

∞
∑

n=0

(

k + 1/2

n

) n
∑

l=0

(

n

l

)

(−)n−l2l−k−1/2µl .

(B.1)

These quantities are well defined, since it is known that F(z) is analytic in
z = 1 and the binomial expansion converges.4 Then, we define the quantities

λ0p,m
def
=

(

p

m

) p−m
∑

k=0

(−1)k
(

p−m

k

)

µ̃k , for 0 ≤ m ≤ p ;

λkp,m
def
= (p+ 1)

(

λk−1
p,m − λk−1

p,m−1

)

, for k > 0, k ≤ m ≤ p− k ,

(B.2)

and state the following

3Recall that we have defined c′2n = cn and c′2n+1 = 0.
4See the discussion in the proof below.
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Proposition 2 Let Cf (t) be an analytic function of t, for t ∈ R, and let Φ
be the measure which solves the related Stieltjes moment problem. A bounded
derivative of order n of

√
uΦ′(u) exists if and only there exist Lk > 0 such

that, for any p > 0, 0 ≤ k < n and k ≤ m ≤ p− k, one has

(p+ 1)
∣

∣λkp,m
∣

∣ ≤ Lk . (B.3)

Proof. The proof is performed through the Euler transformation w
def
= u

u+1
.

This enables one to define the positive Borel measure Ψ(w) on [0, 1], by

Ψ(w)
def
= Φ(w/(1 − w)). The relation between the moments of Ψ on the

interval [0, 1] and the moments cn of Φ can be obtained by the following
chain of equalities, for k > 0,

∫ 1

0

wkdΨ(w) =

∫ +∞

0

uk

(u+ 1)k
dΦ(u) =

k
∑

l=0

(−)k
(

k

l

)∫ +∞

0

dΦ(u)

(u+ 1)l
, (B.4)

as can be seen by expanding uk = (u+ 1− u)k via the binomial formula. It
is easy to see that this implies that the coefficients µk defined by (B.1) are
the moments of Ψ.

In order to study the derivatives of α′(ω) = 2
√
uΦ′(u), we pass to the the

moments given by the distribution function
√
wΨ′(w). This function exists

if Cf (t) is analytic on the whole real axis, because in such a case its spectral
measure α(ω) tends exponentially fast towards its limit for ω → ∞ and, in
consequence, Ψ(w) tends towards the same limit as w → 1 at least as fast
as e−κ/

√
1−w. Moreover,

√
wΨ′(w) admits a bounded derivative of order n if

and only if
√
uΦ′(u) does. We need, thus, to find the moments of

√
wΨ′(w),

which are given by
∫ 1

0

wk+1/2Φ′(w)dw =

∫ 1

0

∞
∑

n=0

(

k + 1/2

n

)

2k+1/2−n

(

w − 1

2

)n

Φ′(w)dw ,

in view of the binomial expansion of
√

1/2 + (w − 1/2). Since this expansion
converges uniformly for w ∈ [0, 1], one can exchange the order of summation
and integration and prove that these moments are indeed the µ̃k defined by
(B.1).

As Hausdorff proved, in order that the moment problem for the sequence
µ̃k have a solution ψ0 on [0, 1], which is almost everywhere differentiable with
a limited derivative (in our case, it is ψ1(w) =

√
wΨ′(w)), it is necessary and

sufficient that (p+ 1)|λ0p,m| be bounded, where λ0p,m are defined by equation
(B.2). This corresponds to

λ0p,m =

(

p

m

)∫ 1

0

wm(1− w)p−mdψ0(w) .
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Then, one considers the Hausdorff moment problem in which the measure
(not necessarily positive) is ψ1, and expresses its moments µ̃1

k through the
original moments µ̃k, by integrating by parts. So one obtains that the coef-
ficients λ1p,m defined by (B.2) play for ψ1 the same role which the λ0p,m play
for ψ0, because, for 1 ≤ m ≤ p− 1,5

λ1p,m = (p+ 1)(λ0p,m − λ0p,m−1) =

(

p+ 1

m

)∫ 1

0

wm(1− w)p+1−mdψ0(w) .

Thus, one can express the condition that ψ1 admits a limited derivative by
asking that (p+ 1)|λ1p,m| have an upper bound. The proof is then concluded
by iterating this way of proceeding.

Q.E.D.

Finally, we add the following Proposition, which can be proved by the
easy remark that a power series with positive coefficients, which has a radius
of convergence ρ, has a singularity for z = ρ (this is known as Vivanti’s
theorem).

Proposition 3 In order that the decay of the time autocorrelation of the
dynamical variable f be not exponentially fast it is sufficient that there exists
ρ > 0 such that lim supn→+∞ n

√
cn ≤ ρ .

Remark. The condition of Proposition 3 requires only to have an upper
bound on the cn, whereas those of Propositions 1-2 ask for a more detailed
knowledge on the coefficients cn. We believe that the first one is seldom
fulfilled (an example in which it is fulfilled is that of a harmonic oscillator).
For, the n–th derivative of a function usually grows as n!, so that

lim sup
n→+∞

n
√
cn = +∞ .

The other requirements enables us to deal with a larger class of variables,
but, as just said, it has the drawback of needing a very detailed knowledge
of all coefficients.

5We neglected here the terms for m = 0 and m = p, since they give indications only
on the discontinuities of ψ1, which can be disposed of, since ψ1 can be defined at will on
a set of measure zero.
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B.2 Computation of the coefficients needed

for the Faà di Bruno formula

Let us recall the Faà di Bruno’s formula (see [65]). Let a function f
(

g(x)
)

be given, where f and g possess a sufficient number of derivatives. Then one
has

dn

dxn
f
(

g(x)
)

=
∑ n!

k1! k2! · · · kn!
· f (k1+···+kn)

(

g(x)
)

·
n
∏

j=1

(

g(j)(x)

j!

)kj

,

where the sum is over all n-tuples of nonnegative integers (k1, . . . , kn) satis-
fying the constraint

1 · k1 + 2 · k2 + 3 · k3 + · · ·+ n · kn = n .

In our case, we apply twice the formula, the first time to find the successive
derivatives of the canonical coordinates q and p = q̇ with respect to time, the
second one to find the derivatives of Ẽ(p, q) and K̃(p, q). Whereas the latter
application is trivial, we remark that the former is obtained by explicitly
expressing the force q̈ = ṗ as a function of q and p, then by writing

dn

dtn
q =

dn−2

dtn−2
q̈(p, q) .

As the term at the r.h.s. involves only derivatives of q up to order n− 1, the
scheme can be applied iteratively to obtain all the derivatives of q (and p)
with respect to time.

Since the derivatives of f and g are easily calculated in our case, the
problem is just to have an effective algorithm that produces all the required
n-tuples (k1, . . . , kn).

For positive integers n, s we introduce the sets

Kn,s = {k ∈ N
n
0 : k1 + 2k2 + . . .+ nkn = s}

where N0 is the set of non negative integers. For n = 1 we have K1,s =
{(s)}, i.e., just one element. For n > 1 the following statement is obviously
true: every element (k1, . . . , kn) ∈ Kn,s can be written as (k′, kn) where

k′ = (k1, . . . , kn−1) ∈ Kn−1,s−nkn . This is the key of our algorithm.
In Kn,s we consider the inverse lexicographic order, right to left. More

precisely, the ordering is recursively defined as follows: for n = 1 the ordering
is trivial, since there is just one element; for j, k ∈ Kn,s with n > 1 we
say that j < k if either case applies: (i) jn > kn , or (ii) jn = kn and
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(j1, . . . , jn−1) < (k1, . . . , kn−1). E.g., setting n = 3 and s = 5 we get the
ordered set

{

(0, 1, 1) , (2, 0, 1) , (1, 2, 0) , (3, 1, 0) , (5, 0, 0)
}

.

Remark that the last vector k ∈ Kn,s is (s, 0, . . . , 0).
We come now to stating the algorithm. We use two basic operations,

namely: (a) find the first vector k ∈ Kn,s according to the ordering above;
(b) for a given k ∈ Kn,s find the next vector.

The first vector is easily found by setting

kn =
⌊ s

n

⌋

, kn−1 =

⌊

s− nkn
n− 1

⌋

, . . . , k1 = s− nkn − . . .− 2k2 .

For a given k the next vector is found as follows: starting from k2 find the
first km which is not zero, so that k2 = . . . = km−1 = 0 and km 6= 0. Then
replace km with km−1 and (k1, . . . , km−1) with the first vector of Km−1,k1+m .
The algorithm stops when k = (s, 0, . . . , 0), namely the last vector, because
the index m can not be found.
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