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Chapter 1

Introduction

Biometrics is defined by the International Organization for Standardization (ISO) as

“the automated recognition of individuals based on their behavioral and biological char-

acteristics” [1]. Examples of distinctive features evaluated by biometrics, called biomet-

ric traits, are behavioral characteristics like the signature, gait, voice, and keystroke,

and biological characteristics like the fingerprint, face, iris, retina, hand geometry, palm-

print, ear, and DNA.

The biometric recognition is the process that permits to establish the identity of a

person, and can be performed in two modalities: verification, and identification. The

verification modality evaluates if the identity declared by an individual corresponds to

the acquired biometric data. Differently, in the identification modality, the recognition

application has to determine a person’s identity by comparing the acquired biometric

data with the information related to a set of individuals.

Compared with traditional techniques used to establish the identity of a person,

biometrics offers a greater confidence level that the authenticated individual is not

impersonated by someone else. Traditional techniques, in fact, are based on surrogate

representations of the identity, like tokens, smart cards, and passwords, which can easily

be stolen or copied with respect to biometric traits. This characteristic permitted a wide

diffusion of biometrics in different scenarios, like physical access control, government

applications, forensic applications, logical access control to data, networks, and services.

Most of the biometric applications, also called biometric systems, require performing

the acquisition process in a highly controlled and cooperative manner. In order to

obtain good quality biometric samples, the acquisition procedures of these systems

1



1. INTRODUCTION

need that the users perform deliberate actions, assume determinate poses, and stay

still for a time period. Limitations regarding the applicative scenarios can also be

present, for example the necessity of specific light and environmental conditions.

Examples of biometric technologies that traditionally require constrained acquisi-

tions are based on the face, iris, fingerprint, and hand characteristics. Traditional face

recognition systems need that the users take a neutral pose, and stay still for a time

period. Moreover, the acquisitions are based on a frontal camera and performed in

controlled light conditions. Iris acquisitions are usually performed at a distance of less

than 30 cm from the camera, and require that the user assume a defined pose and stay

still watching the camera. Moreover they use near infrared illumination techniques,

which can be perceived as dangerous for the health. Fingerprint recognition systems

and systems based on the hand characteristics require that the users touch the sen-

sor surface applying a proper and uniform pressure. The contact with the sensor is

often perceived as unhygienic and/or associated to a police procedure. This kind of

constrained acquisition techniques can drastically reduce the usability and social accep-

tance of biometric technologies, therefore decreasing the number of possible applicative

contexts in which biometric systems could be used.

In traditional fingerprint recognition systems, the usability and user acceptance are

not the only negative aspects of the used acquisition procedures since the contact of the

finger with the sensor platen introduces a security lack due to the release of a latent

fingerprint on the touched surface, the presence of dirt on the surface of the finger

can reduce the accuracy of the recognition process, and different pressures applied to

the sensor platen can introduce non-linear distortions and low-contrast regions in the

captured samples.

Other crucial aspects that influence the social acceptance of biometric systems are

associated to the privacy and the risks related to misuses of biometric information

acquired, stored and transmitted by the systems. One of the most important perceived

risks is related to the fact that the persons consider the acquisition of biometric traits

as an exact permanent filing of their activities and behaviors, and the idea that the

biometric systems can guarantee recognition accuracy equal to 100% is very common.

Other perceived risks consist in the use of the collected biometric data for malicious

purposes, for tracing all the activities of the individuals, or for operating proscription

lists.
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In order to increase the usability and the social acceptance of biometric systems,

researchers are studying less-constrained biometric recognition techniques based on

different biometric traits, for example, face recognition systems in surveillance appli-

cations, iris recognition techniques based on images captured at a great distance and

on the move, and contactless technologies based on the fingerprint and hand charac-

teristics. Other recent studies aim to reduce the real and perceived privacy risks, and

consequently increase the social acceptance of biometric technologies. In this context,

many studies regard methods that perform the identity comparison in the encrypted

domain in order to prevent possible thefts and misuses of biometric data.

The objective of this thesis is to research approaches able to increase the usability

and social acceptance of biometric systems by performing less-constrained and highly

accurate biometric recognitions in a privacy compliant manner. In particular, ap-

proaches designed for high security contexts are studied in order improve the existing

technologies adopted in border controls, investigative, and governmental applications.

Approaches based on low cost hardware configurations are also researched with the aim

of increasing the number of possible applicative scenarios of biometric systems. The

privacy compliancy is considered as a crucial aspect in all the studied applications.

Fingerprint is specifically considered in this thesis, since this biometric trait is char-

acterized by high distinctivity and durability, is the most diffused trait in the literature,

and is adopted in a wide range of applicative contexts. The studied contactless biomet-

ric systems are based on one or more CCD cameras, can use two-dimensional or three-

dimensional samples, and include privacy protection methods. The main goal of these

systems is to perform accurate and privacy compliant recognitions in less-constrained

applicative contexts with respect to traditional fingerprint biometric systems. Other

important goals are the use of a wider fingerprint area with respect to traditional

techniques, compatibility with the existing databases, usability, social acceptance, and

scalability.

The main contribution of this thesis consists in the realization of novel biometric sys-

tems based on contactless fingerprint acquisitions. In particular, different techniques for

every step of the recognition process based on two-dimensional and three-dimensional

samples have been researched. Novel techniques for the privacy protection of finger-

print data have also been designed. The studied approaches are multidisciplinary since
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their design and realization involved optical acquisition systems, multiple view geom-

etry, image processing, pattern recognition, computational intelligence, statistics, and

cryptography.

The implemented biometric systems and algorithms have been applied to differ-

ent biometric datasets describing a heterogeneous set of applicative scenarios. Results

proved the feasibility of the studied approaches. In particular, the realized contactless

biometric systems have been compared with traditional fingerprint recognition systems,

obtaining positive results in terms of accuracy, usability, user acceptability, scalability,

and security. Moreover, the developed techniques for the privacy protection of finger-

print biometric systems showed satisfactory performances in terms of security, accuracy,

speed, and memory usage.

1.1 State of the art

In the literature, there are many studies on the fingerprint biometric trait, but most of

them regard contact-based recognition systems.

There are only few studies on contactless fingerprint recognition techniques, which

can be divided into two classes: methods based on two-dimensional samples, and meth-

ods based on three-dimensional samples. The first class of methods usually captures

single fingerprint images using single CCD cameras. Differently, systems based on

three-dimensional models require more complex hardware setups, but can provide a

greater accuracy.

The fingerprint recognition process performed by contactless systems in the liter-

ature can be divided into three main steps: acquisition; computation of a contact-

equivalent fingerprint image; feature extraction and matching. There are different

contactless acquisition strategies, which are based on single CCD cameras, multiple

view techniques, or structured light approaches. In systems based on two-dimensional

samples, the computation of contact-equivalent fingerprint images is usually performed

by applying enhancement algorithms and performing resolution normalization. Differ-

ently, systems based on three-dimensional samples perform an unwrapping step that

aims to map the three-dimensional fingerprint models into a two-dimensional space.

The obtained contact-equivalent images are then processed using traditional feature

extraction and matching methods designed for contact-based fingerprint images.
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Most of the contactless fingerprint recognition systems in the literature are based

on complex and expansive hardware setups, use finger placement guides, and usually

perform acquisitions at a distance to the cameras of less than 10 cm. Moreover, there

are no works that report the recognition accuracy of contactless biometric systems based

on three-dimensional samples, there are no feature extraction and matching techniques

able to process characteristics directly extracted from three-dimensional models, and

the existing techniques have been tested on small biometric datasets.

Another aspect that should be considered in contactless fingerprint recognition sys-

tems is the use of techniques for the privacy protection. There are different privacy

protection techniques that could be applied to contactless fingerprint recognition sys-

tems, but most of these methods decrease the accuracy of biometric systems.

1.2 The performed research

The thesis presents innovative less-constrained biometric systems able to perform the

identity recognition in privacy compliant and high accuracy applications.

The realized approaches include techniques for all the steps of contactless fingerprint

recognition systems based on two-dimensional and three-dimensional samples. The first

class of techniques is based on single fingerprint images and is designed to be adopted

in mobile devices with integrated cameras. Differently, the techniques based on three-

dimensional samples require more complex acquisition setups composed by two cameras

and are able to obtain more accurate results.

Different techniques for contactless biometric systems based on two-dimensional

samples have been researched: acquisition setups that do not require the use of finger

placement guides and can capture biometric samples at a greater distance with respect

to most of the techniques in the literature; a quality assessment method for contactless

fingerprint images, which permits to select the best quality frames in frame sequences

obtained representing less-constrained fingerprint acquisitions; techniques for the global

analysis of contactless-images; methods that permit to compute contact-equivalent fin-

gerprint images compatible with traditional feature extraction and matching algorithms

designed for contact-based acquisitions.

The implemented fingerprint recognition techniques based on three-dimensional

samples regard different acquisition setups based on multiple view techniques, three-
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dimensional reconstruction approaches, feature extraction, and matching algorithms.

In particular, they include two approaches for the identity recognition based on three-

dimensional samples: the first approach extracts and compares features related to

the three-dimensional coordinates of minutia points; the second approach computes

contact-equivalent images and then applies biometric recognition algorithms designed

for contact-based images, aiming to obtain fingerprint images compatible with the ex-

isting biometric databases.

In order to reduce the efforts necessary to collect the biometric data needed to

design and test new algorithms and hardware setups, a technique for the computation

of synthetic contactless samples has been studied.

The studied acquisition techniques and the three-dimensional reconstruction meth-

ods have also been applied to latent and ancient fingerprints in order to verify the

feasibility of using these approaches also in forensic applications.

The performed research has also regarded a privacy protection approach capable

to deal with distributed biometric applications, and which permits to perform the

matching of biometric templates in the encrypted domain by exploiting the properties

of homomorphic cryptosystems.

1.3 Results

The implemented methods have been analyzed using datasets captured in different ap-

plicative conditions and the obtained results have proved the feasibility of the proposed

approaches in the considered applicative contexts. In particular, contactless recogni-

tion systems based on two-dimensional samples have obtained satisfactory performance

in low-cost applications, and contactless systems based on three-dimensional samples

achieved good accuracy in high security applications.

The realized fingerprint recognition approaches have also been compared with tra-

ditional contact-based systems by performing a multidisciplinary test that considers

a set of important aspects of biometric systems: accuracy, speed, cost, scalability,

interoperability, usability, social acceptance, security, and privacy. Results show that

contactless biometric systems based on two-dimensional templates extracted from three-

dimensional samples can obtain a comparable or enhanced accuracy with respect to tra-

ditional fingerprint recognition techniques. Moreover, the obtained results show that
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contactless recognition techniques permit to increase the scalability, usability, social

acceptance, and security of traditional fingerprint recognition systems.

The analysis of the performances obtained by the implemented feature extraction

and matching techniques based on three-dimensional templates is also encouraging,

and it proves that identity comparison techniques based on three-dimensional minutiae

features can effectively use the supplementary information related to the finger shape

to obtain accurate biometric recognitions.

Satisfactory results have also been obtained by applying the realized acquisition

setups and three-dimensional reconstruction techniques to latent and ancient finger-

prints.

Finally, results have proved that the implemented method for the privacy protection

in fingerprint recognition systems can effectively be applied in client-server applications

without decreasing the recognition accuracy, also obtaining satisfactory performance in

terms of security, computational time, bandwidth, and memory usage.

1.4 Structure of the thesis

This thesis is structured as follows.

• Chapter 2 presents a brief description of different aspects of biometric systems:

biometric traits, applications, evaluation techniques, privacy aspects, and research

trends.

• Chapter 3 discusses recent studies on less-constrained biometric systems based

on different traits. In particular, it describes recent researches on the face, iris,

gait, ear, soft-biometric traits, and hand characteristics.

• Chapter 4 provides a literature review on fingerprint recognition systems. Well-

known techniques in literature for all the steps of the biometric recognition process

are fist analyzed, and recent studies on contactless recognition systems based on

two-dimensional and three-dimensional samples are then discussed.

• Chapter 5 describes the performed research on contactless fingerprint recognition

systems, detailing the implemented methods designed for two-dimensional sam-

ples, the studied approaches based on three-dimensional fingerprint samples, and

a developed technique for the computation of synthetic contactless samples.
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• Chapter 6 describes the experiments performed on the studied contactless fin-

gerprint recognition approaches. In particular, this chapter analyzes the perfor-

mance of every implemented technique, and presents a comparison between the

realized contactless biometric systems with contact-based fingerprint recognition

technologies.

• Chapter 7 discusses the application of contactless three-dimensional reconstruc-

tion techniques to latent and ancient fingerprints, reporting a case study on the

authentication of a clay artwork.

• Chapter 8 describes different aspects of the studied approach for the privacy

protection in fingerprint recognition systems and presents its experimental eval-

uation.

• Chapter 9 finally presents conclusions and future works.

8



Chapter 2

Biometric Systems

This chapter provides a brief overview on biometric systems in order to contextualize

the researched biometric technologies.

A description of biometric systems, traits, and applications is first provided. The

most common techniques and figures of merit in the literature used for the perfor-

mance analysis of biometric systems are then analyzed. Privacy and security aspects

in biometrics are also treated, with particular attention to methods in the literature

for the protection of biometric data. Finally, the new research trends in biometrics are

discussed.

2.1 Biometric recognition technologies

Traditional techniques used to establish the identity of a person are based on surro-

gate representations of his/her identity, such as passwords, keys, tokens, and identity

cards. Biometric recognition systems, instead, are based on physiological or behavioral

characteristics of the individual, which are univocally related to their owner, cannot be

shared or misplaced, and are more difficult to be stolen. Systems based on physiologi-

cal traits perform and analyze measurements of a part of the human body. Differently,

systems based on behavioral traits evaluate actions taken by a person.

The choice of the most suitable recognition technology with respect to the applica-

tive scenario should be performed by evaluating different factors. In the literature, there

are studies on techniques and figures of merit for the evaluation of the characteristic

aspects of biometric systems.
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Important factors that should be considered are related to the security and privacy.

In the literature, there are risk evaluation techniques, guidelines, and data protection

methods designed to prevent possible thefts and misuses of biometric data.

The existing techniques for the privacy protection in biometrics, however, can in-

crease the computational time of the recognition methods, and reduce their accuracy.

In order to overcome these limitations, researchers are studying more efficient and ro-

bust methods. Other important research trends are the increasing of the accuracy of

biometric systems, reduction of the hardware costs, and increasing of the usability and

user acceptability.

In this chapter, the general characteristics of biometric systems and traits are first

presented (Section 2.2). Then, the applicative contexts of biometric technologies are

discussed (Section 2.3), and the most used techniques in the literature for the evalua-

tion of biometric applications are described (Section 2.4). In Section 2.5, privacy and

security aspects in biometrics are treated. Finally, Section 2.6 briefly presents the most

important research trends.

2.2 Biometric traits

Biometric recognition or, simply, biometrics refers to the automatic recognition of the

individuals based on their physiological and/or behavioral characteristics. By using

biometrics, it is possible to confirm or establish an individual’s identity based on “who

she is”, rather than by “what she possesses” (e.g., an ID card) or “what she remembers”

(e.g., a password) [2]. Examples of physiological biometric traits are the fingerprint,

hand geometry, iris, retina, and face. The distinctiveness of the signature and gait can

be considered as behavioral biometric traits. Fig. 2.1 shows some examples of biometric

traits.

A physiological or behavioral characteristic can be considered as a biometric trait

only if it satisfies four conditions [2].

1. Universality: every person should possess the characteristic.

2. Distinctiveness: two persons should not own the same characteristic, or the prob-

ability of this event should be negligible. The differences between characteristics

of different individuals should also be sufficient to discriminate their identities.
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(a) (b) (c)

(d) (e) (f)

Figure 2.1: Examples of biometric traits. Physiological traits: (a) fingerprint; (b) iris;

(c) face. Behavioral traits: (d) gait; (e) voice; (f) signature.

3. Permanence: the characteristic should be sufficiently invariant over a time period.

The considered time period of time depends to the applicative context.

4. Collectability: the characteristic can be measured quantitatively.

Other important characteristics of the biometric traits are more related to the tech-

nologies adopted to perform the identity recognition:

1. Performance: accuracy, speed, and robustness of the considered technology.

2. Acceptability: the acceptation level of the biometric technology by the user.

3. Circumvention: robustness under fraudulent techniques.

A correct design of a biometric system should always take into account to obtain

performances adequate to the applicative context, be accepted by the user set, and

robust to fraudulent attacks.

In the literature, some of the most used physiological biometric traits are:

• fingerprint [3, 4];

• iris [5, 6];
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• face [7];

• hand geometry [8];

• palmprint [9];

• palmvein [10];

• ear [11].

Some of the most used behavioral traits are:

• voice [12];

• signature [13];

• gait [14];

• keystroke [15].

Recently, soft biometric traits are also studied in order to increase the accuracy of

biometric recognition systems or to perform uncooperative recognitions. Soft biomet-

ric traits are characteristics that provide some information about the individual, but

lack the distinctiveness and permanence to sufficiently differentiate any two individ-

uals [16]. Soft biometric traits can be continuous or discrete. Continuous traits are

characteristics of the human body measured in a continuous scale, while discrete traits

represent discrete classifications of distinctive characteristics. Examples of continuous

characteristics are:

• height [17];

• weight [18];

• other measurements of body parts [19].

Examples of discrete soft biometric traits are:

• gender [20];

• race [20];

• eye color [21];

• clothes color [19].

12



2.3 Applications

2.3 Applications

In recognition applications, a biometric system can be considered a pattern recognition

system that makes a personal recognition by determining the authenticity of a specific

physiological or behavioral characteristic possessed by the user.

Biometric systems can work in two different modalities: verification and authenti-

cation.

The verification involves confirming or denying a person’s claimed identity. The

system compares the acquired biometric data with the stored information associated to

the claimed identity, performing a one-to-one comparison. An individual who want to

be recognized usually claims the identity via a personal identification number (PIN), a

user name, or a smart card.

In the identification mode, the biometric system has to establish a person’s iden-

tity by comparing the acquired biometric data with the information related to a set of

individuals, performing a one-to-many comparison. The identification does not require

that the user claims an identity. There are two classes of identifications: positive identi-

fication and negative identification. The first class answers the “Who am I?” question.

Typically, the returned results are numerical identifiers or access permissions. The

second class searches databases in the same fashion, comparing one template against

many, while the negative identification systems are designed to ensure that a person is

not present in a database. These systems are usually adopted for security controls in

public buildings (e.g. stadiums, swimming pools, train stations).

The term recognition is generic and does not make a distinction between verification

and identification.

Both the verification and identification modalities require a previous step in which

the biometric data of the users are stored in biometric documents or in a database.

This step is called enrollment and usually requires the presence of a certified authority.

The schemas of the verification, identification, and enrollment modalities are shown

in Fig. 2.2. These processes are based on common components: a biometric sensor,

feature extractor, database, matcher, and decision module.

• The used acquisition sensor is related to the biometric trait. The acquired data

are usually images, signals, or frame sequences. These data are called biometric

samples.
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(a)

(b)

(c)

Figure 2.2: Modalities of biometric systems: (a) enrollment; (b) verification; (c) identifi-

cation.
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• The feature extraction module aims to extract an abstract and distinctive rep-

resentation of the biometric sample, which is called template. The computed

characteristics can be different also in systems based on the same biometric trait.

• The database contains the templates of the enrolled individuals. Many systems

use centralized databases in order to perform verifications or identifications. In

verification systems, it is also possible to use different storage supports, like smart

cards, or USB devices.

• The matcher compares two or more biometric templates, obtaining a value called

matching score. The template comparison can be based on different metrics and

can return a similarity or dissimilarity index.

• The decision module uses the computed matching score to determine if a tem-

plate appertains to an individual or not. The decision is obtained by applying a

threshold on the matching score. The threshold value must be accurately tuned

according to the applicative context because it determines the tradeoff between

the false positives and false negatives.

Nowadays, the use of biometric systems is continuously increasing in different ap-

plicative scenarios [22]. The related market is showing a significant positive trend. In

2011, in fact, it reached the amount of 5 billion dollars and it is expected to reach 12

billion dollars by the end of 2015 [23].

Typical applicative scenarios are: physical access control (in critical areas, public

buildings, sport arenas, bank caveau, transportations, etc.); surveillance (of private

buildings, public areas, etc.); government applications (identity cards, passports, driv-

ing licenses, immigration control, health cards, access control to online government

services, etc.); forensic applications (body identification, crime investigation, searching

of disappeared children, kinship, intelligence, etc.); logical access control to data, net-

works and services (home banking, ATM, supermarkets, e-commerce, mobile phones,

computers, etc.).

The most used biometric trait is the fingerprint [23]. This trait, in fact, is the first

human characteristic used to perform biometric recognitions. Fingerprint recognition

systems are also characterized by good performances in terms of accuracy and speed.
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There are Automated Fingerprint Identification systems (AFIS) that are able to per-

form the recognition of millions of templates [24]. Most of the fingerprint recognition

systems are based on the evaluation of the position and shape of particular local ridge

patterns (minutiae), but there are also systems that use other features and correlation-

based techniques [3].

Other diffused biometric systems are based on the face characteristics. These sys-

tems can obtain less accuracy then the fingerprint recognition techniques. However,

they are characterized by a greater user acceptance because humans usually perform

recognitions by evaluating the face characteristics. Moreover, the use of contactless

acquisition systems is considered as less invasive. With respect to fingerprint recog-

nition systems, face recognition techniques can also be used in different applicative

contexts, like surveillance and entertainment applications. Biometric systems based

on the face characteristics can use transformation-based techniques or attribute-based

methods [7, 25].

Iris recognition systems are considered as the fastest and most accurate biometric

techniques. For this reason, they are diffused in border controls and airports. The main

problem of these systems is that they use constrained acquisition techniques, which can

also be considered as invasive. For this reason, they are characterized by a low user

acceptance. In order to overcome this limitation, researchers are studying systems that

can work in less collaborative conditions [26, 27]. One of the most used recognition

methods is based on a feature representation called Iriscode [6].

Other diffused biometric systems are based on hand characteristics, such as the

hand geometry [8], or the palmprint and palmvein [9, 10]. Systems based on the hand

geometry are usually adopted in applicative contexts in which it is not necessary a high

security level. These systems, in fact, do not have a high accuracy, but are characterized

by a high user acceptance and low hardware costs. Systems based on the palmprint

and palmvein characteristics can obtain more accurate results.

Some promising systems based on other physical traits use the DNA [28], and ear

shape [29]. The DNA is characterized by a high accuracy, but the recognition techniques

based on this trait are expensive and require long evaluation times. Biometric systems

based on the ear shape are researched because they can obtain sufficiently accurate

results using contactless acquisitions performed at long distances.
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Table 2.1: Properties of biometric systems related to the used biometric trait.

Trait Univ. Uniq. Perm. Coll. Perf. Acc. Circ.

Face H L M H L H L

Fingerprint M H H M H M H

Hand geometry M M M H M M M

Keystrokes L L L M L M M

Hand vein M M M M M M H

Iris H H H M H L H

Retinal scan H H M L H L H

Signature L L L H L H L

Voice M L L M L H L

Face thermograms H H L H M H H

Odor H H H L L M L

DNA H H H L H L L

Gate M L L H L H M

Ear M M H M M H M

Notes: Univ. = Universality; Uniq. = Uniqueness; Perm. = Permanence; Coll.= Collectability;

Perf. = Performance; Acc. = Acceptability; Circ. = Circumvention; H = High; M = Medium;

L = Low.

Diffused systems based on behavioral traits consider the characteristics of the voice

[12], signature [13], keystroke [15], and gait [14]. These systems are characterized

by high user acceptability, but they are usually less accurate then systems based on

physiological characteristics.

In the literature, there are also multimodal and multibiometric systems, which fuse

the information obtained using different traits and/or recognition algorithms in order

to increase the obtained recognition accuracy [30, 31, 32, 33, 34]. These systems are

usually adopted in high security applicative contexts.

Other recognition applications use soft-biometrics. Soft biometrics traits are phys-

ical, behavioral, or adhered human characteristics, which usually do not permit to

univocally recognize individuals [16]. Anyway, they can be used to perform unobtru-

sive identifications within a limited number of users, be used as a preliminary screening

filter, or be combined in order to increase the recognition accuracy of biometric systems.

Table 2.1 reports the principal characteristics of biometric systems based on the

most diffused biometric traits in the literature.
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2.4 Evaluation of biometric systems

The evaluation of biometric systems is a complex multidisciplinary task. Systems used

in different applicative contexts should be evaluated considering different aspects. It

is also necessary to consider different characteristics of the system, regarding the ac-

curacy, speed, cost, usability, acceptability, scalability, interoperability, security, and

privacy. The accuracy is usually one of the most important aspects that should be

considered during the design of biometric applications and should be evaluated using

specific techniques and figures of merit.

2.4.1 Evaluation strategies

Biometric applications should be analyzed using different evaluation strategies in order

to consider all the characteristics of the used technologies. It is possible to divide

the evaluation strategies in three overlapped categories with increasing complexity in

uncontrolled variables: technology, scenario, and operational [35].

The technology evaluation aims to measure the performances of biometric tech-

niques. Typically, this category of evaluations is used to compare the performances

of biometric algorithms on reference datasets. In order to compare the performances

obtained by a biometric technique with the ones achieved by other algorithms in the

literature, publically available datasets are usually adopted. An example of technology

evaluation is the Fingerprint Verification Competition [36].

With respect to the technology evaluation, the scenario evaluation considers addi-

tional variables related to the applicative context. Its goal, in fact, is to measure the

performance of different biometric systems in a particular application. An example of

this evaluation is the comparison of the performances obtained by biometric systems

based on different traits for the access control in a laboratory. Usually, every compared

system captures the samples with different sensors. It is preferable to use data acquired

from the same individuals. The creation of the testing datasets is usually a long process,

which can require some weeks. This task, in fact, may obtain a statistically significant

number of samples and may be based on different trials in order to ensure an adequate

habituation of the users. Considering these factors, scenario evaluations are not always

completely repeatable. The UK Biometric Product Testing is an example of big scale

scenario evaluation [37].
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The operational evaluation differs from the scenario evaluation because it is per-

formed in the real applicative scenario. This evaluation can therefore be performed

on all the effective users of the systems, on a randomly selected set of users, or on

specifically selected users. For this reason, the performed test is difficult or impossible

to repeat. The goal of this typology of test is not to measure the accuracy obtained

by biometric systems, but it aims to determine the workflow impact determined by the

addition of a biometric system in the considered applicative context. The operational

evaluation can then permit to analyze the advantages obtained using the considered

biometric system.

The described evaluation modalities are complementary and should be performed

in sequence. First, the technology evaluation should be performed to analyze the per-

formances of biometric methods in general conditions. Then, the scenario evaluation

permits to select the best biometric technology for an applicative scenario. The opera-

tional evaluation should finally be performed in order to obtain solid business reports

for potential installations.

2.4.2 Evaluation aspects

Biometric systems should be evaluated considering different viewpoints. As shown in

Fig. 2.3, the main evaluative aspects can be quantized and plotted in a nine-dimensional

space (e.g., in a spider diagram), where a specific application is represented by a point

in this space.

• Accuracy: specific figures of merit should be adopted to measure the perfor-

mances of the recognition systems. The evaluation procedures are discussed in

Section 2.4.3.

• Speed: the time needed for every recognition is an important aspect that should

be considered during the design of a biometric application. For example, identi-

fication systems require the use of faster algorithms with respect to verification

systems. All the steps of the biometric recognition process should be distinctly

considered: acquisition, feature extraction, and matching.

• Cost: systems based on expensive and accurate acquisition devices can usually

obtain better performances with respect to systems based on low-cost hardware
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Figure 2.3: Evaluative aspects of biometric systems.

setups. The use of low-cost sensors, however, can permit a wider diffusion of a

biometric technology. For this reason, a cost analysis should be performed to

search the best biometric technique for the considered applicative context. This

analysis also includes the costs of the design and software implementation.

• Scalability: is the ability of the system to work under an increased or expanding

workload. In biometrics, this aspect should be evaluated by considering all the

modules of the system: network architecture, availability of the used sensors,

typology of the storing devices, performances of the recognition algorithms in

terms of accuracy and speed.

• Interoperability: represents the level of compatibility between the evaluated

system and the existing biometric technologies. The use of standards for the

formats of templates and samples permits to obtain the compatibility between

different systems based on the same trait [38].

• Usability: is the ease of use and learnability of the system. Low usability levels

can reduce the social acceptance and system accuracy. In most of the cases, the

usability is evaluated by analyzing the acquisition time, number of incorrectly

captured samples, and results of questionnaires [39].

20

biometrici/img/ragno.eps


2.4 Evaluation of biometric systems

• Social acceptance: measures the users’ perception, feelings and opinions regard-

ing the system. It is a crucial factor for the diffusion of a biometric technology

in different applicative contexts. The acceptance level can be different for every

user and is influenced by different factors: cultural and religious aspects, usabil-

ity, perceived privacy risks. The social acceptance can be measured by analyzing

the results of questionnaires [40].

• Security: measures the robustness of the system to possible attacks. There are

different kinds of attacks that can be performed to all the modules of biometric

systems. More details are provided in Section 2.5.

• Privacy: measures the capability of the system to prevent possible thefts and

misuses of biometric data. The evaluation of the privacy protection level is a

complex task and should consider the risks perceived by the users and the real

risks. Section 2.5 proposes a description of the privacy aspects in biometrics.

2.4.3 Accuracy evaluation

The accuracy evaluation methodologies described in this section permits to evaluate

the results obtained by biometric techniques on sample datasets and can be applied to

technologies based on symmetrical and asymmetrical matching functions.

The obtained results permit to compute the most common figures of merit in the

literature. These accuracy indexes can then be used to compare the performances of

existing biometric recognition techniques.

The accuracy indexes, however, express the performances of the evaluated biometric

systems on limited sets of samples. For this reason, it is a good practice to estimate

the confidence of the obtained measurements.

2.4.3.1 Methods for the accuracy evaluation

The used definition of accuracy presents differences with respect to the classical one

used in metrology [41] but is generally accepted in biometric systems. Accuracy of

measurements evaluates the agreement between the result of a measurement and the

expected value, applying the system on a biometric database. As described in Section

2.4.1, the reported figures of merit can be used to perform technology evaluations and

scenario evaluations.
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The accuracy evaluation requires the use of a previously captured biometric database.

Technology evaluations are usually performed on publically available datasets in order

to compare the obtained results with the ones achieved by other methods in the lit-

erature. Usually, scenario evaluations do not use public datasets but require sets of

biometric data specifically acquired in order to describe the evaluated scenario in an

exhaustive manner.

In the literature, there are studies on the accuracy evaluation designed for symmet-

ric matching functions [42]. Considering two biometric samples A and B, a matching

function M is symmetric if M(A,B) = M(B,A). The evaluation procedures reported

here are the ones proposed in [43] and can be applied both to symmetric and asymmet-

ric matching functions, in which M(A,B) 6= M(B,A). The use of accuracy evaluation

techniques that consider asymmetric matching functions is necessary in fingerprint bio-

metrics since most of the recognition systems based on minutia features use asymmetric

matching strategies.

We define Bij as the jth sample of the ith individual; Tij as the template computed

from Bij ; ni as the number of samples available for the ith individual; and N as the

number of enrolled individuals. We then describe the steps to perform the accuracy

evaluation using the most common figures of merit in the literature.

1. Enrollment

During the enrollment step, the presence of errors is monitored by using an index

named REJENROLL. REJENROLL is the rejection ratio in the enrollment phase,

due to fails (the algorithm declares that it cannot enroll the biometric data),

timeouts (the enrollment exceeds the maximum allowed time), and crashes (the

algorithm crashes during the biometric processing) situations. The templates

Tij , i = 1, . . . , N, j = 1, . . . , ni, are computed from the corresponding Bij and

stored on the disk; if something wrong happens, the index REJENROLL has to be

increased.

2. A general matching score computation

The procedure to evaluate symmetric matching functions is reported: every bio-

metric template Tij successfully created in the previous step is matched against

the templates Tik(j < k ≤ ni). The obtained matching scores are stored in a
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(a) (b)

Figure 2.4: Accuracy evaluation: (a) gms for symmetric matching functions; (b) gms for

asymmetric matching functions.

matrix called genuine matching scores gmsijk (Fig. 2.4a). The term “genuine”

refers to the fact that the matching is computed between samples of the same

identity-certified individual. Since the matrix is symmetric by definition, only

the upper triangular matrix is computed. Each individual has its squared gms

matrix.

Differently, for asymmetric matching functions, every biometric template Tij suc-

cessfully created in the enrollment step is matched against the biometric templates

Tik(j ≤ ni, k 6= i) and the corresponding genuine matching scores matrix gmsijk

is stored (Fig. 2.4a). The matrix is not symmetric but is still square.

Then, the number of matches, denoted as the number of genuine recognition

attempts (NGRA), is given by

NGRAsymMatch =
1

2

N
∑

i=1

ni (ni − 1) (2.1)

where, REJENROLL = 0 for symmetric matching and

NGRAasymMatch =

N
∑

i=1

ni (ni − 1) (2.2)
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(a) (b)

Figure 2.5: Accuracy evaluation: (a) ims for symmetric matching functions; (b) ims for

asymmetric matching functions.

where REJENROLL = 0 (asymmetric matching).

The matching scores of samples appertaining to different individuals (impostor

matchings) have also to be considered. For symmetric matching functions, each

biometric template Ti1, i = 1 . . . N is matched against the first biometric tem-

plate of a different individual Tk1(1 < k ≤ N, k > i) and then the corresponding

impostor matching score matrix is stored (Fig. 2.5a). The impostor matching

in the case of asymmetric matching function is computed as follows: every bio-

metric template Ti1, i = 1 . . . N is matched against the first biometric template

of a different individual Tk1(1 < k ≤ N, k 6= i) and the corresponding impostor

matching scores matrix is stored (Fig. 2.5b). The number of matches, denoted

as the number of impostor recognition attempts (NIRA), is given by

NIRAsymMatch =
1

2
N (N − 1) (2.3)

if REJENROLL = 0 for symmetric matching, and

NIRAasymMatch = N (N − 1) (2.4)

if REJENROLL = 0 for asymmetric matching.

Finally, in the determination of gms and ims matrixes, it is possible to consider

the enrollment errors. These events are respectively accumulated into REJNGRA

and REJNIRA counters. It follows that gms and ims matrixes can have missing

values. Commonly, special values are stored, as “NULL” or out of range matching

values.
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2.4.3.2 Accuracy indexes

In this subsection, the most common figures of merit for the accuracy evaluation of

biometric systems are briefly discussed.

Considering systems allowing multiple attempts for having multiple templates, a

general definition expresses errors of the matching algorithms considering single com-

parisons of a submitted sample against a single enrolled template. Important metrics

are the false match rate FMR(t) and false non-match rate FNMR(t). They are func-

tions of the threshold value t used to compare the matching scores during the decision

step.

The false match rate is the expected probability that a sample will be falsely declared

to match a single randomly selected template (false positive). The false non-match rate

is the expected probability that a sample will be falsely declared not to match a template

of the same measure from the same user supplying the sample (false negative).

The FMR and FNMR curves are computed from the gms and ims distributions for

t typically ranging from zero to one, and are defined as [3]:

FMR(t) =
card {imsik|imsik ≥ t}

NIRA
, (2.5)

FMR(t) =
card

{

gmsijk|gmsijk < t
}

+REJNGRA

NGRA
, (2.6)

where card represents the cardinality.

The evaluation of the overall accuracy level of a biometric system is often performed

by considering two error plots. The first is the receiving operating curve (ROC), which

is a graphical plot of the fraction of true positives versus the fraction of false positives

for a binary classification system as its discrimination threshold is varied. In biometrics,

the axes are (1-FNMR) and FMR. The second graph is the plot of FNMR versus FMR,

called the detection error tradeoff (DET) plot. Many works in the literature show these

graphs plotted using logarithmic axes.

The ROC and DET curves can be used to directly compare biometric systems. In

order to analyze the accuracy of different systems, the errors must be evaluated on the

same dataset. Fig. 2.6 shows DET curves that compare the accuracy of four different

systems [44]. The best system is the one that has its DET curve below all the other
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Figure 2.6: Examples of DET curves.

curves. It is common that a system outperforms the compared ones only in some regions

determined by specific values of t.

In order to evaluate the peculiar behavior of a selected system in separating the

genuine from the impostor attempts, the distributions of the matching scores obtained

on the genuine population (gmsijk) and of the impostor population (imsik) can be

plotted. If there is not an overlap between the two curves, it means that there exists a

threshold value t′ that perfectly separates the genuine individuals from the impostors

(ideal case). Fig. 2.7 shows an example of graph obtained by an iris recognition system

[45] on a public dataset [46].

Another commonly used accuracy index is the equal error rate (EER), which is

computed as the point where FMR(t) = FNMR(t).

Others indexes measure the capability of the biometric system to acquire sample

or to process and enroll templates: the failure to accept rate (FTAR) is the expected

proportion of transactions for which the system is unable to capture or locate an im-

age or signal with sufficient quality [3]; the failure to enroll rate (FER) represents

the expected proportion of the population for whom the system is unable to generate

repeatable templates [3].
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Figure 2.7: Examples of genuine and impostor distributions.

In the literature, there are many other indexes useful for testing the performances

of biometric technologies. The choice of the used indexes depend on the system char-

acteristics (identification/verification, fixed threshold, number of enrolled users, and

number of templates per user) [3]. Common figures of merit are the false acceptance

rate (FAR) and false reject rate (FRR). FAR represents the frequency that a non-

authorized person (system user) is accepted as authorized. FRR is the frequency that

an authorized person is erroneously rejected. Differently to FMR and FNMR, FAR

and FRR are computed considering the number of incorrect acquisitions.

2.4.4 Confidence estimation

The accuracy evaluation of a biometric system is performed on limited sets of data.

For this reason, it is useful to estimate the confidence of the performed measures.

The confidence of the accuracy indexes is strictly related to the testing dataset. As

reported in [47], the datasets used to perform the evaluation should have a sufficient

number of samples. Dimensioning the test size, two main rules can be followed: the

Rule of 3 [48, 49], and Rule of 30 [50].

The Rule of 3 addresses the question: “What is the lowest error rate that can be

statistically established with a given number N of comparisons?”. This value is the

error rate p for which the probability of zero errors in N trials is equal to a fixed value

(typically 5%). The rule can be expressed as p ≈ 3/N for a 95% confidence level.

27

biometrici/img/graficoDistribuzioni.eps


2. BIOMETRIC SYSTEMS

For example, a test without errors on a dataset composed by 300 independent samples

suggests with 95% confidence that the biometric system has an error rate of 1% or less.

The Rule of 30 can be expressed as follows: “To be 90% confident that the true

error rate is within ±30% of the observed error rate, there must be at least 30 errors”.

For example, 30 false non-match errors in 3000 independent genuine trials suggest with

90% confidence that the true error rate is between 0.7% and 1.3%. This rule has been

derived from the binomial distribution assuming independent trials, and may be applied

by considering the performance expectations for the evaluation.

With a sufficiently large number of samples, it is possible to evaluate the results

using the central limit theorem [51], which implies that the observed error rates should

follow an approximately normal distribution. Under the assumption of normality,

100(1 − α)% confidence bounds on the observed error rates are given by the follow-

ing formula:

p̂± z
(

1− α

2

)

√

V̂ (p̂), (2.7)

where p̂ is the observed error rate, V̂ (p̂) is the estimated variance of the observed error

rate [47], z (.) is the inverse of the standard normal cumulative distribution. For 95%

confidence limits, the value z(0.975) is 1.96.

In the literature, there are also non-parametric methods, such as the bootstrap

[52, 53]. This technique reduces the need to make assumptions about the underlying

distribution of the observed error rates and the dependencies between attempts. The

distributions and dependencies are inferred from the samples themselves. Bootstrap

samples are computed by sampling with replacement from the original samples. Then,

a large number of bootstrap samples are used to obtain the empirical distribution of

the accuracy indexes, which can then be used to estimate the confidence intervals.

The bootstrap values allow a direct approach for constructing 100(1− α)% confidence

limits by choosing L (lower limit) and U (upper limit) such that only a fraction α/2 of

bootstrap values are lower than L, and α/2 bootstrap values are higher than U . The

work in [47] recommends using at least 1000 bootstrap samples for 95% limits, and at

least 5000 bootstrap samples for 99% limits.

The approach proposed in [54] is based on the bootstrap technique, but also consider

that the templates related to the same biometric traits and individuals are statistically
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correlated. This approach samples with replacement from specifically determined sub-

sets of the data. Every subset contains the templates obtained from a single biometric

trait or individual.

Other works [55, 56] evaluate the robustness of bootstrap strategies in different

applicative conditions.

In the literature, there are also studies on the confidence estimation of biometric

systems based on different techniques. A semi-parametric approach based on multivari-

ate copula models for correlated biometric acquisitions is proposed in [57]. Based on

the same model, this work also propose a technique to determine the minimum number

of samples required to achieve confidence bands of desired width for the ROC curve.

Other studies regard multibiometric systems [58].

2.5 Privacy in biometrics

Compared with traditional techniques used to establish the identity of a person, bio-

metric systems offer a greater confidence level that the authenticated individual is not

impersonated by someone else. However, it is necessary to consider different privacy

and security aspects in order to prevent possible thefts and misuses of biometric data.

The effective protection of the privacy must encompass different aspects, such as the

perceived and real risks pertaining to the users, the specificity of the application, the

adoption of correct policies, and data protection methods as well [59, 60, 61, 62]. This

section focuses on the most important privacy issues related to the use of biomet-

rics, describes important aspects that should be considered for evaluating the privacy

risks in biometric applications, presents actual guidelines for the implementation of

privacy-protective biometric systems, and proposes a discussion of the methods for the

protection of biometric data.

2.5.1 Privacy and security in biometric systems

Security and privacy aspects are important factors that should be considered in order

to prevent possible thefts and misuses of biometric data. Security and privacy are two

different concepts because the privacy protection is more restrictive than the security

protection. The security ensures: verification, data integrity, confidentiality, and non-

repudiation. Differently, the privacy requires also the data protection.
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Figure 2.8: Points of attack in biometric systems.

The protection from privacy abuses is very important in biometric systems. For

example, if the biometric data related to an individual are stolen, this person can

be impersonated for a long time period and it is not easy to modify or substitute

the compromised data. This is due to the fact that biometric traits are unique for

every individual and strictly associated to their owner. Moreover, biometric traits are

irrevocable, in the sense that the association cannot be changed during the human life.

In order to protect the privacy and security of the users, it is necessary to consider

the possible attacks that can be performed to biometric systems. As shown in Fig. 2.8,

it is possible to distinguish eight distinct classes of attacks to the different system mod-

ules [63, 64, 65]: (I) fake biometric at the sensor, (II) resubmission of old digitally stored

biometric signals, (III) override the feature extractor, (IV) tampering with the feature

representation; (V) override the matcher, (VI) tampering with stored templates, (VII)

channel attack between stored templates and the matcher, (VIII) decision override.

There are different classes of techniques that should be used to protect the privacy of

the users from possible attacks. Every component of the biometric system should in fact

be protected by using properly methods. Important classes of techniques are: liveness

detection methods, physical and cryptographic methods for the channel protection,

secure code execution practices, template protection methods [66].
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2.5.2 Evaluation of privacy risks

It is possible to distinguish three different perspectives about the privacy in biometrics.

The first one is related to the risks perceived by the users and should be considered

in order to evaluate the acceptability of the system itself. The second perspective

regards the application context in which the biometric system should be exploited and

permits to properly design privacy protection techniques. The last aspect that should

be considered is the used biometric trait. Each biometric trait, in fact, presents different

proprieties that influence privacy risks.

The evaluation of the risks perceived by the users is a complex task since the risk

perception is different for every person. Generally speaking, one of the most important

perceived risks is related to the fact that many people consider the acquisition of the

biometric traits as an exact permanent filing of their activities and behaviors, and

the idea that biometric systems can guarantee recognition accuracy equal to 100%

is very common. Other perceived risks consist in the use of the collected biometric

data for malicious purposes, for tracing all the activities of the individuals, or for

operating proscription lists. Another important perceived risk is the fact that the

acquisition of some biometric traits can be dangerous for the health. For example, the

iris images are usually captured by using infrared illuminators, which can be erroneously

considered as harmful. These psychological aspects should be taken into account during

the deployment of biometric systems. During this process, it is very important to

inform the users about the real risks for the health and for the privacy, as well as all

the procedures designed and applied to protect biometric data.

The evaluation of the application context permits to determine some real risks of

privacy invasiveness. Table 2.2 provides a qualitative representation of the privacy risks

versus ten application features, according to the International Biometric Group [67].

Table 2.2 shows that the risk factors consist in the data storage strategies (data type,

physical supports, owner of the information, storage period), used biometric traits (be-

havioral or physiological), and other important applicative conditions (environmental

conditions, identification or verification modality, optional or mandatory use of the

system).

In order to determine the real risks of privacy invasiveness, it is also necessary

to consider the adopted biometric traits because they can introduce different kinds
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Table 2.2: Applicative aspects concerning the privacy according to the IBG (Iternational

Biometric Group).

Lower Risk Question Greater Risk

Overt Is the system deployed overtly or covertly? Covert

Optional Is the system optional or mandatory? Mandatory

Verification Is the system used for Identification or Verification? Identification

Fixed Period Is the system deployed for a fixed period of time? Indefinite

Private Sector Is the system deployed in the private or public sector? Public Sector

Individual/Customer In what role is the user interacting with the system? Employee/Citizen

Enrollee Who owns the biometric information? Institution

Personal storage Where is the biometric data stored? Database Storage

Behavioral What type of biometric technology is being deployed? Physiological

Templates Does the system use templates, samples or both? Sample/Images

of risks. Four important features related to the technologies associated to different

biometric traits are presented in [67].

1. The first feature is the possibility to use the biometric trait in identification

systems. In general, systems based on traits that can be used in identification

are more invasive for the user’s privacy.

2. The second feature is associated to the possibility of the trait to be used in covert

systems. Covert systems present more privacy risks than overt systems.

3. The third feature evaluates the level in which biometric traits can be considered as

physiological or behavioral. Behavioral traits are more privacy compliant because

they can be modified by the users and are less permanent then physiological traits.

4. The forth feature is the database compatibility, which is related to the tech-

nology interoperability between different systems and considers the presence of

numerous and/or large biometric databases. Traits characterized by low database

compatibility can be considered as more privacy compliant.

Performing a weighted mean of these features, it is possible to classify the overall

risk level related to the technologies based on a specific biometric trait. Examples of

traits that present a high risk level are the face and fingerprint. A medium risk can

be assigned to the iris and retina, and traits characterized by low privacy risks are the

hand, voice, keystroke, and signature.
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2.5.3 Design of privacy protective biometric systems

Considering the privacy aspect, it is possible to define four different classes of biometric

applications: protective, sympathetic, neutral, invasive [67].

1. Privacy-protective applications use biometrics in order to protect personal in-

formation that might otherwise be compromised. Examples of privacy-protective

applications are systems for the enterprise security and accountholder verification.

2. Privacy-sympathetic applications are designed to protect the biometric data from

unauthorized access and usages. Most of the current applications can incorporate

privacy-sympathetic elements.

3. Privacy-neutral applications use biometrics without considering privacy aspects.

Examples of these applications are some access control technologies and verifica-

tion systems for electronic devices (personal computers, mobile phones, etc.).

4. Privacy-invasive applications permit the use of personal data in a fashion that

is contrary to privacy principles. Surveillance applications and some national ID

services can be considered as privacy-invasive.

In order to design privacy-sympathetic and privacy-protective systems, it is nec-

essary to follow a set of guidelines [67]. These guidelines are related to: scope and

capabilities of the system; user control of the personal data; disclosure, auditing and

accountability of the biometric system; data protection techniques:

1. The scope and capabilities of the system should be declared to the users and

should not be extended during the life of the system. Moreover, biometric data

should be deleted from the database after a period of time known by the users.

2. The user should have the control of her biometric data. The user should also

have the possibilities to be unenrolled and to change or modify her data.

3. A disclosure regarding the biometric system should be provided. This document

should regard the system purpose, enrollment modalities, matching modalities,

optional or mandatory use of the biometric recognition, individuals who are re-

sponsible for the system, data protection system. Moreover, the owner of the

biometric system and the operators should be able to provide a clear and effec-

tive process of auditing when required by the authorities.
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4. The system should provide mechanisms for the protection of all the steps per-

formed by the biometric recognition process from possible attacks. The result

of every performed recognition should also be protected using proper techniques.

Another important practice is to limit the access to the biometric data to a defined

set of authorized operators.

2.5.4 Technologies for Biometric Privacy

In the literature, there are many methods for the protection of biometric templates.

Ideally, a biometric template protection method should satisfy four properties [3, 66]:

1. diversity: the secure templates must not allow cross-matching across databases;

2. revocability: compromised templates can be revoked;

3. security: the estimation of the plain templates from the secure templates must

be computationally hard;

4. performance: the accuracy of the biometric system must not be degraded by

the biometric template protection method.

These four proprieties cannot be guaranteed by encrypting the templates with standard

methods (e.g. RSA, AES, etc.). In fact, using these methods, the intraclass variability

(biometric data captured from the same biometric trait look different from one another)

does not allow performing the matching in the encrypted domain. Therefore, it is

necessary to decrypt the templates during every recognition attempt. This approach is

not secure and it is therefore necessary to adopt methods designed for the protection

of biometric data.

In the literature, most of the biometric template protection methods are based on

two classes of techniques: cancelable biometrics, and biometric cryptosystems [66, 68].

Recent researches also proposed other approaches based on cryptographically secure

methods [69].

34



2.5 Privacy in biometrics

Figure 2.9: Cancelable biometrics: enrollment and verification.

2.5.4.1 Cancelable biometrics

Cancelable biometrics is based on intentional, repeatable distortions of biometric data.

The used transformations permit to perform comparisons of biometric templates in

the transformed domain [70]. During the enrollment phase, the biometric data T is

modified by applying a transformation function F with parameters K obtained by a

random key or a password. The transformed template F (T,K) is then stored in the

database. The verification step applies the same transformation to the query data

Q and directly matches the transformed templates F (Q,K) and F (T,K). Fig. 2.9

schematizes the described process.

The main advantage of this technique is that, if a transformed template is compro-

mised, cancelable biometrics permit to easily substitute the stored transformed tem-

plate by changing the transformation parameters. The design of the transformation

functions is particularly critical because it is necessary to adopt functions that are ro-

bust to intra-class variations in order to do not reduce the accuracy of the biometric

system. Another aspect that should be considered is that the correlation of transformed

templates should not reveal information about the transformation function. Transfor-

mation functions can be applied to biometric samples (e.g. face images [71]), processed

signals (e.g. the iris pattern [72]), or templates (e.g. features extracted from a face

image [73]). It is possible to distinguish two classes of methods: biometric salting,

non-invertible transforms.

Usually, systems based on the biometric salting transform features using an invert-

ible function defined by a user-specific key or password. Considering that the used

transformation is invertible, the password must be securely stored by the user and pre-

sented during every verification. The principal advantage of the biometric salting is

35

biometrici/imgSec/cancellable.eps


2. BIOMETRIC SYSTEMS

that it is possible to use multiple templates for the same biometric trait because the

keys are specified by the users. An important limitation of methods based on keys

or passwords is that they are not usable in identification systems. Moreover, if the

key is known, it is possible to obtain the original template. In the literature, one of

the most used methods based on the biometric salting is the BioHashing [71, 74, 75].

This method is designed for the fingerprint trait and is divisible in two steps [76]: an

invariant and discriminative transform of the biometric data, with a moderate degree

offset tolerance; a discretization of the data. There are also methods designed for face

recognition systems. One of these methods uses the Fisher discriminant analysis and

then performs a transformation of the obtained vectors by using a randomly selected

set of orthogonal directions [73]. Differently, the method proposed in [77] is based on

minimum average correlation energy filters. Salting methods can also be applied to

different biometric traits (e.g. iris [72] and dynamic handwriting [78]).

In the literature, many methods secure the templates by using non-invertible trans-

formation functions. Non-invertible transformation refers to a one-way function that is

computable in polynomial time and hard to invert. The main advantage of this class

of methods is that the protection of the plain biometric template is more secure than

the one offered by the methods appertaining to the salting class. In fact, if the key

and/or the transformed template are known, the estimation of the plain template is

a computationally hard task (considering a brute force attack). Another advantage

of these methods is that diversity and revocability can be achieved by using different

transformation functions. The main problem is that it is difficult to design transfor-

mation functions that satisfy both the discriminability and the non-invertibility. For

example, a study on the measurement of the real non-invertibility of methods based on

the fingerprint is presented in [79]. Another important aspect is that the transformation

function depends on the biometric features to be used in a specific application. More-

over, similarly to the biometric salting, the adoption of keys obtained by passwords or

tokens does not permit to use methods based on non-invertible transformation functions

in identification systems. In the literature, there are methods based on non-invertible

transformation functions designed for different biometric traits. For example, finger-

print [80], face [81, 82], and signature [83]. A general schema is proposed in [70] and is

based on a non-invertible function designed to transform a point pattern by using high

order polynomials. This method can be used in fingerprint recognition systems based
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Figure 2.10: Key-binding biometric cryptosystems: enrollment and verification.

on minutiae features, and voice recognition systems. Also the approach proposed in [84]

is designed for fingerprint recognition systems and proposes three different functions

(Cartesian, Polar, and functional) in order to transform minutiae templates. A differ-

ent schema, called Biotope, is proposed in [85, 86]. This schema transforms the original

biometric data by using cryptographic primitives and supports a robust distance metric

in order to perform the matching. The approach supports both transforms that are

public-key cryptographically invertible and/or cryptographic one-way functions (such

as MD5). The Biotope schema can be applied to different biometric traits, such as face

[85] and fingerprint [86].

2.5.4.2 Biometric cryptosystems

Biometric cryptosystems were originally designed in order to secure cryptographic keys

by using biometric information, or to directly compute cryptographic keys from bio-

metric data [66]. Nowadays, these techniques are also used for the privacy protection

of biometric templates. Biometric cryptosystems store public data regarding the bio-

metric trait, called helper data. During the verification process, the helper data is used

in order to extract a cryptographic key from the biometric query sample. The match-

ing step checks the validity of the obtained key in order to verify the identity. It is

possible to divide the biometric cryptosystems into two classes: key-binding biometric

cryptosystems, and key-generating biometric cryptosystems.
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Key-binding biometric cryptosystems store helper data by biding the template with

a chosen cryptographic key. The binding process obtains a helper data considerable

as a single entity that embeds both the key and the template without revealing in-

formation about them. In fact, it is computationally hard to estimate the key or the

template without knowing the user’s biometric data. The verification is performed by

using the query template in order to retrieve the cryptographic key from the helper

data. Usually, this task is based on error correction algorithms. If the obtained key

corresponds to the correct cryptographic key, the result of the verification is a match

value. Fig. 2.10 shows the general schema of the key-binding biometric cryptosystem.

This class of methods has two main advantages. First, the helper data does not reveal

much information about the key or the biometric data. Moreover, this approach is

tolerant to intra-user variations. The main limitation consists in the degradation of the

accuracy of the biometric system caused by the substitution of the original matching

algorithms with error correction schemes. The second limitation is that these methods

do not guarantee diversity and revocability. The firstly proposed key-binding biometric

cryptosystems based on fingerprints are Mytec1 and Mytec2 [87], which are based on

the correlation between filter functions and biometric images. Another well-known ap-

proach in the literature is the fuzzy commitment scheme [88]. This approach combines

error correcting codes algorithms and cryptography techniques in order to achieve a

cryptographic primitive called fuzzy commitment. During the enrollment, a biometric

template x composed by a fixed length feature vector and a codeword w of an error

correction schema C are bound. The helper data (fuzzy commitment) consists in x−w

and h (w), where h is a hash function. The biometric matching tries to reconstruct w

starting from a biometric query x′. First, the stored value x − w is subtracted from

x′, obtaining w′ = w + δ, where w′ = x′ − x. If the value w is obtained by applying

the error correction schema C to w′, the result of the matching step is positive. The

fuzzy vault [89] approach uses a set A to lock a secret key k, yielding a vault VA. If

the key k is reconstructed by using a set B that is sufficiently similar to A, the vault

VA is unlocked. This approach is based on polynomial encoding and error correction

algorithms. Examples of other approaches appertaining to this class are the shielding

functions [90] and distributed source coding [91]. In the literature, there are methods

based on different biometric traits. For example, face [92], fingerprint [93], iris [94],

and signature [95].
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Figure 2.11: Key generating biometric cryptosystems: enrollment and verification.

Key generating biometric cryptosystems compute a cryptographic key directly from

the biometric data. The recognition process performed by biometric systems based on

key generating biometric cryptosystems is similar to the one executed by using key-

binding biometric cryptosystems but do not requires external keys. The schema of

this process is shown in Fig. 2.11. The main advantage of these methods is that the

obtained cryptographic keys can be used in many applications. However, an important

problem is that it is difficult to generate keys with high stability and entropy [96, 97].

Two well-known approaches are the secure sketch and fuzzy extractor [98]. Secure

sketches solve the problem of error tolerance, enabling the computation of a public key

P from a biometric reading r, such as from another reading r′ sufficiently close to r,

it is possible to reconstruct the original one. Fuzzy extractors address the problem of

non-uniformity by associating a random uniform string R to the public string P still

keeping all the properties of secure sketches. Indeed, fuzzy extractors can be built

out of secure sketches and enable to recovering of the secret uniform random string R,

from the knowledge of the public string P and a reading r′ sufficiently close to r. A

syndrome-based key-generating scheme called PinSketch is presented in [98]. Similarly

to the fuzzy vault, this method is based on a polynomial interpolation. Compared with

the fuzzy vault, the PinSketch scheme reduces the computational time, and length

of the public key. During the enrollment phase, a syndrome based on polynomial

interpolation is computed and stored as helper data. During the recognition phase,

an error vector is computed from the query biometric sample and the helper data to

recover the enrolled biometric data. An approach based on multiple biometric traits
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is presented in [99]. This method is based on the fuzzy commitment scheme. During

the enrollment phase, one biometric reading is xored with a random bit string obtained

after a pseudo random permutation from the other biometric reading. Differently,

during the verification phase, the process is inverted and the second biometric template

is reconstructed in order to be used as preliminary check (by comparing the computed

hash with the value stored into the identifier) and as input of the matching module. In

the literature, there are also other types of key-binding biometric cryptosystem [95, 100]

and techniques designed for multimodal and multibiometric systems [101].

2.5.4.3 Cryptographically secure methods

The recognition accuracy of systems based on cancelable biometrics can be decreased

by the applied transformation functions. Similarly, in biometric cryptosystems, it is

not possible to always adopt the best matching functions used in the plain domain

and, as a consequence, the accuracy can be worsened. As a solution to this problem,

in the literature there are template protection techniques specifically designed with

the aim to perform the biometric recognition without applying transformations of the

biometric data and without modifying the matching functions designed for the adopted

templates. These methods can directly perform the matching using the encrypted data

and are usually based on homomorphic cryptosystems.

In homomorphic cryptosystems, given a set M (resp., C) of the plaintexts (resp.,

ciphertexts), for any given encryption key k the encryption function E satisfies

∀m1,m2 ∈M, E (m1 ⊙M m2)← E (m1)⊙C E (m2)

for some operators ⊙M in M and ⊙C in C, where← means “can be directly computed

from”, that is, without any intermediate decryption [102].

The main advantage of these systems is that the accuracy obtained by using the

transformed templates is very similar to the accuracy obtained by using the plain data.

Usually, a decreasing of the performance can be caused by an excessive quantization

or data reduction [103]. The main disadvantage is that it is difficult to adopt homo-

morphic cryptosystems in biometric systems that require complex matching functions.

Homomorphic cryptosystems are also computationally expensive.
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A cryptographically secure method designed for distributed architectures described

in [104, 105] and is designed for face recognition systems. In the literature, there are

also approaches based on homomorphic encryption methods and designed for biometric

systems that compute the matching score as the Hamming distance between feature

vectors (e.g. Iriscode [6]): the system in [106] is based on the Blum-Goldwasser cryp-

tosystem, the system in [107] on the Goldwasser-Micali scheme, the system in [108]

on the homomorphic properties of Goldwasser-Micali and Paillier cryptosystems, the

system in [109] on the ElGamal scheme and Garbled Circuits.

2.6 Research trends

The existing biometric systems present some problems and aspects that should be

improved. For this reason, the international research community is very active in

biometrics. It is possible to distinguish some major research fields.

• Increasing of the accuracy: many researches aim to improve the accuracy of

biometric systems by using new software and hardware techniques.

• Multimodal and multibiometric systems: these systems use multiple bio-

metric traits and/or multiple recognition algorithms in order to obtain a greater

accuracy with respect to traditional biometric systems [30]. The information ob-

tained from every biometric technology are fused using decisional techniques (e.g.

computational intelligence methods [31]).

• Reduction of the sensor costs: many existing biometric systems are based on

expansive sensors. For example, most of the iris recognition systems capture iris

images using near infrared illuminators and cameras [6]. Systems based on images

captured in natural light conditions can reduce the final costs. In this context,

for example, there are different studies on the segmentation [27, 110, 111] and

recognition [112] of iris images captured in natural light conditions.

• Use of less-cooperative acquisition techniques: the existing biometric meth-

ods usually require a high level of cooperation during the acquisition step. Tech-

nologies based on less-cooperative acquisition techniques permit to adopt biomet-

ric systems in different applicative scenarios, like surveillance applications [113].
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• Increasing of the usability and user’s acceptance: more usable systems

and a greater user’s acceptance can permit a wider diffusion of biometric sys-

tems. In the literature, there are studies on the usability of biometric systems

[39] and techniques for the evaluation of the user’s acceptance [40]. The use of

less-cooperative contactless acquisition techniques can improve these aspects of

biometric systems.

• Increasing of the distances from the sensors: biometric techniques based on

samples captured at a greater distance with respect to the traditional systems can

permit to reduce the acquisition time and to develop new biometric applications.

As an example, the system described in [114] is based on iris images captured at

a distance of three meters between the user and the sensor, and is designed to

work in biometric portals.

• Use of three-dimensional samples: three-dimensional models of biometric

traits do not present distortions due to the mapping of three-dimensional objects

into a two-dimensional space. Moreover, they can increase the accuracy of tradi-

tional biometric techniques because they permit to use the additional information

related to the z axis during the feature extraction and matching steps. In the

literature, most of the studies on the use of three-dimensional samples are related

to the face trait [115].

• Security and privacy: the protection of all the components of biometric sys-

tems and user’s data are important factors for a wider diffusion of biometric

technologies. As reported in Section 2.5, the existing techniques can reduce the

performance of biometric systems in terms of accuracy and speed. Studies in the

literature aim to overcome this limitation and to design more secure techniques.

• Study of new biometric traits: novel traits should permit the use of biomet-

rics in new applicative contexts. For example, recent studies regard the ECG

signals [116].

The main focus of this thesis is on less-constrained biometric systems and techniques

for the privacy protection. The term less-constrained includes techniques that permit

to increase the usability and user’s acceptance, increase the distances from the sensors,

and reduce the cooperation level needed during the biometric acquisitions.
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2.7 Summary

Traditional techniques for the recognition of the individuals are based on surrogate

representations of the identities, such as passwords, keys, tokens, and identity cards.

In many situations, these representations cannot guarantee a sufficient level of security

because they can be shared, misplaced or stolen. Biometric recognition systems, in-

stead, are based on physiological or behavioral characteristics of the individuals, which

are univocally related to their owner, cannot be shared or misplaced, and are more

difficult to be stolen. Examples of physiological biometric traits are the face, finger-

print, iris, hand geometry, palmprint, and ear. Examples of behavioral characteristics

are the voice, signature, gait, and keystroke. In the literature, there are also studies

on recognition techniques based on less distinctive characteristics, called soft biometric

traits. These characteristics can be used to increase the accuracy of existing biometric

systems, or to perform recognitions in covert and uncooperative manners. Examples of

soft biometric traits are the height, weight, gender, and race.

Biometric systems can perform the identity recognition in two different manners:

verification, and identification. The verification compares the acquired biometric data

with the stored information associated to the claimed identity. The identification estab-

lishes a person’s identity by comparing the acquired biometric data with the information

related to a set of individuals. Both verification and identification systems are based

on common components: a biometric sensor, feature extractor, database, matcher, and

decision module.

The use of biometric systems is continuously increasing in different applicative sce-

narios. Typical applicative scenarios are: physical access control, government applica-

tions, forensic applications, and logical access control to data, networks and services.

The most used biometric trait is the fingerprint since fingerprint recognition systems

are characterized by low costs and good performances in terms of accuracy and speed.

Face recognition systems are also diffused because they have a greater user acceptance.

Iris recognition systems are considered as the fastest and most accurate biometric tech-

niques, but are based on complex acquisition procedures. For these reasons, they are

principally used in high security applications, like border controls and airports. Other

diffused biometric technologies are based on the hand characteristics or behavioral

traits.
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The choice of the most suitable biometric technology is strictly related to the ap-

plicative context and should be based on accurate analyses. The evaluation of a bio-

metric system, in fact, is a complex and multidisciplinary task, which should be done

considering different perspectives related to the recognition technique and applicative

scenario. Some important aspects that should be considered are: accuracy, speed, cost,

scalability, interoperability, social acceptance, usability, security, privacy. The system

accuracy is usually one of the most important aspects that should be considered during

the design of a biometric application and should be evaluated by using specific tech-

niques and figures of merit. The obtained results, however, are related to limited sets

of data. For this reason, it is a common practice to estimate the confidence of the

obtained accuracy indexes.

Other important characteristics that should be evaluated are related to privacy

and security aspects. Proper techniques for the privacy and security protection, in

fact, should be adopted in order to prevent thefts and misuses of biometric data. In

the literature, there are methods designed for the protection of all the modules of

biometric systems from external attacks. The privacy protection strategies, anyway,

should also consider other risk factors. Real privacy risks are usually different to the

ones perceived by the users and are related to technological and applicative factors.

For this reason, the design of privacy-protective biometric systems should consider

appropriate guidelines. Another useful technique for the privacy protection is the use

of methods for the protection of the biometric templates. In the literature, most of

the biometric template protection methods are based on two classes of techniques:

cancelable biometrics, and biometric cryptosystems. Recent researches also propose

other approaches based on cryptographically secure methods. The privacy protection

methods in the literature, however, can reduce the performances of biometric systems

in terms of accuracy and computational time. In order to overcome this limitation,

researchers are studying new privacy protection techniques.

Other important research trends are: the increasingof the accuracy of the existing

techniques, study new biometric traits, design multimodal and multibiometric systems,

reduction of the hardware costs, increasing of the usability and acceptability of biomet-

ric technologies, increasing of the distance between the user and the sensor, design of

less-constrained acquisition techniques, and implementation of recognition techniques

based on three-dimensional samples.
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Chapter 3

Contactless and Less-Constrained

Biometrics

In order to contextualize the research on less-constrained fingerprint recognition sys-

tems, this chapter presents a brief overview on recent studies regarding less-constrained

technologies based on different biometric traits.

Studies on biometric technologies based on traits traditionally captured using CCD

cameras (e.g. face, iris, gait, ear, and soft biometric traits) and researches on traits tra-

ditionally acquired with contact-based sensors (e.g. fingerprint and hand-characteristics)

have different objectives. The goal of the studies on traits traditionally captured by

contactless techniques is to design biometric systems able to work in covert applica-

tions, using samples captured in uncooperative scenarios, at a great distance, and in

uncontrolled light conditions. Differently, the research on traits traditionally captured

using contact-based sensors aims to perform accurate biometric recognitions using con-

tactless acquisition procedures and without the need of guides for the placement of the

interested body parts. These techniques, anyway, are the most diffused in the literature

and can usually obtain a greater accuracy with respect to less-constrained biometric

systems based on traits traditionally captured using CCD cameras.
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3.1 Less-constrained biometric systems

Most of the biometric systems require performing the acquisition process in a highly

controlled manner. In these constrained applications, the users take deliberate actions

to cooperate with the system. Many systems, for example, require that the users touch

a surface, take a defined pose, and stay still during the acquisition procedure.

In order to increase the usability and user acceptance of the recognition systems,

researchers are studying techniques for the reduction of the constraints needed by the

biometric acquisition procedures. Less-constrained technologies can also permit the

use of biometrics in new applicative scenarios, like in mobile phones and surveillance

applications.

The studies on less-constrained biometric systems are based on different biometric

traits, and their principal goals are:

• the increasing of the distance between the user and the sensor;

• the reduction of the required level of user cooperation;

• the design of recognition methods able to work in uncontrolled light conditions;

• the design of highly usable adaptive acquisition systems;

• the design of preprocessing methods for the noise reduction and enhancement of

data captured in less-constrained conditions;

• the development of new feature extraction and matching algorithms specifically

designed to obtain accurate results with data captured in less-constrained condi-

tions;

• the design of methods that permit to obtain data compatible with existing bio-

metric technologies from samples captured in less-constrained applications.

Some studies on less-constrained biometric techniques are based on methods for the

computation and processing of three-dimensional models, which can permit to obtain

more information and less-distorted data with respect to two-dimensional acquisition

techniques.

Many researches on less-constrained biometric systems are related to traits tradi-

tionally captured using CCD cameras (e.g. face and iris). These traits, in fact, are more
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adapt to be used in uncooperative applications than traits that are usually captured by

contact-based sensors (e.g. the fingerprint and hand characteristics). The goal of these

studies is to use cameras placed at long distances to perform uncooperative recognitions.

In many situations, however, the accuracy of less-constrained recognition systems based

on traits traditionally captured by CCD cameras can be insufficient. Less-constrained

face recognition systems, in fact, suffer from problems due to different light conditions,

pose, and aging. Systems based on iris images captured in less-constrained scenarios

present problems due to the low visibility of the distinctive pattern, reflections, occlu-

sions, and gaze deviation. There are also researches regarding other biometric traits,

like the gait and ear characteristics. Other studies aim to increase the recognition ac-

curacy using soft biometric traits, which can also be adopted to perform continuous

authentications and periodic re-authentications.

Biometric systems that use contact-based acquisition sensors are the most diffused

in the literature. In order to reduce the constraints of the acquisition process, the main

goal is to design contactless recognition techniques able to process images captured

using CCD cameras. These traits do not permit to design completely unconstrained

systems because the users should show their body parts to the acquisition sensors.

However, they are characterized by a high distinctivity and can obtain accurate per-

formance.

In this chapter, a brief literature review regarding less-constrained biometric systems

based on traits captured by CCD cameras (face, iris, gait, ear, and soft biometric traits)

is first proposed (Section 3.2). Finally, Section 3.3 presents contactless techniques

designed for the analysis of biometric characteristics of the hand.

3.2 Contactless biometric traits

Biometric traits that are traditionally captured using contactless sensors are suitable to

be used in uncooperative recognition systems. In the literature, there are many studies

regarding the reduction of constraints in these systems. Two of the most researched

technologies consist in less-constrained biometric systems based on the face and iris.

Biometric systems based on the face trait are characterized by high user acceptance

and are based on CCD cameras that can be placed at long distances. For these reasons,

many studies on less-constrained biometric technologies are based on this trait. Face
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recognition systems, however, cannot provide sufficient accuracy in high security appli-

cations. Differently, the iris is usually considered as the most accurate biometric trait

and can be captured using contactless techniques based on CCD cameras. The use of

the iris in less constrained biometric applications, however, present problems due to

the low visibility of the distinctive pattern, reflections, occlusions, and gaze deviation.

Other recent researches regard the gait and ear traits.

Recent studies also propose the use of soft biometric traits in order to increase the

accuracy of less-constrained biometric applications. Moreover, soft-biometrics can be

used to perform continuous authentications and periodical re-authentications.

3.2.1 Less-constrained face recognition

Traditional face recognition systems obtain satisfactory results under controlled con-

ditions. Specifically, the used samples consist in face images captured by a frontal

camera in controlled light conditions. Moreover, the users have to be cooperative to

obtain good quality acquisitions. In order to overcome these limitations, researchers

have recently started to investigate face recognition under unconstrained conditions.

The reduction of constraints can also permit to increase the number of possible

applicative contexts of biometric technologies based on the face trait. Traditional bio-

metric techniques, in fact, are usually adopted in security applications (like the access

control to buildings, airports, border checkpoints, computer authentication, biometric

documents). Less-constrained biometric techniques based on the face trait can also be

used in new scenarios.

• Surveillance applications: biometric recognitions are performed from frame se-

quences captured by surveillance cameras, without the subjects’ knowledge, and

in uncontrolled scenarios. The used images present many non-idealities, such as,

low resolution, shadows, reflections, occlusions, and pose and expression varia-

tions. Recent studies report encouraging results [113] and show that biometric

recognitions can be performed at a distance of more than 15 m [117].

• Mobile devices: face recognition techniques can be integrated in mobile devices

like mobile phones [118] . This kind of applications needs the use of fast algorithms

robust to the noise.
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(a) (b)

(c) (d)

Figure 3.1: Examples of less-constrained face recognition applications: (a) surveillance

[113]; (b) mobile phones [118]; (c) video games [120]; (d) video indexing [121].

• Multi-media environments with adaptive human-computer interfaces: the use

of less-constrained acquisition techniques can permit to design new multi-media

environments (e.g. behavior monitoring at childcare or care homes, and video

games) [119, 120].

• Video indexing: biometric techniques are used to label faces in frame sequences

captured in different environments and light conditions [121].

Fig. 3.1 shows examples of face recognition techniques applied in surveillance ap-

plications (Fig. 3.1a), mobile phones (Fig. 3.1 b), video games (Fig. 3.1 c), and video

indexing (Fig. 3.1 d).

Less constrained face recognition systems, however, should overcome different non-

idealities of the captured samples. As reported in [122], important aspects that have to

be considered in the design of less-constrained face recognition systems are variations

of the light conditions, pose, and aging.

• Illumination: in the literature, there are different techniques used to compensate

illumination variations, which can be grouped in three principal classes: subspace
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methods, reflectance-model methods, and methods based on three-dimensional

models. Subspaces methods are very used in the literature and are able to capture

the generic face space and thus recognize new samples not present in the training

sets. There are studies on the robustness improvement of traditional subspace

methods to variations under different light conditions. The work presented in

[123], for example, reports that the Eigenface method is more robust to different

illuminations if the first three eigenvectors are not considered. The second class

of methods employs a Lambertian reflectance model with a varying albedo field.

An example of reflectance-model methods is reported in [124]. Methods based on

three-dimensional models are usually more robust to illumination variations, but

require more complex data and algorithms. Examples of these methods are the

Eigenhead [125], and the morphable model approach [126].

• Pose: traditional biometric systems can obtain poor results on face images cap-

tured with uncontrolled poses. For this reason, it is necessary to compensate the

pose differences using dedicated methods. The pose compensation can be consid-

ered as a correspondence problem, because it aims to estimate the face position

in the three-dimensional space [122]. In the literature, there are different meth-

ods for the compensation of pose variations in face recognition systems. Many

methods aim to recover the face three-dimensional shape from two-dimensional

images [122]. A literature review is proposed in [127].

• Aging: the aging effect is particularly important in unconstrained recognition

systems that require long-time enrollments, like surveillance, investigative, and

forensic applications. In the literature, there are different techniques for the aging

compensation. Many methods simulate the aging effects [128], and other tech-

niques use matching strategies specifically designed to be robust to age variations

[129].

Some less-constrained face recognition systems in the literature use frame sequences

and multiple views in order to increase the accuracy by evaluating the information

related to the temporal continuity [130] and three-dimensional shape [131].

50



3.2 Contactless biometric traits

Figure 3.2: Example of iris recognition systems based on images captured at a distance

on the move [132].

3.2.2 Less-constrained iris recognition

Iris recognition is considered as one of the most accurate biometric techniques. Iris

recognition systems, however, are usually based on complex and expansive acquisition

techniques. The acquisition process, indeed, has to deal with the fact that the iris region

of the eye is a relatively small area, wet, and constantly in motion due to involuntary eye

movements. Moreover, it can be occluded by eyelids, eyelashes, glasses, and reflections.

Most of the existing iris acquisition systems require that the users stay still watching

a camera placed at a short distance from the eyes (usually less than 30 cm). The

acquisition process is therefore time-consuming and can require some trials in order

to obtain sufficient quality biometric samples. Moreover, the iris acquisition systems

are usually based on near-infrared illumination techniques, which can be perceived as

dangerous for the health. These aspects drastically influence the usability and user

acceptance of iris recognition systems.

In order to overcome these problems, researchers are studying less-constrained iris

recognition systems. The main goals are to increase the distance between the iris

and the sensor, use images captured on the move, and use iris samples acquired in

uncontrolled light conditions. An example of iris recognition systems based on images

captured at a distance on the move is shown in Fig. 3.2.
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Figure 3.3: Classification of the less-constrained iris recognition systems [133].

In [133], iris recognition systems are classified in seven categories by considering

three different characteristics: techniques used to search the iris region, distance be-

tween the eye and the sensor, required level of cooperation during the biometric acqui-

sition. Fig. 3.3 shows a schema of the proposed classification.

1. Close-range iris recognition: this category of biometric systems is the most dif-

fused in the literature. The eye has to be placed at a small distance from the

camera, and the user has to stay still watching the camera during the acquisition

process.

2. Active iris recognition: the iris images are captured at a small distance from the

camera, but the user position is less constrained because active cameras reduce

the required level of cooperation. The recognition systems, in fact, are able to

automatically detect the iris position and align the camera with the iris. These

systems usually capture a face image using a wide-angle camera, estimate the iris

coordinates, and then move the iris camera towards the iris region [134].

3. Iris recognition at a distance: these systems use passive cameras, but are able to

capture the iris images at a long distance. The users have to be cooperative and

stay still during the biometric acquisitions. A study on techniques to perform the

iris recognition at a distance is described in [132].
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4. Active iris recognition at a distance: this category of iris recognitions systems

permits to reduce the level of cooperation needed to obtain good quality samples

with respect to the iris recognition at a distance. The users, however, have to

stay still in a fixed position. An example of these systems is proposed in [135].

5. Passive iris recognition on the move: in these systems, the iris images are captured

on the move. The use of passive cameras, however, requires predefined walking

paths. An example of these systems is the biometric portal described in [114],

which is based on multiple passive cameras.

6. Active iris recognition on the move: active cameras can search the irises of people

walking in a defined direction, reducing constraints and costs with respect to the

passive iris recognition on the move. There are no examples of these systems in

the literature.

7. Iris recognition for surveillance: active iris camera networks can capture samples

from multiple individuals. The acquisition process is completely unconstrained.

In a future, this kind of biometric systems should be used in a wide range of

applicative contexts that require accurate identification techniques (e.g. inves-

tigative and governmental applications).

Important research topics in the design of less-constrained iris recognition systems

are the segmentation algorithms, recognition techniques, and gaze assessment methods.

• Segmentation: the task that locate and separate the iris pattern in the input

face/eye image is called segmentation [136]. This task is particularly critical

for less-constrained recognition systems because the captured images can present

more reflections and occlusions with respect to traditional iris samples. Moreover,

the correct detection of the iris boundaries and the removal of the occlusions are

directly related to the accuracy of the iris recognition system. In the literature,

there are different methods specifically designed for the estimation of the iris

boundaries in iris images captured using less constrained techniques. They can be

based on computational intelligence techniques [137], active contours algorithms

[138], or incremental approaches [27]. Reflections and occlusions are then searched

using statistical approaches [136] or more complex techniques [139, 140].
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• Recognition techniques: images captured in less-constrained conditions present a

lower visibility of the ridge pattern with respect to images captured by traditional

iris acquisition systems. For this reason, it is necessary to use dedicated techniques

for the enhancement, feature extraction, and matching. The method proposed

in [141], for example, is specifically designed for frame sequences captured by a

biometric portal, and uses super-resolution techniques to enhance the visibility

of the ridge pattern. Results obtained by different matching methods on images

captured at a distance, on the move, and in natural light conditions are reported

in [112].

• Gaze assessment: iris images can present problems related to the gaze deviation

with respect to the camera. Off-axis images can drastically reduce the recognition

accuracy because they can affect the performances of the segmentation and feature

extraction algorithms. The effect of this non-ideality can be reduced by using

methods for the gaze assessment [142] or acquisition setups based on multiple

cameras [143].

3.2.3 Soft biometrics

Soft biometric recognition techniques, while featuring a lack of distinctiveness, can use

samples captured in an unobtrusive and unconstrained way, in uncooperative conditions

[16, 19, 30], or with surveillance cameras placed at long distances [19]. Such recognition

systems can be employed where it is difficult to adopt systems based on hard biometric

traits (e.g. surveillance applications), the pool of users is small enough, or high accuracy

is not required.

Soft biometric traits can be used in different applicative contexts. The method

described in [20] computes categorical information about the individuals (e.g. gender

and race) in order to filter large surveillance databases by limiting the number of en-

tries to be searched for each biometric query. The approach proposed in [144] uses

characteristics extracted from the face and the clothes in order to perform continuous

authentications. A method based on color and height characteristics for the detection

of the individuals throughout a sparse multi-camera network is presented in [17]. The

technique described in [19] uses three part (head, torso, legs) height and color soft

biometric models in order to perform the recognition of the individuals. Techniques for
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the extraction of characteristics related to the gait, height, size, and gender are pre-

sented in [145]. The method described in [18] is designed for working in unconstrained

conditions and it is able to estimate the weight of walking individuals from surveillance

frame sequences. This technique can be particularly useful in forensic analyses because

the weight is one of the few characteristics that can be inferred from the evaluation of

a scene.

3.2.4 Other biometric traits

Examples of other biometric traits suitable for unconstrained recognition applications

are the gait and ear shape.

The gait characteristics are estimated from frame sequences captured by CCD cam-

eras [14]. Gait recognition systems can obtain a satisfactory accuracy and can work at

great distances [146]. The gait, however, is a behavioral biometric trait and gait recog-

nition systems can therefore obtain less accuracy with respect to biometric systems

based on physiological characteristics.

Biometric systems based on the ear shape are recent technologies [11]. In the

literature, there are studies on less-constrained recognition systems based on the ear

trait [147, 148]. Less-constrained ear recognition systems, however, are less accurate

with respect to more mature biometric recognition technologies.

3.3 Contact-based biometric traits

The most used biometric traits traditionally captured with contact-based sensors are

the fingerprint and hand characteristics. Systems based on the hand can have different

accuracy levels and can be based on different distinctive characteristics, like the hand

shape [8], palmprint [9], palmvein [10], and multiple traits [149].

Most of the hand biometric systems use acquisition sensors composed by a flat-

surface and pegs that guide the placement of the user’s hand. Recent studies regard

techniques for the reduction of the constraints imposed by the acquisition technologies.

Considering the used acquisition techniques, hand recognition approaches available in

the literature can be divided into three categories [150].
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(a) (b)

Figure 3.4: Examples of palmprint acquisition sensors: (a) constrained and contact-based

system [158]; (b) unconstrained and contactless system [159].

• Constrained and contact-based systems use pegs or pins to constrain the

position and posture of the hand.

• Unconstrained and contact-based systems do not use pegs and permit a

less constrained placement of the hand on the acquisition sensor. They often

require the users to place their hand on a flat surface [151] or a digital scanner

[152]. These systems are characterized by more user acceptance with respect

to constrained and contact-based systems. However, they require more complex

strategies to perform the alignment of the samples [8].

• Unconstrained and contactless systems use CCD cameras to capture hand

images. They do not require the contact of the hand on acquisition surfaces.

Many systems in the literature are based on single images [153, 154], but there

are also biometric systems that use three-dimensional models [150]. Most of the

unconstrained and contactless systems are designed to work in controlled light

and background conditions [155]. Other systems do not impose these constraints,

using more complex segmentation strategies [156]. There are also studies on

systems integrated in mobile devices [157].

Fig. 3.4 shows an example of constrained and contact-based system [158], and an

unconstrained and contactless system [159].
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3.4 Summary

The acquisition techniques traditionally adopted by biometric systems require that the

users take deliberate actions to cooperate with the system, and impose constraints.

Fingerprint recognition systems, for example, require that the users touch a surface,

take a defined pose, and stay still during the acquisition procedure.

Researchers are studying techniques for the reduction of the acquisition constraints

in biometrics systems based on the fingerprint and other biometric traits. The main

goals of these studies are the increasing of the distance between the users and the

system, design of recognition techniques able to work in uncontrolled light conditions,

increasing of the usability and user acceptance of the systems, design of feature extrac-

tion and matching techniques robust to the noise, and implementation of techniques

that guarantee the compatibility of the templates computed by less constrained systems

with the existing biometric databases.

Biometric characteristics that are traditionally acquired using contactless techniques

(e.g. face, iris, gait, ear, and soft biometric traits) are more suitable to be used in unco-

operative applications with respect to traits traditionally captured with contact-based

sensors (e.g. fingerprint and hand-characteristics). The main goal of the studies on less

constrained biometric systems based on the first class of traits is the use of CCD cam-

eras placed at long distances to perform uncooperative recognitions. Less-constrained

face recognition systems can be applied in new applicative contexts, like surveillance

applications, mobile devices, multimedia environments with adaptive human-computer

interfaces, and video indexing. The design of less constrained face recognition tech-

niques, however, has to consider important non-idealities, such as, uncontrolled illumi-

nation conditions, pose variations, and aging. Biometric systems based on the iris trait

are typically more accurate than face recognition systems, but they are usually based

on complex and expansive acquisition techniques. Recent studies in iris recognition

systems aim to design techniques able to work on images capture at a long distance, on

the move, and in uncontrolled light conditions. Important research topics in the design

of less constrained iris recognition systems are the segmentation algorithms, recognition

techniques, and gaze assessment methods. Other characteristics that can be acquired

in unconstrained scenarios are soft biometric traits, which can also be used to perform
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continuous authentications and periodic re-authentications. In the literature, there are

also studies on less constrained biometric systems based on the gait and ear traits.

Biometric systems that traditionally use contact-based acquisition sensors are the

most diffused in the literature and can obtain accurate results. Researchers are therefore

studying less constrained recognition systems, with particular attentions to methods

based on the hand characteristics. Considering the used acquisition techniques, hand

recognition approaches available in the literature can be divided into three categories:

constrained and contact-based systems, unconstrained and contact-based systems, un-

constrained and contactless systems. The third category of methods performs acquisi-

tions at a distance and can use two-dimensional or three-dimensional data.
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Chapter 4

Fingerprint Biometrics

The fingerprint is one of the most used traits in biometric applications due to its high

durability and distinctivity.

The analysis of fingerprint samples can be performed at three levels: global, thin,

and ultra-thin. In the literature, there are many studies on techniques based on dif-

ferent analysis levels and designed to perform every step of the biometric recognition

process. Usually, these steps are: acquisition, quality evaluation, enhancement, feature

extraction, and matching. Other methods are proposed for the classification and in-

dexing of fingerprint samples in identification applications, and for the computation of

synthetic fingerprint images that can be used to design and test biometric algorithms.

Most of the fingerprint recognition systems use acquisition sensors that require the

contact of the finger with a platen. These systems, however, suffer of problems due to

the contact of the finger with the sensor surface (e.g. distortions in the captured images

and latent fingerprints left on the sensor platen). In order to overcome these problems

and to increase the user acceptability of the biometric recognition process, contactless

recognition systems are researched. These systems are based on CCD cameras and

can be divided into systems based on two-dimensional samples and systems based on

three-dimensional samples. Most of these systems aim to guarantee the compatibility

with the existing AFIS.
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4.1 Fingerprint recognition

Among the possible biometric traits, the fingerprint is the most well-known and widely

used physiological characteristic in recognition applications. Its use in police investi-

gation can be traced back to the late 19th century, and the first automatic fingerprint

recognition system was introduced in the ’70s [160].

Fingerprint recognition systems are based on the analysis of the impression left by

the friction ridges of the human finger. The evaluation of the ridge details can be

performed with three levels of accuracy.

• Level 1: the overall global ridge flow pattern is considered.

• Level 2: the analysis is based on distinctive points of the ridges, called minutiae

points.

• Level 3: ultra-thin details, such as pores and local peculiarities of the ridge edges,

are studied.

These analysis levels can be used in different modules of biometric recognition systems.

For example, Level 1 characteristics can be used to perform preliminary tasks like

the quality evaluation of biometric samples and the enhancement of the ridge pattern

visibility. More detailed analysis can then be used to perform identity comparisons.

In most of the cases, the acquisition of fingerprint samples is performed using

contact-based techniques. These techniques can be based on different technologies

and can be used in live recognition systems or in forensic analyses.

In general, fingerprint recognition systems can be divided into different modules:

acquisition, quality evaluation, enhancement, feature extraction, and matching. More-

over, in identification systems, classification and indexing techniques can be used to

reduce the number of identity comparisons performed for each biometric query. In the

literature, there are many methods specifically designed for each step of the recognition

process based on fingerprint images captured using contact-based techniques. There

are also algorithms for the computation of synthetic fingerprint images, which can be

used to reduce the efforts necessary to capture biometric samples during the design of

recognition systems.

Contact-based fingerprint recognition systems can obtain a remarkable accuracy,

but suffer of important problems, such as filth on the acquisition surface, distortions
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in the captured images due to elastic skin deformations, and the possibility to obtain

latent fingerprints from the surface of the sensors. Recent studies aim to overcome

these problems by using contactless acquisition techniques. Contactless fingerprint

recognition systems can be divided into two classes: systems based on two-dimensional

samples, and systems based on three-dimensional samples. The first class of biometric

systems usually captures single fingerprint images with CCD cameras. Systems based

on three-dimensional models require more complex hardware setups, but can provide

a greater accuracy.

In this chapter, the characteristics of the fingerprint biometric trait (Section 4.2) and

its applicative contexts are first discussed (Section 4.3). The techniques designed for the

analysis of fingerprint images at different levels are then treated in Section 4.4. Then,

contact-based fingerprint recognition systems are reviewed (Section 4.5), considering

the captured images, quality evaluation techniques, image enhancement algorithms,

feature extraction and matching methods, classification and indexing approaches, and

algorithms for the computation of synthetic fingerprint images. Section 4.6.1 presents

a description of the recognition techniques based on contactless two-dimensional fin-

gerprint samples. Finally, Section 4.6.2 analyzes the three-dimensional reconstruction

techniques and recognition methods used by biometric systems based on contactless

three-dimensional samples.

4.2 Characteristics of the fingerprint

The fingerprint is considered as one of the biometric traits with the higher durability

[161]. The fingertip ridge structure, in fact, is fully formed at about the seventh month

of the fetus development, and this pattern configuration does not change for all the life

unless serious accidents or diseases [162]. Usually, cuts and bruises can only temporar-

ily modify the fingerprint pattern. This property makes the fingerprint an attractive

biometric trait, especially for applicative contexts that require long-term enrollments.

Another important propriety of the fingerprint is the uniqueness. In general, fin-

gerprints are a part of an individual’s phenotype and are different for each individual.

Also the fingerprints of the same person are different, and even in the case of identical

twins, the fingerprints are not equal [163, 164]. As an example, Fig. 4.1 shows four

fingerprints acquired from two identical twins.
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(a)

(b)

Figure 4.1: Examples of fingerprints appertaining to two identical twins: twins [164]: (a)

individual A; (b) individual B. All the samples present differences in the ridge pattern.

However, the uniqueness is not an established fact but an empirical observation

[3]. In the literature, there are studies on the amount of distinctive information of

the fingerprint pattern. The work presented in [165] reports that the distinctiveness

is proportional to the number of minutiae in the considered image, which is related to

the size of the available fingerprint portion. Other studies compare the distinctiveness

of different features extracted from the fingerprint pattern. For example, the work

exposed in [166] compares Level 1, Level 2, and Level 3 features. The estimation of the

fingerprint distinctiveness, however, is an open problem and is particularly important

in legislative and forensic applications [167].
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4.3 Applications

The fingerprint trait is the most used and known biometric characteristic [23].

The applications of fingerprint recognition technologies are heterogeneous and range

from the public to the private sector. In the market, there are available fingerprint

recognition systems with great differences in sizes of the sensors, costs, and accuracy

[168]. For example, there are systems integrated in electronic devices (e.g., PDA and

mobile phones [169]), on-card systems [170], systems based on a single personal com-

puter, and large distributed systems, such as AFIS [24].

The main applicative contexts of fingerprint recognition systems are in forensics,

governmental, and commercial sectors [3]. In the forensic sector, the fingerprint trait is

used for the identification, search of lost persons, and general investigative activities. In

the governmental sector, important applications are the border control and biometric

documents (for example passports and IDs). Examples of applications in the com-

mercial sector are authentication systems integrated in ATMs, terminal login, access

control for on-line services (e.g. e-commerce and e-banking applications), protection of

sensible data (e.g. in personal computers, PDA, mobile phones, and storage devices),

and access control to restricted areas.

Fig. 4.2 shows some examples of applications based on the fingerprint trait.

4.4 Analysis of fingerprint samples

This section presents techniques in the literature for the analysis of contact-based and

contactless fingerprint images.

4.4.1 Level 1 analysis

Techniques for the Level 1 analysis of fingerprint images evaluate the overall ridge flow.

Examples of characteristics analyzed at Level 1 are the ridge orientation, local ridge

frequency, singular regions, and ridge count.

The local ridge orientation is estimated as the angle of the ridges with respect to the

horizontal axis. Usually, the orientation angle is considered as an unoriented direction

lying in [0◦ . . . 180◦]. The ridge orientation map can be computed by estimating the

local ride orientation in areas centered in each pixel of the fingerprint image or by
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(a) (b) (c)

(d) (e) (f)

Figure 4.2: Examples of applications based on the fingerprint trait: (a) mobile phone;

(b) laptop; (c) forensic analysis; (d) border control; (e) biometric document; (f) ATM.

using techniques based on global orientation models. Fig. 4.3 shows an example of

ridge orientation map. In the literature, most of the methods for the computation of

the ridge orientation are based on local analysis techniques [171]. These techniques are

usually adopted by fingerprint enhancement methods. One of the most known local

analysis technique is based on the evaluation of the gradient orientation in squared

regions. For each local region, the ridge orientation is considered as the mean of the

angular values of the pixels. This technique was first introduced in [172]. One of

the main problems of this technique consists in the difficulty to perform robust means

of the angular values. There are methods based on the gradient analysis that use

different algorithms for the computation of the mean angle [173, 174]. Other local

techniques are based on slit-based approaches [175], or on the frequency analysis of local

regions of the fingerprint image [176, 177]. In the literature, there are also orientation

regularization techniques designed to reduce artifacts due to the presence of noise or

poor quality image regions [178, 179]. Global approaches are usually adopted during

the enhancement of latent fingerprints or for the computation of synthetic fingerprint

images. The method described in [180] is based on a mathematical model that estimates

the local ridge orientation by considering the coordinates of core and delta points.
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Figure 4.3: Example of ridge orientation map.

The local ridge frequency is the number of ridges per unit length along a segment

orthogonal to the ridge orientation. Many methods in the literature assume that the

ridge frequency of a fingerprint image can be represented using a single value. Other

methods compute a ridge frequency map, which represents the local ridge frequency

computed in each pixel of the fingerprint image. One of the most used algorithms in

the literature designed for the estimation of the ridge frequency map is based on the

computation of local oriented x-signatures [181]. This algorithm divides the image in

local windows centered in every pixel, with fixed size, and orientation computed ac-

cording to the ridge orientation map. The x-signature of every window is then obtained

as a vector containing a cumulative function of the intensity values computed for each

column x. The frequency if finally estimated as the inverse of the average distance

between consecutive peaks of the image obtained by computing the x-signature. In the

literature, other algorithms based on the concept of x-signature have been proposed in

order to reduce the sensibility to the noise of the method [182, 183]. There are also

methods for the estimation of the ridge frequency based on different techniques, for

example, the Short Time Fourier Transform (STFT) [177] and the analysis of local

curve regions [184].

Another important Level 1 analysis consists in the estimation of the singular regions.

A singular region represents a portion of the finger pattern with a distinctive shape of
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(a) (b) (c)

Figure 4.4: Examples of singular regions: (a) loop; (b) delta; (c) whorl.

the ridges. Commonly, three types of singular regions are considered: loop, delta, and

whorl. The distinctive shapes of these regions are ∩, ∆, and O, respectively (Fig. 4.4).

In the literature, the majority of the methods for the estimation of the singular regions

use the Poincaré technique [185]. This technique computes the Poincaré index for each

point of a ridge orientation map. This index represents the total rotation along the

considered pixel. The value of the Poincaré index indicates the presence of a singular

region: the value 180 corresponds to a loop, -180 represents a delta, and 360 is related

to a whorl. The schema of this technique is shown in Fig. 4.5. Other methods are based

on the analysis of the ridge orientation map, but use different analysis techniques. For

example, the method proposed in [186] estimates the orientation of the ridges by an

algorithm based on the Zero-Pole Model, and the method described in [187] is based

on the analysis of the topological structure of the fingerprint image.

Many fingerprint recognition systems compare the sample images using a specific

reference point called core point. This point is usually estimated by using Level 1

analysis techniques. A simple technique consists in the selection of the northern loop

[3]. Many methods in the literature, anyway, use more complex techniques based on

the search of singular regions [188]. Other methods use different strategies based on

the analysis of the ridge orientation. In [189], the core is considered as the point in the

middle of two center of gravity points obtained by computing the local axial symmetry

of the image. In [190], the directional map of the ridges is quantized in four binary

images related to the cardinal points. The reference point is then obtained by applying

a set of rules and morphological operators. The method described in [191] is designed

for fingerprint images that do not present singular regions. The local orientation of the

ridges is computed, and the radial symmetry line is then estimated. The core consists

in the point with the maximum value in the radial symmetry line.
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Figure 4.5: Schema of the Poincaré technique for the detection of singular regions in

fingerprint images.

Other examples of Level 1 characteristics are the ridge count [192] and the global

mapping information obtained by the application of Gabor filters to the input fin-

gerprint images [193]. The ridge count is an abstract measurement of the distances

between any two points in a fingerprint image. This characteristic is frequently used

in forensic analyses performed by human operators. A typical measure performed by

forensic experts, in fact, is the number of ridges between two singular regions. Differ-

ently, Gabor filters are used to extract the information related to the ridge frequency

and orientation in local regions of the fingerprint images.

4.4.2 Level 2 analysis

Level 2 analysis methods evaluate specific ridge discontinuities called minutiae. It is

possible to distinguish different classes of minutiae (Fig. 4.6), but most of the automatic

biometric systems in the literature consider only terminations and bifurcations.

In the literature, there are many studies on techniques for the extraction of the

minutia points [194]. These methods can be based on the computation of binary images

of the ridge pattern or perform the minutiae extraction directly in gray-scale images.

Moreover, the methods based on the computation of binary images can require the
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(a) (b) (c) (d) (e) (f) (g)

Figure 4.6: Examples of minutiae types: (a) termination; (b) bifurcation; (c) lake; (d)

point or island; (d) independent ridge; (f) spur; (g) crossover.

Figure 4.7: Classification of the minutiae extraction techniques.

processing of thinned images representing the skeleton of the ridges, or directly search

the minutiae in the binary images. Fig. 4.7 shows a classification of the methods in the

literature for the minutiae extraction [194].

The most diffused techniques extract the minutia points from thinned images. These

techniques can be divided into four main steps [3]:

1. an adaptive binarization is applied in order to separate the ridges from the back-

ground of the fingerprint image;

2. a thinning operation is achieved in order to reduce the thickness of the ridges to

one single pixel;

3. the coordinates of the minutiae are estimated by observing the specific local

pattern of each single pixel of the ridges, typically in its 8-neighborhood;

4. a post-processing method is applied in order to reduce the number of false minu-

tiae detected in the previous step.

Fig. 4.8 shows the schema of the described method.
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Figure 4.8: Schema of the most diffused minutiae extraction methods.

In the literature, there are many techniques designed for the binarization of finger-

print images. The simplest technique consists in the use of a global threshold [195].

The obtained results, however, can present artifacts and noisy regions due to differ-

ent pressures of the finger to the sensor. Another simple technique used by the “FBI

minutiae reader” is based on a local thresholding approach and on an algorithm that

compares the pixel alignment along eight discrete directions [196]. Other techniques are

based on different approaches, for example, fuzzy logic [197], directional filters tuned

according to the ridge frequency [198], and iterative algorithms that follows the shape

of the ridges [199].

The second step is the computation of the ridge skeleton. One of the most used

techniques for the thinning of binary images representing the ridge pattern is based on

morphological operators [195]. In order to limit problems due to artifacts introduced

by morphological operators, there are techniques specifically designed for the analysis

of the ridge skeleton and the removal of false ridges [200]. Other techniques are based

on different approaches. For example, the one described in [201] uses pulse-coupled

neural networks, and the algorithm presented in [202] is based on the analysis of the

ridge orientation.
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The coordinates of the minutia points are then estimated. A well-known algorithm

for the detection of minutia points in thinned fingerprint images is based on the compu-

tation of the crossing number [203]. This value is computed by evaluating every pixel

nk in the 8-neighoboring of every point p:

CN(p) =
1

2

8
∑

k=1

∣

∣nk − n((k+1) mod 8)

∣

∣ , (4.1)

where nk ∈ {0, 1}. Terminations are characterized by a crossing number CN(p) = 1,

and bifurcations have a value CN(p) = 3. Other methods search the coordinates of

the minutia points in thinned images by using different algorithms, like morphological

operators [204].

The final step is the refinement of the obtained results, performed in order to

remove the false minutiae. In the literature, there are techniques based on the analysis

of the thinned fingerprint images and techniques that evaluate the shape of the ridges

in gray-scale images. The first class of methods searches local patterns that describe

false minutiae introduced by the thinning step [199, 205]. The methods based on the

evaluation of gray scale images extract a set of features for each minutia point and then

classify every minutia in valid or false. A method appertaining to this class and based

on neural classifiers is proposed in [206].

In order to limit the presence of artifacts introduced by the thinning step, many

algorithms search the minutia points in the binary image representing the ridge pat-

tern without computing the ridge skeleton. The software NIST MINDTCT [199], for

example, is based on the local search of all the binary patterns that define the presence

of terminations and bifurcations. The method uses a set of 10 binary masks with size

3× 2 pixel and scans the binary fingerprint image in the vertical and horizontal direc-

tions. Another method based on the local analysis of the ridge pattern is presented

in [207] and is based on the evaluation of the intensity along squared paths of the image.

There are also methods that use run-based algorithms [208], which search the minutiae

by analyzing the graphs obtained by computing the horizontal and vertical run-length

encoding of the binary fingerprint image. Another technique based on the analysis of

binary images representing the ridge pattern searches the ridge by analyzing the chain-

code obtained from the fingerprint image [209]. The chaincode is a reversible encoding

technique for binary images. For each object in a binary image, the information related
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to its boundary is stored in a vector. Starting from an initial position, the boundary is

followed by a searching algorithm and the angles of the sequent pixels are stored. The

minutiae are estimated by searching direction changes in the chaincode vectors.

In the literature, there are also approaches that search the coordinates of the minu-

tiae points directly in gray-scale images. A well-known method based on a ridge-

following technique is described in [210]. An iterative algorithm follows every ridge

according to the angle described by the ridge orientation map. The algorithm stops

when it detects a termination or a bifurcation. There are also variants of this method

that consider the two valleys near to every ridge [211] or designed for low-cost hardware

devices [212]. Other methods that search the minutiae in gray-scale images use differ-

ent strategies. Neural network classifiers are used in [213], a local searching algorithm

based on fuzzy logic is described in [214], and an approach based on the computation

of the Linear Symmetry is proposed in [215].

Most of the techniques in the literature also estimate the orientation of the minutiae,

which is usually considered as the value of the ridge orientation map in the minutia

coordinates. Many techniques also estimate the correctness probability of every minutia

as the local quality value of the fingerprint image [199].

4.4.3 Level 3 analysis

Level 3 analysis requires high-resolution acquisition devices (with at least 800 ppi [216])

and it is not commonly applied in commercial systems. Details that can be considered at

this level of analysis are the pores, dots, and incipient ridges. Fig. 4.9 shows an example

of Level 3 characteristics. Usually, the features extracted at this level of analysis by

automatic algorithms consist in the spatial coordinates of the pores. Recent studies

proved that the use of biometric recognition techniques based on Level 3 features can

obtain a greater accuracy with respect to recognition techniques based on Level 1 and

Level 2 features [217]. Level 3 features can also be used for the vitality detection during

contact-based fingerprint acquisitions [218].
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Figure 4.9: Example of fingerprint details considered in the analysis of Level 3 charac-

teristics: pores, dots, and incipient ridges.

4.5 Contact-based fingerprint recognition

Biometric systems based on the fingerprint trait estimate the identity of an individual

by extracting and comparing information related to the characteristics of the ridge

pattern.

The schema of the biometric authentication process based on the fingerprint trait is

shown in Fig. 4.10. The first step is the acquisition of the biometric sample. The sample

consists in an image that can be captured using different kinds of sensors. In most of

the fingerprint recognition systems, a quality evaluation of the captured image is then

performed in order to discard samples with insufficient quality. Another step that is

usually performed consists in the application of techniques for enhancing the visibility

of the ridges. The next step is the feature extraction, which computes a biometric

template from the captured fingerprint image. In the literature, there are recognition

methods based on different characteristics of the ridge pattern. Then the matching step

compares the obtained template with the stored data. The used algorithms are strictly

dependent to the considered features. Finally, a decision is obtained by applying a

threshold to the obtained matching score.

Moreover, many fingerprint recognition systems designed for the identification per-

form a classification or an indexing step in order to reduce the number of biometric

queries.
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Figure 4.10: Schema of the biometric authentication process based on the fingerprint

trait.

The design of fingerprint recognition systems requires the collection of large datasets

of samples. This task is expensive and time consuming, and can also require the

implementation of new hardware sensors. For this reason, there are methods in the

literature specifically designed for the computation of realistic synthetic images, which

can be used to test the envisioned methods and reduce the efforts necessary to collect

a sufficient number of biometric samples.

This section proposes a literature review of the most important methods designed

for the different steps of the biometric recognition process based on the fingerprint trait.

4.5.1 Acquisition and fingerprint images

Considering the used acquisition technique, it is possible to divide the obtained fin-

gerprint images into three classes: latent fingerprints, inked fingerprints, and live-scan

fingerprints. Fig. 4.11 shows an example of images obtained by the different fingerprint

acquisition methods.

• Latent fingerprints are very important in forensics. This kind of fingerprints is

produced by the transfer of the film of moisture and grease that is present on

the finger surface when an object is touched. Usually, latent fingerprints are not

visible to naked eye and forensic investigators use proper substances to enhance

the visibility of the ridge pattern [219].

• Inked fingerprints are typically obtained with the following procedure. First,

the user’s finger is spread with black/blue ink and then rolled on a paper card;

secondly the card is converted into a digital form by the means of a high-definition

paper-scanner or by using a high-quality CCD camera [220].

• Live-scan fingerprints are obtained by impressing a finger on the acquisition

surface of a device. There are sensors that can capture images of one or more
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(a) (b) (c)

Figure 4.11: Examples of fingerprint images: (a) latent; (b) rolled and inked; (c) live-scan.

fingerprints. It is possible to distinguish two types of live-scan sensors: area scan

sensors and swipe sensors [221]. The swipe sensors require that the user slides

a finger vertically over the surface. These sensors are smaller and cheaper than

the area scan sensors, but require previous user training and often fail to capture

fingerprint samples. Examples of area scan sensors and swipe sensors are shown

in Fig. 4.12. The first category of sensors permits to capture the fingerprint

pattern in a single time instant. The sensors can be based on different tech-

nologies: optical, capacitive, thermal, piezoelectric, radio frequency, ultrasonic,

microelectromechanical (MEMS), multispectral imaging [221].

Only good quality images have to be stored in order to achieve subsequently accu-

rate biometric recognitions by automatic systems. For example, the Federal Bureau of

Investigation (FBI) of the USA defined a set of main parameters characterizing the ac-

quisition of a digital fingerprint image [222], which encompass the minimum resolution,

minimum size of the captured area, minimum number of pixels, maximum geometry dis-

tortion of the acquisition device, minimum number of gray-levels, maximum gray-level

uniformity, minimum spatial frequency response of the device, and minimum signal to

noise ratio.

In many law enforcement and government applications that involve AFIS, the size of

the fingerprint image database is typically very large. For example, the FBI fingerprint

card archive contains over 200 million of identities [223]. In such cases, compressed

formats are adopted to store the biometric samples. Most of the image compression al-

gorithms in the literature obtain unsatisfactory results in the compression of fingerprint
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(a) (b)

Figure 4.12: Examples of fingerprint acquisition sensors: (a) area scan sensor; (b) swipe

sensor.

images. One of the most used compression atechniques had been proposed by the FBI

and it is based on Wavelet Scalar Quantization (WSQ) [224]. This algorithm computes

the scalar quantization of a 64-subband discrete wavelet transform decomposition of

the image, followed by Huffman coding. Another diffused compression technique is

JPEG 2000 [225], which is also adopted for different types of images. A comparison

between the most used compression algorithms is proposed in [226].

4.5.2 Quality estimation of fingerprint samples

Fingerprint images can have very different quality levels. Low levels of fingerprint

quality can compromise the recognition accuracy [43]. In order to control this factor,

quality estimation methods are usually adopted [227]. Quality estimation is also useful

to select unrecoverable image regions, and to properly weight the extracted features

according to the local quality level of the input fingerprint image.

An example of a good quality fingerprint image and two images with low visibility

of the ridge pattern due to different pressures of the finger on the sensor are shown in

Fig. 4.13.

Many quality evaluation techniques designed for touch-based fingerprint images are

based on the evaluation of local features. The method described in [228] evaluates the

probability density function (PDF) of local regions. The technique presented in [229]

computes the used features by applying a set of Gabor filters with different orientations

to the local areas of the image. Other techniques are based on global characteristics.
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(a) (b) (c)

Figure 4.13: Examples of fingerprint images with different quality levels: (a) good quality

image; (b) image with low visibility of the ridge pattern due to a high pressure of the finger

on the sensor; (c) image with low visibility of the ridge pattern due to a low pressure of

the finger on the sensor.

For example, the method described in [230] is based on the evaluation of the energy

distribution rate in wavelet compressed fingerprint images. The technique proposed

in [231] combines local and global features related to the frequency domain (a ring

structure of DFT magnitude and directional Gabor features) and to the spatial domain

(black pixel ratio of the central area). Also the method described in [232] combines

local and global characteristics and is based on features related to the effective area,

energy concentration, spatial consistency, and directional contrast.

One of the most used quality estimation techniques in the literature is described

in [233]. This technique is specifically designed for working in fingerprint recognition

systems based on identity comparison algorithms that use minutiae features, like the

one presented in [199]. The method is based on neural networks and classifies five

levels of quality, from poor to excellent. The used features are computed from the

local quality map and the quality of the minutia points estimated using the software

MINDTCT [199]. The local quality map is computed considering the ridge orientation

map and detecting regions with low contrast, low ridge flow, and high curvature. The

quality of every minutia is obtained by considering its coordinates and by computing

statistics (mean and standard deviation) on the intensity values of the local image

regions centered in the minutia coordinates.
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4.5.3 Image enhancement

Another step that can be present in the fingerprint recognition process is the image en-

hancement. In the literature, there are different enhancement techniques for fingerprint

images [3], which can be classified in pixel-wise enhancement, contextual filtering, and

multi-resolution enhancement.

Pixel-wise enhancement techniques are based on image processing algorithms for the

enhancement of the image intensity [195]. These techniques are usually adopteded as

a preprocessing task during the enhancement of fingerprint images. Examples of these

techniques are Wiener filtering [234] and the intensity normalization algorithm proposed

in [181], which is one of the most used preprocessing techniques in the literature. This

algorithm is based on the formula:

I ′ (x, y) =

{

µ0 +
√

(I (x, y)− µ) σ0/σ ifI (x, y) > µ

µ0 −
√

(I (x, y)− µ) σ0/σ otherwise
, (4.2)

where µ0 and σ0 are the desired mean and standard deviation of the normalized image

I ′, and µ and σ are the mean and standard deviation of the image I.

The contextual filtering techniques are the most used in the literature. These tech-

niques change the characteristics of the filter used for the enhancement of different

fingerprint regions according to the local context. The used filters perform an aver-

aging effect along the ridges in order to reduce the noise and enhance the contrast

between ridges and valleys by performing a band-pass filtering according to the ridge

orientation. The most used contextual filtering technique is based on Gabor filters

tuned according to the local ridge characteristics [181]. This method computes two

images that describe the local orientation OR and the local frequency FR of the ridges,

and then it applies a convolution to the local areas of the original image with Gabor

filters tuned according to the frequency and the orientation of the ridges. The schema

of the enhancement process is shown in Fig. 4.14. The even-symmetric Gabor filter

has the general form

h (x, y : φ, f) = exp

{

−1
2

[

x2

φ

σ2
x
+

y2
φ

σ2
y

]}

cos (2πfxφ) ,

xφ = x cos (φ) + y sin (φ) ,
yφ = −x cos (φ) + y sin (φ) ,

(4.3)
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Figure 4.14: Schema of a fingerprint enhancement method based on a contextual filtering

technique [181].

where φ is the orientation of the Gabor filter, f is the frequency of a sinusoidal plane

wave, and σx and σy are the space constants of the Gaussian envelope along x and

y axes, respectively. The parameters φ and f of the Gabor filter applied to the pixel

(x, y) of the image I are selected accordingly to the OR (x, y) and FR (x, y) respectively.

The parameters σx and σy are empirically tuned.

Other contextual filters are based on different masks. For example, the method

described in [235] is based on bell-shaped filters, and the method proposed in [236] on

log-Gabor filters. The method described in [177] performs the enhancement of local

regions in the Fourier domain according to the maps describing the ridge orientation

and frequency.

Enhancement methods based on multi-resolution techniques perform analyses at

different scales (in the space domain or frequency domain) in order to enhance first the

ridge structure and then the finest details. An example of these methods is described

in [237] and is based on a Laplacian like image-scale pyramid.

In the literature, there are also techniques for the detection and compensation

of creases in fingerprint images [238]. Creases, in fact, can produce artifacts in the

enhanced images.
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4.5.4 Feature extraction and matching

Fingerprint matching algorithms compute a similarity index called matching score be-

tween two fingerprints used in the verification/identification procedures. It is possible

to divide the fingerprint matching algorithms into three classes: correlation-based tech-

niques; minutiae-based methods; methods based on other features.

4.5.4.1 Correlation-based techniques

Correlation-based techniques compute the matching score between two fingerprint im-

ages. The images are usually scaled, translated, rotated, equalized, and finally, the

matching score is obtained as a correlation measurement between the two images. A

basic technique consists in the computation of the cross-correlation values [195]. There

are also methods based on correlation techniques more robust to noise [239] and meth-

ods that perform the correlation between local regions [240]. The correlation-based ap-

proach is rather basic and not commonly present in automated fingerprint recognition

systems. This approach, in fact, is not robust to distortions and intensity differences

due to different pressures of the finger on the sensor.

4.5.4.2 Minutiae-based methods

The minutiae-based methods are the most studied and applied in the literature [241].

These methods compute the matching score between two templates T and T ′ by

searching the corresponding minutiae in the considered feature sets. The templates

usually consists in vectors of minutiae described as m = (x, y, θ). The minutia type

is rarely considered because noise and different pressures of the finger on the sensor

can easily transform a bifurcation in termination and vice versa. Two minutiae are

considered as correspondent if their spatial distance sd and direction difference dd are

less than fixed thresholds. The distances sd and dd are defined as:

sd

(

m′
j ,mi

)

=

√

(

x′j − xi

)2
+
(

y′j − yi

)2

dd

(

m′
j,mi

)

= min
(∣

∣

∣
θ′j − θi

∣

∣

∣
,
(

360−
∣

∣

∣
θ′j − θi

∣

∣

∣

))

.
(4.4)

In order to evaluate the number of corresponding minutiae points, it is necessary to

perform a registration of the templates. The registration is essentially a point pattern

matching problem, and aims to compensate rotations and translations of the templates
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to align the minutia sets. The used algorithms, anyway, should be robust to different

non idealities:

• the templates can contain false minutiae;

• some minutiae can be missed;

• the minutiae sets are affected by distortions due to the placement of the finger

on the sensor;

• the number of minutiae appertaining to the template T can be different to the

number of minutiae of T ′.

After the registration step, the corresponding minutiae are searched and used to com-

pute the matching score. In the literature, there are different techniques for the com-

putation of the matching score between two minutia sets. One of the most diffused

matching score formula is presented in [3]:

matching score =
k

(M +N) /2
(4.5)

where k is the number of matched minutia pairs, M and N are the number of minutiae

of the templates T and T ′ respectively.

Considering the used registration strategy and the technique adopted for searching

the corresponding minutia pairs, it is possible to distinguish global and local minu-

tiae matching algorithms. Global algorithms use all the minutiae points of the two

fingerprint templates and search the best matching score by aligning the two minutia

sets. Local algorithms consider sets of minutiae divided into sub-portions, for exam-

ple by adopting auxiliary graph structures or additional information related to the

local regions of the minutia points. Some algorithms are also specifically designed to

compensate problems related to skin distortions.

In the literature, there are many different global minutiae matching algorithms.

These algorithms can be based on the algebraic geometry [242], Hough transform [243],

relaxation [244], energy minimization [245], etc. In order to reduce the time need by

the matching step, some methods perform a pre-alignment of the query template with

the corresponding one stored in the database [246].

The methods based on algebraic algorithms are the most diffused and perform

the rectification of the considered templates by using heuristics based on geometrical
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equations. A well-known software in the literature, NIST Bozorth3 [199], appertains

to this class. The matching method can be divided into three steps.

1. Construct Intra-Fingerprint Minutia Comparison Tables: a table for the template

T and a table for the template T ′ are computed. These tables describe a set of

relative measurements from each minutia in a fingerprint to all other minutia in

the same fingerprint.

2. Construct an Inter-Fingerprint Compatibility Table: the minutiae stored in the

previously computed tables are compared and the obtained results are stored in

a distinct table.

3. Traverse the Inter-Fingerprint Compatibility Table: the associations stored in

the Inter-Fingerprint Compatibility Table represent single links in a compatibil-

ity graph. An iterative algorithm traverses the compatibility graph finding the

longest path of linked compatibility associations. The matching score is then

considered as the length of the longest path.

Local minutiae matching methods are based on the comparison between local char-

acteristics of the fingerprint images that are invariant to rotations and translations.

These characteristics can be used to directly compute a matching score value or to

perform the registration between the considered templates. In the literature, there

are many matching algorithms based on local characteristics. It is possible to distin-

guish methods that use nearest neighbor-based structures, fixed radius-based struc-

tures, minutiae triangles, and texture-based local structures. A well-known method

that uses a nearest neighbor-based structure is presented in [247] and performs a lo-

cal comparison by evaluating the characteristics (coordinates and orientation) of the

nearest l minutiae. Methods that use fixed radius-based structures extract local fea-

tures by considering local regions centered in every minutia point. An example of these

techniques is proposed in [248]. For each minutia, this method computes a graph that

represents a star obtained by connecting the considered minutia and the n nearest

minutiae present in the evaluated local region. Methods based on minutiae triangles

compute graphs that describe the connections between the nearest minutia points.

Many recognition algorithms in the literature use this kind of templates to perform the

template registration because the use of minutiae triangles permits to obtain accurate
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Figure 4.15: Visual example of the template used by local minutiae matching methods

based on Delaunay graphs.

results and reduces the computational time. One of the most used techniques for the

computation of these graphs is the Delaunay triangulation [249, 250, 251]. An example

of the obtained results is shown in Fig. 4.15.

The techniques based on graphs obtained applying the Delaunay triangulation

search the triangles corresponding in two templates by evaluating characteristics that

are invariant to rotations and translations. Examples of these characteristics are the

angles, lengths of the facets, and lengths of the bisectors of the triangles. The most

important problem of these methods is that they are sensible to false minutiae and

missed minutiae.

In the literature, there are also techniques specifically designed to compensate non-

linear distortions due to different pressures of the finger on the sensor. A matching

appertaining to this class is described in [252], and is based on a feature called Local

Relative Location Error Descriptor. There are also methods based on multiple regis-

trations [253], algorithms that estimates the mean distortion present in the considered

data [254], and techniques for the estimation of the distortion models obtained by

different placements of the finger on the sensor [255].
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4.5.4.3 Methods based on other features

Other fingerprint matching methods can use features extracted at different levels as

support information for processing a matching score based on the minutiae sets, or

directly process features extracted at Level 1 or Level 3.

Most of these matching methods are based on the texture analysis performed at

Level 1. A wll-known technique in the literature is based on the template called Fin-

gercode [193]. Fig. 4.16 shows the schema of the Fingercode method. This method can

be divided into the following steps.

• Estimation of the core point.

• Definition of the region of interest (ROI) as a ring with fixed size (height h).

• The ROI is partitioned in nR rings and nA arcs, obtaining nS = NR×nA sectors

Si.

• A bank of nF Gabor filters with different directions is applied to the image ob-

taining nF filtered images Fiθ.

• The Average Absolute Deviation (AAD) from the mean of gray values in indi-

vidual sectors of filtered images is computed to define the feature vector that

represent the biometric template. The value Viθ of the template related to every

sector of each filtered image is computed as:

Viθ = (1/ni)

(

ni
∑

1

|Fiθ (x, y)− Fiθ|
)

(4.6)

where ni is the number of pixels in Si and Piθ is the mean of pixel values Piθ of

Fiθ (x, y) in the sector Si.

The obtained feature vector is composed by nV = nS × nF values (for example,

in [193], nV ranges from 640 to 896 according to the used fingerprint dataset). This

method is not rotational invariant. For this reason, during the enroll phase, nθ tem-

plates related to different rotations of the original image are computed. The matching

score from two templates consists in the minimum Euclidean distance between the nθ

rotated templates and the live template. This step reduces the problem related to

different placements of the finger on the sensor.
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Figure 4.16: Schema of the biometric recognition method based on the template Finger-

code.

Another well-known method is described in [256] and is based on templates obtained

from the analysis of circular regions of the image spectrum. Other matching methods

are based on different local and global characteristics, for example, the method de-

scribed in [257] compares Scale-Invariant Features (SIFT) obtained from two fingerprint

samples.

In the literature, there are also matching methods based on Level 1 analysis that

computes features describing the shape of every ridge [258].

Methods based on Level 3 features are also researched. The recognition method

described in [217] extracts the pore features using Gabor filters and wavelet transforms,

and then it performs a local matching using the Iterative Closest Point (ICP) algorithm.

Other matching methods based on Level 3 characteristics are described in [259, 260].

4.5.5 Fingerprint classification and indexing

The identification procedure requires comparing a biometric template with all the tem-

plates stored in a database. In the case of large databases, the computational time

required for the evaluation of the full set of biometric templates can be unacceptable.

A strategy used to reduce the required number of identity to be compared consists in

the creation of partitions (called bins) containing only fingerprints of a defined class.
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(a) (b) (c) (d) (e)

Figure 4.17: Galton-Henry classification scheme: (a) left loop; (b) right loop; (c) whorl;

(d) arch; (e) tented arch.

Usually, fingerprints are classified by using the Galton-Henry classification scheme.

This scheme is based on the analysis of Level 1 features and is composed by 5 classes

(arch, tented-arch, left loop, right loop, and whorl). Fig. 4.17 shows an example of the

considered classes. Fingerprint classification can be achieved by different approaches,

such as neural networks classifiers, statistical methods, syntactic methods, rule-based

methods, support vector machines [261]. Further strategies can be applied for reducing

the number of identity comparisons, such as the use of a sub-classification [262], and

the computation of continuous indexes related to different fingerprint features [251].

4.5.6 Computation of synthetic fingerprint images

The design of fingerprint recognition systems requires the collection of sample databases

large enough to prove the validity of the envisioned method. This task is expensive

and time consuming. Moreover, it can require the design and implementation of new

acquisition sensors. In order to limit the efforts necessary to collect biometric data, it

can be useful to perform tests on simulated samples.

The only works in the field of synthetic fingerprint computation are based on the

simulation of two-dimensional images of fingerprints captured by contact-based sensors.

The method proposed in [263] is based on techniques for the computation of global

and local features of the fingerprint. The global features are related to the orientation

of the ridge pattern, which is modeled by using a limited set of coefficients describing

a sampling of the two-dimensional function that represents the spatial direction of

the ridges. A second-order model is then used to approximate the spatial orientation

function. Local features are computed by first defining a set of points with a binary
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mask, which is then iteratively refined using a stripe-shaped filter. The orientation of

the filter is chosen according to the orientation field.

The method described in [264, 265] proposes a biologically-inspired mathematical

model for the formation of the fingerprint ridge pattern, based on the idea that the ridge

pattern is created by the differential growth of the skin basal layer, which is compressed

by the adjacent skin layers. The compression that originates the fingerprint pattern is

then modeled and reproduced to compute synthetic fingerprints.

An approach based on a genetic algorithm is introduced in [266]. This approach is

designed for the computation of synthetic fingerprint samples from a limited set of real

fingerprint images. The genetic algorithm is used to initialize and adapt a set of filters

used to obtain the synthetic samples. The method is also able to adapt the process

in order to produce synthetic samples that are similar to the ones appertaining to a

specific set of real fingerprints.

The method described in [267] is based on the computation of different images

describing the fingerprint area, the ridge orientation, the ridge frequency, and the ridge

pattern. The fingerprint area is defined using a silhouette, while the orientation image

is obtained starting from the position of the singular points (loops and deltas). A

mathematical flow model is then applied to estimate a consistent orientation in the rest

of the image. The frequency information image is obtained by using a heuristic criteria

inferred from the visual inspection of real fingerprints. The ridge pattern and the

minutiae are then computed by using a contextual iterative Gabor filtering technique.

As a last step, the realism of the model is improved by simulating the displacement,

rotation, distortion, skin condition, and acquisition noise.

An improved version of the method described in [267] is proposed in [268], and

permits to compute synthetic fingerprints according to parameters such as gender, age,

and race. The possibility to explicitly tune these parameters allows the creation of a

database of fingerprints that realistically simulate specific applicative contexts.
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4.6 Contactless fingerprint biometrics

Most of the fingerprint recognition systems use contact-based acquisition devices. How-

ever, these systems suffer from important intrinsic problems [269]:

• Inconsistent contact - the contact of the finger with the acquisition sensor

causes distortions in the captured images due elastic deformations of the friction

skin of the finger. For each acquisition, the introduced deformations can have

different magnitude and directions.

• Non-uniform contact - different factors can introduce noise and reduce the

contrast of the local regions of fingerprint images, such as: the dryness of the

skin, shallow/worn-out ridges (due to aging or genetics), skin diseases, sweat,

dirt, and humidity in the air.

• Latent print - each time a user places the finger on the sensor platen, a latent

fingerprint is left on it. This fact represents a security lack of the system because

latent fingerprints can be used to perform impostor accesses. During the acqui-

sition process, moreover, the device can capture both the new fingerprint and

portions of latent fingerprints, obtaining inconsistent samples.

Contactless fingerprint recognition systems are studied in order to overcome these prob-

lems. Contactless biometric systems, in fact, permit to obtain biometric samples with-

out distortions due to the contact of the finger with the sensor, are more robust to dirt

and different environmental conditions, and do not present latent fingerprints on the

sensor surface.

Another important goal of contactless fingerprint recognition systems is to increase

the user acceptability with respect to the contact-based techniques. Cultural factors

and fears related to the transmission of skin diseases, in fact, can limit the acceptabil-

ity of contact-based recognition systems. Moreover, the use of contactless acquisition

techniques can permit to reduce the efforts necessary for the training of the users and

to reduce the time needed for every biometric acquisition.

Contactless recognition systems are based on images captured by CCD cameras.

These images are very different from the ones obtained by using contact-based acqui-

sition sensors. An example of fingerprint images captured using a CCD camera and a
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(a) (b)

Figure 4.18: Examples of fingerprint images captured using a contact-based sensor and

a CCD camera: (a) contact-based image; (b) contactless image. Contactless fingerprint

images are more noisy and present a more complex background.

contact-based sensor are shown in Fig. 4.18. It is possible to observe that the contact-

less fingerprint images present more noise, reflections, and a more complex background

with respect to contact-based images. Moreover, the skin can be considered as part

of the background. Other problems that should be considered during the design of

contactless recognition systems are related to inconstant resolutions and differences in

the acquisition angle.

The biometric recognition process performed by most of the contactless systems

in the literature can be divided into three main steps: acquisition; computation of a

contact-equivalent fingerprint image; feature extraction and matching. The schema of

the process is shown in Fig. 4.19.

In the literature, there are different contactless acquisition strategies, which can be

based on single CCD cameras, multiple view techniques, or structured light approaches.

The acquisition setups can also use specifically designed illumination systems.

The methods for the computation of contact-equivalent fingerprint images are strictly

related to the used acquisition setup. The goal of these methods is to obtain finger-

print images that can be used by algorithms designed for contact-based recognition

systems. In the case of systems based on single contactless fingerprint images, the

contact-equivalent fingerprint images are obtained by applying specifically designed

enhancement techniques and by performing a normalization of the image size to a
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Figure 4.19: Schema of the contact-less fingerprint recognition systems.

standard resolution (usually equal to 500 or 1000ppi). Other systems compute a metric

reconstruction of the fingertip and then apply techniques for mapping three-dimensional

data into a two-dimensional space. The computation of three-dimensional models per-

mits to obtain less-distorted samples, but require complex and expensive acquisition

setups.

Feature extraction and matching techniques are finally applied in order to perform

the biometric recognition. Most of the systems in the literature use methods designed

for contact-based fingerprint images, but there are also algorithms specifically designed

for contact-equivalent fingerprint images.

This section presents techniques in the literature for the acquisition and process-

ing of contactless fingerprint samples. The described techniques are divided into two

classes: methods based on two-dimensional samples, and methods based on three-

dimensional samples.

4.6.1 Fingerprint recognition based on contactless two-dimensional

samples

In the literature, there are contactless fingerprint recognition systems based on two-

dimensional samples designed to be integrated in low-cost, and there are portable de-

vices and systems that use more complex hardware setups in order to obtain higher

recognition accuracy.

Contactless fingerprint recognition systems based on two-dimensional samples use

CCD cameras to capture the details of the ridge pattern. Usually, they capture a single

image and then process it in order to obtain a contact-equivalent fingerprint image.

The biometric recognition is then performed by using well-known algorithms for the
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(a) (b) (c) (d)

Figure 4.20: Fingerprint images captured contactless in different illumination conditions:

(a) frontal illumination; (b) illumination from the left side; (c) illumination from the right

side; (d) illumination from the top side.

feature extraction and matching of contact-based fingerprint images. There are also

systems that use feature extraction and matching algorithms specifically designed for

contactless two-dimensional samples. Some systems also use multiple view techniques

or specifically designed optics in order to obtain contact-equivalent fingerprint images

not affected by perspective deformations and out of focus problems.

4.6.1.1 Acquisition

The most important factors that characterize the acquisition setups used to capture

contactless finger images are the use of supports for the finger placement, the adopted

optical configuration, and the illumination technique. The obtained images, in fact, can

present different characteristics and levels of noise. As an example, Fig. 4.20 shows

some images obtained using the same point shaped light placed in different positions.

The simplest acquisition technique consists in the use of a low-cost CCD camera in

uncontrolled light conditions. A biometric system that captures fingerprint images us-

ing a webcam in natural light conditions is presented in [270], and studies on the use of

mobile phone cameras are described in [271, 272]. The images captured in uncontrolled

light conditions, however, present poor contrast between ridges and valleys. For this

reason, most of the contactless recognition systems in the literature use illumination

techniques to improve the visibility of the fingerprint. A simple and low-cost illumina-

tion technique consists in the use of a point light source, like a lamp [273, 274, 275].

The main disadvantage of using point light sources is that they introduce shadows that
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can reduce the visibility of the ridge pattern. Moreover, they do not permit to obtain

a uniform illumination in the external regions of the fingerprint images. In order to

overcome these problems and obtain a uniform illumination in all the regions of the

images, other methods use ring illuminators [276].

In the literature, there are also studies on the light wavelengths that permit to

enhance the visibility of the ridge pattern [269, 277]. These studies report that the white

light does not bring the best contrast between ridges and valleys. Long wavelength rays,

like white light and infrared, in fact, tend to penetrate the skin, and to be absorbed

by the epidermis. Differently, a blue light with a wavelength of 500 nm permits to

obtain the lower hemoglobin absorption and to enhance the details of the skin. For

this reason, some contactless fingerprint acquisition systems use illumination techniques

based on blue led lamps [278, 279]. The work presented in [277] compares illumination

setups based on different light wavelengths, light positions, polarization, and diffusion

techniques. The best quality images are obtained using a horizontally polarized blue

light with a tilt angle of 45◦, and treated with a scattering filter in order to obtain a

uniform illumination in all the regions of the finger.

Other acquisition systems use transmission-based illumination techniques. The sys-

tem described in [280] uses a red light source placed on the fingerprint side to focus

the light transmitted through the finger onto a CCD. This method permits to capture

images describing the shape of the ridges in the internal layers of the finger and is less

sensible to problems related to bad skin conditions with respect to other illumination

techniques. However, the acquisition setup requires that the finger is placed in fixed

position, imposing constraints to the users.

Other important aspects of the contactless acquisition systems are that they have to

guarantee a proper depth of focus and field of view in order to capture the details of all

the regions of the fingertip. In order to obtain an appropriate field of view, most of the

systems in the literature require that the distance between the finger and the camera

is less than 10 cm. Considering the required magnification ratio and the cylindrical

shape of the finger, standard lenses can obtain fingerprint images affected by out of

focus problems in the lateral regions. In order to overcome this problem, some systems

use multiple cameras [279, 281]. Another possibility to overcome this problem is to use

curved lenses. These lenses, however, can produce distortions in the captured images

and increase the costs of the hardware setups.

91



4. FINGERPRINT BIOMETRICS

Other problems that should be addressed are related to the image resolution and

motion blur. The use of supports for the finger placement permits to calibrate the

acquisition setup in order to estimate the image resolution and to reduce the probability

of finger movements. For these reasons, many systems use supports for the finger

placement [269, 276, 281]. In the literature, there are also studies on less-constrained

setups that do not require the use of supports [279].

Contactless fingerprint images captured by single cameras, however, do not present

a constant resolution in the different fingerprint regions. In this kind of acquisition

systems, in fact, the optical resolution decreases from the detector center to the detector

side due to the finger curvature. This factor can also be influenced by the small focus

field of single cameras with high magnification lenses.

In some governmental applications, the size of the fingerprint image database is

typically very large. For this reason, compression algorithms are applied to the bio-

metric samples. The work described in [282] evaluated the results obtained by different

techniques for the compression of contactless fingerprint images. The best performance

was obtained by the WSQ technique [224].

4.6.1.2 Computation of a contact-equivalent image

Usually, the samples captured by contactless sensors cannot be directly used by recog-

nition methods designed for contact-based fingerprint images. In order to obtain the

compatibility with these biometric algorithms and the existing AFIS, most of the con-

tactless fingerprint recognition systems in the literature compute contact-equivalent

fingerprint images, which represent the ridge pattern at a fixed resolution.

In [272], the performances obtained by a commercial fingerprint recognition soft-

ware on contactless images are evaluated. The paper reports that sufficient results are

obtained only on the best quality images.

In order to perform biometric recognitions based on well-known methods in the

literature, the enhancement of the ridge pattern is usually computed. This task aims

to obtain a gray-scale image representing only the fingerprint pattern and to reduce the

noise present in the captured contactless image. An example of contactless fingerprint

image and the corresponding contact-equivalent image are shown in Fig. 4.21.

Important goals of the computation of contact-equivalent fingerprint images are to

increase the contrast between ridges and valley by removing the details of the finger
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(a) (b)

Figure 4.21: Example of results obtained by computing a contact-equivalent image from

a contactless fingerprint image: (a) contactless image; (b) contact-equivalent image.

skin, to reduce out-of focus problems, to remove possible reflections, and to reduce

the noise introduced by CCD cameras. In the literature, there are different techniques

designed for the enhancement of contactless fingerprint images. The method described

in [270] first performs a preprocessing task based on the Lucy-Richardson algorithm

and on the deconvolution of the input image by a Wiener filter. This task aims to re-

duce out of focus problems and to decrease the presence of noise. Then, a background

subtraction algorithm based on low-pass Gabor filters is applied. Finally, a cutoff filter

tuned according to the mean ridge frequency is used in order to increase the contrast

between ridges and valleys. Differently, the image enhancement method proposed in

[273, 274, 275] is based on a contextual filtering technique. First, it estimates the fin-

gerprint area by converting the captured color image in grayscale and by applying a

segmentation technique based on an adaptive threshold and on morphological opera-

tors. Finally, the visibility of the contact-equivalent image is obtained by using the

contextual filtering technique based on the STFT analysis described in [177]. Another

enhancement method designed for contactless fingerprint images is described in [283].

Similarly to the technique presented in [181], this method applies Gabor filters tuned

according to the local ridge frequency and orientation, but computes the ridge orien-

tation map using an iterative regression algorithm designed to be more robust to the

noise present in contactless fingerprint images.
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In order to obtain contact-equivalent fingerprint images that can be used by match-

ing techniques based on minutia features, it is also necessary to normalize the contact-

less images to a fixed resolution. Some contactless recognition systems that require the

placement of the finger at a fixed position obtain this result by evaluating the infor-

mation related to the focal length and the distance between the finger and the camera

[269, 276]. Systems that do not impose constraints can only perform an approximated

normalization. The method presented in [270] first computes an alignment of the fin-

gerprint image by applying a rotation inverse to the angle of the major axis of the finger

silhouette. The last task of the normalization is the registration of the minor axis of

the image to the standard measure of 9/10 of the height of the final contact-equivalent

image.

4.6.1.3 Contact-equivalent samples from multiple images

Contact-equivalent images obtained using single CCD cameras present problems related

to perspective distortions and different resolutions in the local image regions. In order

to overcome these problems, a two-dimensional contactless recognition system based

on the mosaicing of fingerprint images obtained from three views is presented in [281].

The acquisition system is composed by a camera placed in front to the finger and two

cold mirrors with a fixed tilt angle that are used both to obtain different views of the

fingertip and to be a support for the finger placement. The contact-equivalent images

are obtained by merging the information related to the different views. The schema

of the acquisition setup is depicted in Fig. 4.22a, an example of captured images is

shown in Fig. 4.22b, and the corresponding mosaiced image is reported in Fig. 4.22c.

The first task is the image enhancement and is performed in order to increase the con-

trast between ridges and valleys in all the captured images. The enhancement method

used by this biometric system is similar to the one presented in [283], but performs

an adaptive histogram equalization task before applying the contextual filtering. The

second task is the search of corresponding points in the captured fingerprint images.

In order to reduce the number of corresponding candidate points, the images are first

rectified by using the information obtained from a previously performed calibration of

the multiple view setup. A first set of corresponding points in the frontal and lateral

views are obtained by applying a minutiae matching technique. Starting from the ob-

tained set of corresponding minutiae, a ridge following approach is used to search more
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(a) (b) (c)

Figure 4.22: Multiple view technique for the computation of two-dimensional fingerprint

samples [281]: (a) acquisition setup; (b) example of captured images; (c) mosaiced image.

corresponding points. The next step consists in the merging of the three-views. The

regions of the lateral views that should be merged with the central region of the frontal

view are selected by applying an iterative distance minimization technique to the set of

corresponding points. The lateral views are then transformed accordingly to the results

obtained by the distance minimization and then merged with the central region of the

frontal view. Finally, the obtained contact-equivalent image is refined by smoothing the

intensity values in the transitions between the merged regions. This system effectively

reduce problems related to perspective distortions but it does not permit to properly

overcome problems due to different resolutions of the local fingerprint regions because it

does not compute a metric representation of the biometric samples like the contactless

systems based on three-dimensional reconstruction techniques.

Another interesting system that considers the three-dimensional fingerprint shape in

order to obtain a contact-equivalent fingerprint image is described in [284]. The acqui-

sition setup is shown in Fig. 4.23 and is composed by a beveled ring mirror and a CCD

camera. The acquisition process requires that the user moves the finger into the ring.

During this process, the camera placed in front to the mirror captures a set of images

that represent overlapped portions of the fingerprint. The captured circular regions are

then mapped in rectangular areas by using a log-polar transformation. The obtained

images are merged by using a correlation approach, obtaining an image describing the

complete fingerprint area. Finally, the visibility of the ridge pattern is enhanced. A

less expensive setup that can be used by this acquisition technique is also proposed

in [284] and is based on a three-view configuration obtained using a line camera and
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Figure 4.23: Schema of the contactless acquisition method based on a beveled ring mirror

[284].

two mirrors. The main problem of this technique is that the speed and direction of

the finger movement cannot be controlled and can introduce artifacts. Moreover, the

system does not permit to obtain contact-equivalent images with a constant resolution

in all the fingerprint regions because it assumes that the fingers have a fixed shape.

4.6.1.4 Feature extraction and matching

Similarly to contact-based fingerprint recognition systems, most of the biometric tech-

nologies based on contactless fingerprint images perform the recognition task using

methods based on minutia features since they can obtain accurate results and require a

limited computational time. These systems are usually based on matching techniques

designed for contact-based images [269, 270, 281].

Matching algorithms based on minutia features require a constant resolution of the

images in order to compute metric distances between the minutia points. For this

reason, they can be used only if a proper resolution normalization is performed during

the computation of the contact-equivalent images. This task can be performed with a

sufficient accuracy only by adopting acquisition setups that use guides for the finger

placement, since systems that impose fewer constraints on the finger placement can only

infer the image resolution from characteristics of the image itself. In order to perform

the recognition with sufficient accuracy also in systems based on this kind of acquisition

setups, it is then useful to adopt matching methods based on adimensional features. The
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matching technique proposed in [285] is specifically designed for contactless biometric

systems that do not impose strong constraints on the placement of the finger during the

acquisition task. This technique is based on a feature set similar to the Fingercode [193].

In order to overcome problems related to perspective distortions and noise, this method

compares the fingerprint templates using computational intelligence techniques. The

principal component analysis (PCA) is used to search the most distinctive features and

support vector machines (SVM) are adopted to perform the template comparison.

A matching method specifically designed for low resolution contactless images (about

50 ppi) is presented in [286]. This method can use features computed by applying Gabor

filters with different orientations and features based on the localized Radon transform

(LRT).

In the literature, there are also multibiometric systems that fuse the information

from the analysis of the ridge pattern of contactless images and the corresponding

vein pattern. The vein pattern can also be used to check the vitality of the finger

in contactless acquisitions. Contactless fingerprint acquisition systems that permit to

capture images of the vein pattern are described in [279, 287].

4.6.2 Fingerprint recognition based on contactless three-dimensional

samples

With respect to biometric systems based two-dimensional samples, the systems that

compute three-dimensional fingerprint models can use more information and less dis-

torted data. The used samples, in fact, consist in three-dimensional structures that

are not affected by perspective deformations and represent a metric reconstruction of

the fingertip. Moreover, the feature extraction and matching algorithms can use the

additional information related to the z axis in order to improve the recognition accu-

racy. These systems, however, require more complex acquisition setups and are more

expensive with respect to the ones based on single contactless images. Moreover, most

of the methods in the literature require complex acquisition procedures.

The acquisition of three-dimensional biometric samples can be performed using

different methods. This step requires specifically designed hardware setups and three-

dimensional reconstruction algorithms. The three-dimensional fingerprint reconstruc-

tion techniques in the literature compute different kinds of samples. There are systems

able to estimate the three-dimensional shape of ridges and valleys [284, 284, 288], and

97



4. FINGERPRINT BIOMETRICS

(a) (b)

Figure 4.24: Example of three-dimensional samples obtained using different techniques:

(a) finger volume with the texture of the ridge pattern; (b) portion of a three-dimensional

model of ridges and valleys.

systems that represent the fingerprint as the three-dimensional volume of the finger

with a superimposed texture that describe the ridge pattern [289, 290]. An example of

a sample composed by the finger volume and the texture of the ridge pattern, and a

portion of a sample describing the three-dimensional ridges are shown in Fig. 4.24.

Fingerprint three-dimensional models can be directly used by specifically designed

feature extraction and matching techniques or converted in contact-equivalent finger-

print images. Dedicated techniques for the direct comparison of three-dimensional

samples permit to use the additional information related to the height, in order to

obtain more accurate recognitions. Differently, the computation of contact-equivalent

images permits to use existing recognition techniques designed for contact-based finger-

print images. Moreover, using proper strategies, it can be possible to obtain fingerprint

images compatible with the existing AFIS.

All the recognition systems in the literature based on three-dimensional fingerprint

models perform the mapping of the three-dimensional samples into a two-dimensional

space in order to obtain contact-equivalent images. This task is usually called unwrap-

ping or unrolling.
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4.6.2.1 Acquisition

It is possible to divide the methods for the computation of three-dimensional fingerprint

models into two classes. The first class is composed by methods based on multiple

view techniques. The reconstruction methods in the literature appertaining to this

class are not able to estimate the three-dimensional shape of ridges and valleys. The

obtained three-dimensional model consists in the finger volume with a superimposed

texture representing the ridge pattern. The main advantage of these methods is that

they can perform the three-dimensional reconstruction using data captured in a single

time instant. The second class of methods for the computation of three-dimensional

fingerprint samples is based on structured light techniques. The use of structured

light patterns can permit to compute three-dimensional models of ridges and valleys.

However, these methods require long acquisition times because they need to capture a

relevant number of frames in order to reconstruct a three-dimensional model. For this

reason, it is important that the users stay still during all the acquisition procedure in

order to avoid motion blur problems in the captured frame sequences.

A system for the acquisition of three-dimensional fingerprint models based on a

multiple view technique is presented in [284, 288, 291]. The acquisition setup uses five

cameras located on a semicircle and pointing to its center, where the finger has to be

placed during the biometric acquisition. The illumination system consists in a set of

green leds placed around the semicircle. Fig. 4.25 shows the schema of the acquisi-

tion device. The three-dimensional reconstruction is performed using the information

obtained from the calibration of the multiple view system, which is performed off-line.

The first step is a rough estimation of the finger volume and is performed using a shape

from silhouette technique. Then, the corresponding points in the images obtained from

adjacent cameras are searched by using a correlation-based technique. Finally, the

tree-dimensional shape is obtained by applying the triangulation algorithm [292], and

the texture representing the ridge pattern is computed and superimposed to the three-

dimensional model. The model is then composed by a depth map and a gray scale

image. The ridge pattern computation is based on an image enhancement method that

can be divided into two tasks. The first task is the enhancement of the ridge visibility

and is performed by applying a Homomorphic filtering technique. The logarithm of

the image is first computed, a high-pass filter is then applied, and the exponential of
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Figure 4.25: Multiple view setup for the computation of three-dimensional fingerprint

models [284].

the obtained image is finally calculated. The second task consists in the ridge pattern

enhancement and is performed by using the contextual filtering technique described in

[181].

A system based on a structured light technique is presented in [289, 290]. This

system is able to estimate both the three-dimensional shape of ridges and valleys and

a texture of the ridge pattern obtained from the visual aspect of the finger. The ac-

quisition setup is shown in Fig. 4.26 and is composed by a camera and a projector.

The three-dimensional reconstruction of the ridge pattern is obtained by projecting a

sine-wave pattern shifted several times. Every frequency pattern is used with 10 phase

shift patterns. The frequency of 16 cycles per length of each pattern is used. Each ac-

quisition therefore requires the capture of several frames. The three-dimensional shape

is obtained by evaluating the phase shift of the projected pattern in every captured

frame and by using the information related to a previous calibration of the acquisition

system. In order to remove possible spikes, a median filter is finally applied to the

obtained depth map. The texture of the ridge pattern is computed as the albedo image

[293].

Another acquisition system based on a structured light technique is described in

[294]. Differently from the device presented in [289, 290], this system does not estimate

the three-dimensional shape of ridges and valleys, but only computes the finger volume

and the texture describing the ridge pattern. The used three-dimensional reconstruction

technique is based on the projection of a fringe pattern. The acquisition setup is

composed by a camera and a blue led with a sinusoidal pattern. The finger volume is
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Figure 4.26: Structured light setup for the computation of three-dimensional fingerprint

models [289].

obtained by computing the phase map of every pixel and by using the calibration data to

estimate the depth of every point with the triangulation algorithm [292]. The texture

describing the ridge map is considered as a contactless fingerprint image separately

captured by the camera.

4.6.2.2 Computation of a contact-equivalent image

The computation of contact-equivalent images based on three-dimensional fingerprint

models consists in the mapping of the three-dimensional shape into a two-dimensional

space by using unwrapping techniques. The goal of this task is to obtain data com-

patible with the existing AFIS and recognition algorithms designed for contact-based

fingerprint images. This task, in fact, permits to obtain fingerprint images similar to

the ones captured by inked acquisitions. An example of obtained result is shown in

Fig. 4.27. It is possible to observe that the contact-equivalent image does not present

perspective distortions.

In the literature, there are different unwrapping techniques. These techniques can

be divided into parametric methods and non-parametric methods. The first class of

algorithms computes the projection of the three-dimensional fingerprint sample onto

a parametric model (e.g. a cylindrical or a conic) and then unwraps this model in a

two-dimensional space. Usually, these methods are computationally efficient. How-

ever, differences between the approximating model and the real shape can introduce

distortions in the final image. Non parametric methods can be directly applied to the

three-dimensional model without imposing constraints on its shape and are able to pre-

serve local distances or angular relations. The mapping of a three-dimensional shape
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(a) (b)

Figure 4.27: Computation of contact-equivalent fingerprint images by the unwrapping of

three-dimensional models: (a) fingerprint model; (b) contact-equivalent image.

in a two-dimensional space, however, does not permit to maintain the original metric

distances between all the points of the three-dimensional model.

A simple parametric method is based on the approximation of the finger shape

to a cylindrical model [272]. The first step consists in the estimation of the center

of rotation, which is considered as the minimum z and mean x of the finger model.

Then, the coordinates of every three-dimensional point are converted in cylindrical

coordinates. Finally, the texture image of the ridge pattern is mapped in the new

space by using an interpolation technique. The main problem of this method is that

the obtained images present important horizontal distortions. Moreover, it does not

permit to obtain images with a fixed resolution in the horizontal axis.

A method proposed for reducing the distortion introduced by the approximation

to a cylindrical model is described in [289]. The shape of the finger is first approxi-

mated as a set of rings with different radii and center coordinates. In order to reduce

the noise present in the approximating model, a mobile averaging filter is then applied

to the estimated radii. The approximating model can then be mapped into the two-

dimensional space. If the three-dimensional map of the ridge pattern is available, this

method applies an iterative algorithm in order to obtain an image representing the
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three-dimensional ridge structure flattened on a plane. In this case, the best quality re-

gions of the images representing the ridge pattern obtained from the three-dimensional

model and texture image are fused, obtaining the contact-equivalent image.

Another parametric method is described in [295]. The first step consists in the

estimation of a sphere that approximates the finger model. Then, a linear mapping

into a two-dimensional space is performed and a distortion correction algorithm based

on the analysis of the distance between adjacent points is applied. The obtained result

consists in a nonlinear mapping of the points appertaining to the three-dimensional

model, which is used to compute the contact-equivalent image.

The non-parametric unwrapping technique described in [272] is used by different

systems in the literature [284, 288, 294]. The method aims to preserve the inter-point

surface distances and scale to a maximum degree. First, the fingerprint model is divided

into slices along the vertical direction. Each slice is then unfolded by a resampling

algorithm that tries to preserve the distances between the points appertaining to the

slice. The sampling algorithm starts from the center of the slice and estimates the new

(x, y) coordinates of every point according to the distance from the nearest points of

the slice.

A non-parametric method based on mechanical lows is presented in [296]. The first

step consists in the estimation of the finger shape by removing the presence of ridges

and valleys. This step is performed by using a weighted linear least square algorithm

based on weights computed by a Gaussian function. The point cloud is then considered

as a mechanical system, in which every point is connected to the 8-connected neighbors

with virtual springs. An iterative algorithm searches the equilibrium position for each

three-dimensional point and computes the contact-equivalent image according to the

estimated positions.

All the three-dimensional fingerprint unwrapping methods in the literature, how-

ever, are not able to obtain images equal to the ones captured by contact-based sensors.

In order to increase the similarity between contact-equivalent images and contact-based

images and to consequently increase the compatibility of the contact-equivalent images

with the existing AFIS, the method presented in [297] includes a simulation of the

finger pressure on a contact-based sensor. This model assumes a higher pressure in the

central region and a lower pressure in the lateral regions of the finger. The unwrapping

method is based on the non-parametric technique described in [272], but it determines
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(a) (b) (c)

(d) (e)

Figure 4.28: Commercial sensors for the contactless acquisition of fingerprint samples:

(a) TBS 3D TERMINAL [298]; (b) TBS 3D ENROLL [298]; (c) TST BiRD 4 [299]; (d)

Safran Morpho Finger on the Fly [300]; (e) Mitsubishi’s Finger Identification Device By

Penetrated Light [301].

a sampling interval for each point of the fingerprint according to its relative position

with respect to the center of the ridge pattern. The obtained results show a greater

compatibility with the existing contact-based biometric techniques compared to the

contact-equivalent images obtained by other methods in the literature.

4.6.3 Applications of contactless fingerprint recognition techniques

The market analysis performed by the International Biometric Group (IGB) [23] reports

that the majority of the existing biometric systems are based on the fingerprint trait.

Contactless fingerprint recognition systems are recent technologies. Most of the lit-

erature regarding these systems is related to prototypal studies, but there are also some

commercial acquisition devices. Fig. 4.28 shows examples of these technologies. Most

of the existing commercial systems are based on the computation of three-dimensional

models [298, 299, 300]. Differently, the system proposed by Mitsubishi [301] captures
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two-dimensional samples using a transmission-based illumination technique. All of

these systems require that the finger is placed on dedicated supports.

Due to their recent introduction, the diffusion of contactless fingerprint technologies

in real applicative scenarios is limited. Anyway, they should be adopted in all the

applications that use live fingerprint acquisitions, introducing some advantages with

respect to contact-based recognition systems. For example, contactless systems should

be used in the governmental, commercial, and investigative sectors.

Important biometric applications in the governmental sector are the border con-

trols. In this context, contactless techniques should permit to reduce the recognition

time by using less constrained biometric acquisition procedures. Biometric documents

should also be created using contactless acquisitions, which can reduce the costs of the

enrollment and verification devices.

Examples of applications in the commercial sector are authentication systems inte-

grated in ATMs, and terminal login. In this sector, the user satisfaction is a critical

aspect for the diffusion of applications and services. Contactless fingerprint recognition

systems should permit to increase the user acceptability of the biometric recognition

process with respect to contact-based systems.

Other applications should be for investigative uses. Contactless acquisition tech-

niques should permit to easily capture biometric samples from non-collaborative sub-

jects with respect to contact-based acquisition systems. However, the compatibility of

the contact-equivalent images obtained by contactless systems with the existing AFIS is

a crucial aspect for the diffusion of contactless technologies in this applicative context.

There are no studies on this aspect performed using large datasets of samples.

With respect to other biometric technologies, contactless fingerprint recognition

systems should also increase the possibility to perform biometric authentications in web

applications (e.g. e-banking, e-commerce, and e-government). Recognition techniques

based on single fingerprint images, in fact, can obtain sufficiently accurate results using

webcams or cameras integrated in mobile phones, without requiring dedicated biometric

acquisition devices. Other biometric characteristics can be captured using the same

devices (e.g. the face), but usually present less durability and accuracy.

The higher resolution of contactless images with respect to contact-based fingerprint

images should also permit the design of new applications, like the network security

protocol presented in [302].
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4.7 Summary

Fingerprint biometrics is based on the analysis of the ridge pattern present on the hu-

man fingers, which is considered as one of the highly distinctive human characteristics.

The fingertip ridge structure, moreover, is characterized by high durability since it is

fully formed at about the seventh month of the fetus development, and it does not

change for all the life unless serious accidents or diseases

Fingerprint recognition systems are the most well-known and widely used biometric

technologies. The main applicative contexts of these systems are in forensics, govern-

mental, and commercial sectors. Examples of applications in these sectors are the

investigative analyses, search of lost persons, biometric documents, border controls,

terminal login, and authentication systems integrated in ATMs.

The analysis of the fingerprint characteristics can be performed at three levels:

global, thin, and ultra-thin. The first level evaluates the overall ridge flow. Examples

of characteristics analyzed at Level 1 are the ridge orientation, local ridge frequency,

singular regions, and ridge count. Level 2 analysis considers specific ridge discontinu-

ities called minutiae. There are many different classes of minutiae, but, usually, only

bifurcations and terminations are considered. In the literature, there are many studies

on methods for the estimation of minutia points. The ultra-thin characteristics evalu-

ated at Level 3 are related to small details like pores and incipient ridges. This level of

analysis can only be performed on high resolution fingerprint images.

Usually, fingerprint recognition systems perform analyses of different levels in every

step of the recognition process. In traditional fingerprint biometrics, this process can

be divided into the sequent steps: acquisition, quality evaluation, enhancement, feature

extraction, and matching. The acquisition process can produce three classes of images:

latent fingerprints, inked fingerprints, and live-scan fingerprints. The quality of the

captured image is then evaluated in order to discard samples that can produce erroneous

recognitions. The visibility of the ridge pattern is then improved using enhancement

techniques. The most used methods in the literature can be classified in pixelwise

enhancement, contextual filtering, and multi-resolution enhancement. The next step

is the feature extraction, which is usually based on minutia features. The final step is

the matching between biometric templates. In systems based on minutia features, the

matchers can consider local or global characteristics, and can use techniques designed
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to overcome problems due the presence of distortions in the fingerprint images. There

are also matching methods based on correlation techniques and Level 1 or Level 3

features. Identification systems can also use a supplementary classification or indexing

step, which permits to reduce the number of identity comparisons. The most used

fingerprint classification schema is based on five classes (arch, tented-arch, left loop,

right loop, and whorl), which are estimated considering the characteristics of the ridge

orientation. In the literature, there also methods for the computation of synthetic

fingerprint images that can be used to design and evaluate new biometric algorithms.

Most of the fingerprint recognition systems use contact-based acquisition proce-

dures. The obtained images, however, can present non-linear distortions and low con-

trast regions due to inconstant pressures of the finger on the sensor platen. In order

to overcome this problem and to increase the usability and user acceptability of fin-

gerprint biometrics, researchers are studying contactless recognition systems based on

CCD cameras. Contactless fingerprint images, however, are very different from images

captured by traditional sensors. Most of the contactless recognition systems therefore

aim to compute contact-equivalent fingerprint images in order to use traditional feature

extraction and matching algorithms and to obtain data compatible with the existing

biometric databases. Contactless fingerprint recognition systems can be based on two-

dimensional and three-dimensional samples. Systems based on two-dimensional samples

can use different acquisition setups based on one or more cameras and dedicated illu-

mination techniques. In these systems, the computation of contact-equivalent images

is usually performed by applying image enhancement algorithms and methods for the

resolution normalization. The obtained contact-equivalent images, however, usually

present distortions due to perspective effects. The systems based on three-dimensional

samples require more complex acquisition setups, but can generally achieve more accu-

rate results. The samples can consist in three-dimensional models of the ridge pattern,

or in models representing the finger volume with a superimposed texture representing

the ridge pattern. The three-dimensional models can be obtained by using structured

light approaches or multiple view techniques. In order to obtain contact-equivalent

images, the three-dimensional models are mapped into a two-dimensional space by

applying parametric or non-parametric unwrapping algorithms.
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Contactless systems should be used in all the applicative contexts in which tradi-

tional fingerprint biometrics are applied, obtaining great advantages in terms of usabil-

ity and user acceptability.
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Chapter 5

Contactless Fingerprint

Recognition

This chapter presents the researched methods for contactless fingerprint biometrics.

An important characteristic of the studied approaches is that they do not use finger

placement guides, reducing the acquisition constraints with respect to most of the con-

tactless fingerprint recognition systems in the literature. Some implemented methods,

in fact, do not use any support for the finger placement. Other realized techniques

only require that the finger is placed on a desk with a fixed distance to the camera

in order to control the lens focus. Using this hardware configuration, the finger can

therefore be placed with uncontrolled yaw and roll orientations. Differently, most of the

methods in the literature adopt finger support guides specifically designed to minimize

the variability in the finger placement. Moreover, all the studied approaches are based

on images captured in a single time instant in order to require a minimum level of user

cooperation.

The researched approaches can be divided in methods based on two-dimensional

samples and methods based on three-dimensional samples. The first class of techniques

is designed for low-cost and portable applications. Differently, the methods based on

three-dimensional samples permit to obtain more accurate results, but they are based

on more complex hardware setups and algorithms.

The techniques described in this chapter regard different aspects of contactless

biometric systems: acquisition, quality evaluation of biometric samples, computation of

contact-equivalent images, matching algorithms, and computation of synthetic samples.
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5.1 Contactless fingerprint recognition techniques

Methods for all the steps of the biometric recognition process based on two-dimensional

and three-dimensional contactless fingerprint recognition systems have been researched.

All the studied methods are designed to work in less-constrained conditions with respect

to most of the contactless recognition technologies in the literature.

A schema of the researched biometric recognition techniques is shown in Fig. 5.1.

Four approaches for contactless fingerprint recognition systems have been studied: ap-

proach based on two-dimensional samples; approach based on three-dimensional sam-

ples and contact-equivalent images; approach based on three-dimensional samples and

three-dimensional templates; approach based on three-dimensional minutia points. Dif-

ferent techniques have been designed for all the steps of the biometric recognition pro-

cess based on contactless fingerprint images: (I) acquisition and quality assessment;

(II) computation of thee-dimensional samples; (III) computation of contact-equivalent

fingerprint images; (IV) feature extraction; (V) matching.

Different acquisition setups for recognition systems based on two-dimensional and

three-dimensional samples have been studied. These hardware setups do not require

the use of finger placement guides, are based on one or two cameras, and are able to

capture the information needed by the biometric recognition methods in a single time

instant.

In order to perform biometric acquisitions in uncontrolled applications, a quality

evaluation method able to estimate the best quality frames in frame sequences describ-

ing a finger that is moving toward the CCD camera have been realized.

Single contactless fingerprint images can then be directly used to compute contact-

equivalent fingerprint images. The studied method for the computation of contact-

equivalent images first performs an enhancement step in order to improve the visibility

of the ridge pattern and to reduce the noise present in the contactless-image, and then it

normalizes the image to a constant resolution. Two algorithms for the enhancement of

contactless fingerprint images have been implemented. The first algorithm is designed

to work in particularly noisy conditions, while the second one is more accurate ad

computationally efficient. The studied resolution normalization technique is designed

for fingerprint images captured at a fixed distance from the CCD camera.
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5.1 Contactless fingerprint recognition techniques

Figure 5.1: Schema of the researched approaches for contactless fingerprint recognition:

approach based on two-dimensional samples; approach based on three-dimensional samples

and contact-equivalent images; approach based on three-dimensional samples and three-

dimensional templates; approach based on three-dimensional minutia points. Different

techniques have been studied for all the steps of the biometric recognition process based on

contactless fingerprint images: (I) acquisition and quality assessment; (II) computation of

thee-dimensional samples; (III) computation of contact-equivalent fingerprint images; (IV)

feature extraction; (V) matching.
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The feature extraction and matching of contact-equivalent images obtained from

two-dimensional samples is then performed by using well-known methods in the lit-

erature designed for the Level 2 analysis of contact-based fingerprint images. Differ-

ently, the evaluation of Level 1 characteristics require dedicated methods since contact-

equivalent images obtained from two-dimensional contactless samples can present dif-

ferent non-idealities with respect to contact-based fingerprint images. An approach for

the core estimation in contactless images which uses computational intelligence tech-

niques to search the core in a list of candidate points has therefore been studied.

Different methods for the computation of three-dimensional fingerprint models have

also been researched. The performed research include a method able to estimate the

three-dimensional coordinates of the minutia points, and three different methods for

the computation of three-dimensional models describing the complete finger surface.

All the methods are based on multiple view acquisition setups. The first method can

be used only to perform biometric recognitions based on matchers that consider three-

dimensional features, and it is based on computational intelligence techniques. The

methods for the computation of three-dimensional models describing the finger surface

compute samples consisting in the three-dimensional fingerprint volume with a super-

imposed image representing the ridge pattern. These three-dimensional reconstruction

techniques share a common computational schema: the enhancement of the ridge vis-

ibility is first performed; pairs of corresponding points are then extracted from the

images obtained from the different views; a noise reduction technique is applied to the

pairs of corresponding points; the three-dimensional finger volume is computed; the

ridge pattern is finally estimated and superimposed to the three-dimensional model.

The matching of three-dimensional fingerprint models can be performed using algo-

rithms that consider three-dimensional features, or applying unwrapping methods and

then using techniques designed for contact-based fingerprint samples. Studies on both

a matcher based on three-dimensional minutiae points, and an unwrapping technique

have been performed. The three-dimensional matcher performs the comparison of De-

launay graphs computed from the three-dimensional coordinates of the minutia points.

Differently, the unwrapping technique approximates the finger shape as a set of rings

and then maps every ring into a two-dimensional space.

In order to improve the recognition accuracy by discarding insufficient quality sam-

ples, a quality estimation method specifically designed for contact-equivalent images
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obtained from three-dimensional models have also been researched. This method is

able to detect non-idealities introduced by the three-dimensional reconstruction step,

and to estimate a discrete quality value by using computational intelligence classifiers.

The design and evaluation of biometric algorithms and acquisition setups require

the use of big biometric databases. In order to reduce the efforts necessary to collect

biometric samples, an approach for the computation of synthetic contactless finger-

print samples from contact-based images has also been studied. The method simulates

three-dimensional fingerprint models obtained using different acquisition setups and

illumination techniques.

This chapter is organized as follows. Section 5.2 presents the studied techniques

for biometric systems based on contactless two-dimensional samples. It describes the

acquisition setups, quality estimation techniques, and algorithms for the estimation

of contact equivalent images. Section 5.3 discusses the researched techniques for the

computation of three-dimensional models, three-dimensional matching, unwrapping of

three-dimensional models, and quality estimation of contact-equivalent images obtained

from the unwrapping of three-dimensional models. Finally, Section 5.4 presents the

implemented approach for the computation of synthetic contactless fingerprint samples.

5.2 Methods based on two-dimensional samples

The studied approach for the acquisition and processing of contactless two-dimensional

fingerprint samples is described. First, the acquisition setup is presented. Then, a

quality assessment method for contactless images is analyzed. A technique for the

computation of contact-equivalent images is then discussed. Finally, methods for the

analysis of Level 1 and Level 2 features in contact-equivalent fingerprint images obtained

from contactless two-dimensional samples are detailed.

5.2.1 Acquisition

The researched algorithms designed for contactless two-dimensional samples are based

on fingerprint images captured using a single CCD camera. The acquisition setup is

designed to be integrated in low-cost mobile applications. For this reason, it does not

require the use of finger placement guides. Another important aspect consists in the

used illumination technique. In the described applicative conditions, in fact, it is not
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Figure 5.2: Schema of the realized hardware setup for the acquisition of contactless

fingerprint images.

possible to use complex and expansive illumination systems in order to enhance the

visibility of the ridge pattern. For this reason, the acquisition setup only uses a led

light placed in front to the finger. Moreover, this setup is able to capture good-quality

fingerprint images at a remarkable distance. All the contactless fingerprint acquisition

systems in the literature require that the finger is placed at a distance of less than 100

mm from the sensor. Differently, the realized acquisition setup captures contactless

fingerprint images at a distance of more than 200 mm. Fig. 5.2 shows a schema of the

acquisition technique.

In order to control the lens focus and to perform metric measurements on the

samples, the realized biometric recognition techniques require that the finger is placed

on a desk with a fixed distance to the camera, permitting to place the finger with

uncontrolled yaw and roll orientations.

In order to acquire the fingertip with a sufficient magnification/resolution, in fact,

we obtained the best results with lenses with a focal of 25 mm. Unfortunately, this

optical configuration permits to obtain a maximum depth of focus equal to 0.6 mm

considering the pixel size of the used CCD. In acquisitions performed controlling the

distance of the finger from the camera, this depth of focus is sufficient to capture good

quality fingerprint samples since the blur gradually affects the ridge pattern in the

lateral regions of the finger, without reducing the accuracy of the recognition process.

Differently, improper placements of the finger can produce insufficient quality samples.

Anyway, the studied quality assessment technique permits to use fingerprint images

captured without any restriction regarding the finger placement. In future works, it

should therefore be possible to design recognition algorithms able the o work using
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the best quality frames in frame sequences describing a finger moving toward the cam-

era. The realized quality assessment technique should also permit to design autofocus

methods for acquisition systems based on active cameras.

Moreover, the researched techniques for the evaluation of Level 1 features do not

require particular techniques to control the distance between the finger and the camera

because since they do not consider metric characteristics of the ridge pattern.

5.2.2 Quality assessment of contactless fingerprint images

Contactless fingertip acquisitions performed without finger placement guides and dedi-

cated illumination techniques can produce poor quality images, which can cause recog-

nition errors. Moreover, starting from hundreds of frames, only a limited number of

images have sufficient quality to be effectively used in biometric systems. In order to

perform this kind of biometric acquisitions in uncontrolled applications, it is therefore

necessary to adopt quality assessment techniques able to discard insufficient quality

images. A quality assessment approach able to search the best quality frames in frame

sequences describing a finger moving toward the camera has been researched. This

approach is described in [303].

A quality assessment technique for contactless fingerprint images should consider

a set of non-idealities and aspects that influence the quality of the captured samples.

Considered as noise effect, the environmental light can produce different shades along

the fingertip due to its intrinsic convex shape. Also, blurring effects can be present due

to errors in the focus of the lenses and the relative movements of the subject in front

to the camera. Moreover, the electronic noise of the CCD sensor is always present and

superimposed on the captured images. The quality of the captured fingerprint images

is also related to the applicative context and the ability of the users.

Another important aspect is that the finger movement can cause four main non-

idealities during every contactless biometric acquisition:

• the finger is too far from the capture system and the resulting ridge pattern is

not clear or sufficiently detailed;

• the finger is too close to the capture system and the obtained image is blurred

since the finger is out the focus range;
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• the finger is placed in skewed positions with respect to the field of view of the

capture system, hence the most important characteristics of the fingerprint are

not visible;

• the finger is moving too fast with respect to the exposure time of the CCD, hence

motion-blurred images are produced.

The goals of the studied approach are to process in real time each frame obtained by

the capture system, and to produce in output a reliable estimation of the frame quality,

hence permitting to the complete biometric system to select the best frame/frames from

the input sequence. The quality of fingerprint images can be expressed with continuous

values (e.g., ranging from 0 to 1) or with a set of discrete values that represent classes

of quality. The latter technique has been proposed by the NIST [229] and encompasses

5 levels of quality, from poor to excellent. The researched quality estimation approach

adopts a similar integer classification technique.

The studied approach includes two distinct methods, which are outlined in Fig. 5.3.

For each captured frame, the first step of the methods is the ROI estimation. The

Method QA performs an additional segmentation step, extracts a set of features, and

then performs the quality classification by using computational intelligence techniques.

Differently, the Method QB is based on the NIST NFIQ algorithm [233]. This algo-

rithm, however, cannot be directly applied to contactless fingerprint images. Hence,

the Method QB first computes the enhancement of the ridge pattern by applying a

specific band-pass filter. The used enhancement algorithm does not permit to obtain

accurate contact-equivalent images, but it permits to obtain sufficient details to per-

form a quality evaluation of contactless images in a computationally efficient manner.

The use of computationally efficient algorithms is necessary for the integration of a

quality estimation technique in real-time biometric acquisition systems.

5.2.2.1 Computation of the region of interest (ROI)

For each captured frame, the input fingerprint is processed by a method based on the

local variance of the input image for detecting the presence of the ridges in the ROI of

the input image. A method based on the local variance of the image divides the input

image in M squared blocks Sm(xs, ys) with fixed size. Then, the output image IA is
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Figure 5.3: Schema of the studied methods for the quality estimation of contactless

fingerprint images: the left branch of the schema describes the Method QA, the right

branch of the schema describes the Method QB.

obtained by applying the following algorithm for all the M blocks

IA (x, y) |xs,ys =

{

Sb, if var(S (xs, ys) ≤ t1),
0, otherwise.

(5.1)

where t1 is a fixed threshold value, and xs,ys are the pixel coordinates in the selected

block. In the following, we refer to ROI A as the binary image that describes IA (x, y) >

0.

As a second step, the ROI A is regularized by the flood-fill and open morphological

operators, obtaining the binary image IM . The image IB is computed by applying

IB (x, y) = IM (x, y) > 0 (5.2)

The ROI B is equal to IM .
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5.2.2.2 Quality assessment based on computation intelligence classifiers

(Method QA)

The studied quality assessment method based on computational intelligence classifiers

(Method QA) first extracts a set of features from the input frames, and then it performs

the quality estimation by using a neural classification system. First, a set of 45 features

are computed for each frame, and then a feature selection technique is applied in order

to estimate the best subset of features that maximize the classification accuracy. A

brief description of the initial feature vector F () is reported. We refer to IA as the

region of the image I appertaining to the ROI A, and to IB as the region of the image

I appertaining to the ROI B.

• F (1): area of the ROI A;

• F (2): area of the ROI B;

• F (3): F (1) /F (2);

• F (4): standard deviation of IA;

• F (5): standard deviation of IB;

• F (6): standard deviation of the gradient phase of IA;

• F (7): standard deviation of the gradient module of IA;

• F (8): standard deviation of the gradient phase of IB ;

• F (9): standard deviation of the gradient module of IB ;

• F (10) - F (11): coefficients of the first order polynomial that approximates the

focus function ff (). The focus function ff () estimates the focus level by observing

the local gray-level gradient on set of candidate points placed on the edges or on

the ridge points in the ROI B. This task is performed as follows:

– the gradient module GM and the gradient phase GP of IB are computed;

– the histogram HGM of GM is computed;
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– the cumulative frequency fcum of HGM is obtained by the formula

f (j) = HGM (j) /

(

255
∑

i=0

HGM (i)

)

, (5.3)

fcum =
i
∑

j=0

f (j) ; (5.4)

– the threshold intensity t is computed as

t = argmax
0≤i≤255

(fcum (i)) ; (5.5)

– the set of candidate points CM is created as

CM (x, y) = GM (x, y) ≥ t; (5.6)

– a random subset RCM of the set CM is computed;

– for each point (x, y) of RCM , a segment s is computed with center in (x, y),

fixed length, and angle normal to the value of the coordinates (x, y) in GP ;

– the histogram Hs of the intensity of the segments si in the image GM is

computed;

– the focus function ff () is estimated as

ff () =
255
∑

j=0

f (H (j)) ; (5.7)

• F (12) - F (14): coefficients of the second order polynomial that approximates

the focus function ff (). The function ff () is computed in equal fashion to the

features F (10) and F (11);

• F (15) - F (24): values obtained by computing the Fourier Discrete Transform of

IA. The computation of the Fourier feature can be divided into the sequent steps:

– all the rows of IA are concatenated in order to produce a linear vector VC ;

– the discrete Fourier transformation VF of VC is computed;

– the vector VS is computed by shifting the zero-frequency component of VF

in the central position of the vector. The number of elements in VF is called

NF ;
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– the Fourier feature is computed as

Fourier feature =

NF−1
∑

j=NF−N

|VS (j + 1)− VS (j)| , (5.8)

where N is the number of the considered frequencies.

The used values of N are [50, 100, 150, 200, 250, 300, 350, 400, 450, 500].

• F (25) - F (34): values obtained computing the Fourier feature of IB , using N

equal to [50, 100, 150, 200, 250, 300, 350, 400, 450, 500] respectively. The Fourier

feature is computed in equal fashion to computation of the features from F (15)

to F (24);

• F (35) normalized gray level differences in the image I, computed as follows

∆ = (max (I)−min (I)) / (max (I) + min (I)) ; (5.9)

• F (36): modulation of the IB ;

• F (37): Signal to Noise Ratio (SNR) of IA computed as µ/σ, where µ and σ are

the mean and the standard deviation of the image;

• F (38): SNR of IB ;

• F (39): Gabor feature of the IA. Gabor filters with different angles can enhance

the ridges that have similar angulations in the fingerprint images. When the

ridges are not sufficiently visible, the response of Gabor filters is lower. The

Gabor feature is computed as the mean of the standard deviation of the images

obtained by applying 8 Gabor filters with different orientations to the ROI. The

used angles are [0, π/8, 1/4π, 3/8π, 1/2π, 5/8π, 3/2π, 7/8π];

• F (40): Gabor feature of IB . The Gabor feature is computed in equal fashion to

the feature F (39);

• F (41): mean of the local entropy of IA. For each pixel of an image I, the entropy

is computed in a 9× 9 neighborhood, obtaining the local entropy image LE . The
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local entropy is computed starting from the histogram H(x,y) of the local area

centered in (x, y)

LE (x, y) = −
255
∑

i=0

H(x,y)(i)× log2
(

H(x,y) (i)
)

; (5.10)

• F (42): mean of the local entropy LE of IB;

• F (43): standard deviation the local entropy LE of IA;

• F (44): standard deviation the local entropy LE of IB;

• F (45): global entropy of the normalized image Inorm obtained by mapping the

intensity values of Inorm from 0 to 1.

The feature extraction step aims to show different parameters that can be used to

estimate the focus level of the image. Depending on the available data/setup, different

subsets of the proposed parameters should produce the best performance of the system

in terms of accuracy and computational complexity.

Then, we discuss the methods designed to automatically search for the best subset of

features with respect to the available data. We consider the approach based on wrapper

algorithms [304, 305]. We use both classical greedy feature selection algorithms (like

Sequential Forward Selection, Sequential Backward Selection) and a custom wrapper

[306], obtaining remarkable accuracy improvements and reduction of the feature set

complexity.

The exact relationship between the extracted features and the frame quality is not

well known; hence it is not possible to directly produce an algorithm for a classification

system. The capability of the neural classifiers to learn complex input-output relation-

ships from examples can be here exploited to estimate the frame quality. Feedforward

artificial neural networks are then applied to estimate frame quality and compared with

some classical classification systems, such as k-Nearest-Neighbor (kNN) classifiers, and

linear/quadratic discriminant classifiers.
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5.2.2.3 Quality assessment based on literature techniques designed for

contact-based samples (Method QB)

This method computes an enhanced image of the ridge pattern E starting from the

input frame I, and then it evaluates the quality of this image by executing the NIST

NFIQ algorithm [233]. The image E is obtained by computing the inverse Fourier

transform of the product of the transformed image I and the frequency mask M :

E = F
−1 (F (IA (x, y) ·M)) . (5.11)

The mask M (u, v) is computed as

M (u, v) = exp
{(

u2 + v2
)

/r
}

− exp
{(

u2 + v2
)

/αr
}

, (5.12)

where u and v are the x and y image spatial frequencies in the frequency spectrum, the

parameter r is set according to the mean spatial frequency of the ridges in the images,

and the parameter α is the spatial frequency bandwidth of the filter.

The final estimation of the frame quality is then given by analyzing the transformed

image E with the algorithm NIST NFIQ [233]:

QNFIQ = NIST NFIQ (E (x, y)) . (5.13)

The filter in (5.11), (5.12) produces images where only the spatial wavelengths

related to the ridge pattern are enhanced (Fig. 5.3, right branch). The obtained images

are compatible with classical approaches for the quality estimation of contact-based

fingerprint images. We decided to use the NFIQ method since it is a standard reference

algorithm in the literature. This software returns five integer quality classes. The best

image quality corresponds to the class 1. More details are reported in Section 4.5.

5.2.3 Computation of contact-equivalent images

The approach studied for the computation of contact-equivalent fingerprint images

from contactless acquisitions can be divided into two steps: image enhancement, and

resolution normalization.

The image enhancement is applied in order to obtain gray scale images representing

only the ridge pattern, and to reduce the noise present in the contactless fingerprint im-

ages. Two image enhancement techniques designed for working in different applicative
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contexts have been studied. These techniques only consider gray-scale images in order

to be usable with a great variety of acquisition setups. Method EA is designed for par-

ticularly noisy images and permits to overcome many non-idealities due to uncontrolled

acquisition conditions. Differently, Method EB is designed to be more computationally

efficient with respect to Method EA. Moreover, Method EB can be applied in systems

able to capture good quality contactless images, obtaining more accurate results with

respect to Method EA.

The last step is the resolution normalization and permits to obtain a contact-

equivalent image compatible with biometric algorithms designed for contact-based fin-

gerprint images by normalizing the enhanced image to a resolution of about 500 ppi.

This step assumes that the fingerprint images are captured at a constant distance to

the camera.

5.2.3.1 Enhancement based on contextual filters (Method EA)

The realized enhancement technique based on contextual filters (Method EA) is de-

signed to perform the enhancement of fingerprint images captured in uncontrolled ap-

plicative contexts, and can be divided into four distinct steps:

1. ROI estimation;

2. enhancement of the ridge visibility;

3. enhancement of the ridge pattern;

4. image binarization.

Fig. 5.4 shows the schema of the method.

The ROI estimation is performed by using an algorithm based on the local standard

deviation of the image [181], and by removing the shadow of the finger by a threshold

operation.

The second step of the method is the enhancement of the ridge visibility. First,

the background image IB is estimated by applying a morphological opening operation

with a mask s to the image I. Then, the background is removed, obtaining the im-

age IR. In order to reduce the noise present in the images, we perform a nonlinear

equalization by processing the logarithm of IR. An image IL is then computed as

IL(x, y) = log (IR(x, y)).
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Figure 5.4: Schema of the studied method for the enhancement of contactless fingerprint

images based on contextual filters (Method EA).

The third step is the enhancement of the ridge pattern. Similarly to the work

proposed in [181], this algorithm estimates a ridge frequency map, a ridge orientation

map, and applies a set of Gabor filters tuned according to the computed maps. The

obtained result is the image IE.

The last step consists in the image binarization. This step permits to reduce the

noise present in the edges of the ridge pattern described in IE , and to properly estimate

the minutiae points. In order to obtain a uniform contrast between ridges and valleys,

the logarithm of IE is computed as II(x, y) = log (IE(x, y)). Then, the histogram H of

II is computed, and a binary image of the ridge pattern IB is obtained as follows

IB (x, y) =

{

0 if II (x, y) ≤ argmax
i

(H (i))

1 otherwise
. (5.14)

5.2.3.2 Enhancement based on the ridge following (Method EB)

The researched enhancement technique based on the ridge following approach (Method

EB) is more computationally efficient and accurate with respect to Method EA. This

method, however, can only be used in applications able to capture good quality con-

tactless images.
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The enhancement method can be divided into three steps:

1. ROI estimation;

2. enhancement of the ridge visibility;

3. enhancement and binarization of the ridge pattern.

The steps 1 and 2 are performed using the same algorithms adopted by Method A.

Differently, the third step performs the enhancement and binarization of the ridge

pattern using the ridge following technique implemented by the NIST MINDTCT soft-

ware [199]. This algorithm directly computes the binary image of the ridge pattern IB

by evaluating the shape of every ridge of the image IL.

5.2.3.3 Resolution normalization

The studied resolution normalization technique assumes that the contactless fingerprint

images are captured at a constant distance ∆d from the camera.

This method first estimates the resolution of the captured images by evaluating the

size of the plain captured at a distance ∆L from the camera, and then it normalizes

the contactless image to a resolution of 500 ppi.

Considering the plain perpendicular to the camera and distant ∆L from the CCD, rx

inch along the horizontal diction of this plain correspond to ix pixel along the horizontal

diction of the captured images. The normalization factor is therefore estimated as

nf = ix/ (rx ∗ 500) . (5.15)

5.2.4 Analysis of Level 1 features in contactless fingerprint images

A Level 1 analysis technique able to estimate the position of the core point in contactless

fingerprint images has been researched. The method is described in [307].

The accuracy of the core localization is a critical factor that strongly impacts on

the overall accuracy of many biometric systems that require a common reference point

to perform the fingerprint recognition. In these systems, all the subsequent processing

steps are related to the position of the core point.

The researched approach selects the core from a list of singular regions obtained by

the Poincaré method [185]. This task is particularly complex in contactless fingerprint
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Figure 5.5: Schema of the researched core selection method.

images captured in uncontrolled conditions because the Poincaré method can return

many false singularities. When there are not singular regions in the fingerprint image,

the maximum curvature point of the image is selected. The researched approach consists

in computational intelligence techniques capable to estimate the coordinates of the

core point in fingerprint images that are captured using contactless technologies. The

method can also be applied to contact-based fingerprint images with satisfactory results.

The schema of the method is shown in Fig. 5.5 and can be divided into four steps:

1. image enhancement;

2. estimation of the singular regions;

3. feature extraction;

4. core point estimation.

First, the image enhancement reduces the noise present in the contactless image

and improves the contrast between ridges and valleys. This step is performed using the

Method EA (Section 5.2.3.1).

Then, a list of the singular regions is obtained by a method based on the Poincaré

algorithm. In the case of fingerprints that do not present singularities, the method

returns the list of the maximum curvature points.
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(a) (b)

Figure 5.6: Application of the method for the core estimation on: (a) a fingerprint image

captured using a contact-based sensor; (b) a fingerprint image captured using a contactless

technique. The X markers represent the singular regions, and the O markers represent the

core points.

The third step consists in the feature extraction. In this step, the fingerprint images

are categorized with the software NIST PCASYS [199] into the classes of (1) arch, (2)

left loop, (3) right loop, (4) scar, (5) tented arch, and (6) whorl. The fingerprint class

is a very important information for the selection of the core point because it describes

the global curvature of the ridges by using a single integer value. Other features consist

in the position of the singular regions in different coordinate systems, and in a measure

of the quantity of the information contained in the local region of the point.

Finally, the position of the core point is estimated by computational intelligence

techniques. These methods extract the core from the list of the singular regions by

processing the input features. Fig. 5.6 shows an application of the method on a contact-

based fingerprint image and a contactless image.
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5.2.4.1 Estimation of the singular regions

The following algorithm returns the list of the singular region coordinates and the type

of every singularity. It is based on the Poincaré technique, and can be divided into the

sequent steps.

• A ridge orientation map Ω is computed with the algorithm proposed in [185].

• The centroid cROI (x, y) of the ROI is computed.

• The map of the Poincaré indexes P of the image I is computed.

• A binary image BL of the candidate loop points is computed as:

BL (x, y) =

{

0 if 180− tL < IP (x, y) < 180 + tL

1 otherwise
, (5.16)

where tL is an empirically threshold value.

• A binary image BD of the candidate delta points is computed as:

BD (x, y) =

{

0 if −180− tD < IP (x, y) < −180 + tD

1 otherwise
, (5.17)

where tD is an empirically threshold value.

• The vector of the loop points VL is computed as the centroids of the 8-connected

regions in BL.

• The vector of the delta points VD is computed as the centroids of the 8-connected

regions in BD.

• The final vector of the singular regions S is obtained by sorting VL and VD by

the distance from cROI (x, y), and merging them.

• If S is empty, the coordinates of the maximum value of P nearest to cROI (x, y)

are putted in S.
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5.2.4.2 Feature extraction

Global and local features are computed from the input images. The first of them

consists in the fingerprint class obtained by the software PCASYS [233] of the National

Institute of Standard and Technologies (NIST). This information describes the global

structure of the ridges. The software categorizes the fingerprint images in six classes:

(1) arch, (2) left loop, (3) right loop, (4) scar, (5) tented arch, and (6) whorl. The

method is based on a neural network classifier. The obtained results are ordered in a

numeric vector by similarity in order to reduce the effect of the possible errors on the

final system. We also use the returned probability of the classification as a feature.

For each image, we consider VSP as the vector that contains all the singular points

of the fingerprint. First, VSP is sorted by type of singularity (loop and delta), and then

the vector is sorted again by considering the proximity of the singular point from the

centroid of the ROI. Only the first M singularities of the sorted vector VSP are consid-

ered in the subsequent processing steps. As a consequence, if the algorithm estimates

the presence of more singular regions far from the centroid, with high probability they

can be considered as false positive and then discarded from further processing. For

each of these points, we compute the following features.

• The point coordinates (xO, yO) in the original image.

• The point relative coordinates (xR, yR) expressed in percentage with respect to

the maximum dimension of the ROI.

• The polar coordinates (ρO, θO) with respect to the centroid of the ROI.

• The angle θR of the SP relative to the orientation of the fingerprint α, as

θR = θO − α; (5.18)

where α is computed as the angle from the ROI the y axis of the image.

• The mean and standard deviation of the pixels in the circle with radius r and

center in the coordinates (x, y) of the singular point. These features permit to

evaluate the presence of ridges in the local area of the singular region.

• The coordinates (xc, yc) of the centroid of the fingerprint and the angle α.
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• The index of the singular region nearest to the top of the finger.

• The index of the singular region nearest to the centroid of the ROI.

The total number of the features computed for each image is 7 + 11×M .

5.2.4.3 Estimation of the core using computational intelligence techniques

For each fingerprint image, the computed features are used as inputs of computational

intelligence techniques, which estimate the index of the singularity corresponding to

the core point. Different classifiers have been considered. More details are reported in

the experimental result section (Section 6.2.3).

5.2.5 Analysis of level 2 features in contactless fingerprint images

As described in Chapter 4, most of the contact-based fingerprint recognition systems

in the literature are based on the analysis of Level 2 features. Usually, these meth-

ods estimate the minutia coordinates and angles, and then perform the matching by

searching the corresponding points in two or more templates. In most of the cases, this

step is based on the analysis of the Euclidean distance between pairs of points.

Contactless biometric systems based on acquisition setups that do not use finger

placement guides, however, can capture images with different magnifications due differ-

ent placements of the finger during the acquisition step. Matching techniques based on

the evaluation of the distances between minutia points should therefore be performed

only after a resolution normalization step.

The studied approach for the evaluation of Level 2 features of contactless fingerprint

images is based on well-known algorithms in the literature. Minutia features are first

extracted from contact-equivalent images obtained by applying the method described in

Section 5.2.3. The used minutia estimation technique is the software NIST MINDTCT

[199]. The obtained templates are then compared using the software NIST BOZORTH3

[199]. Details about the algorithms NIST MINDTCT and NIST BOZORTH3 are pro-

vided in Chapter 4.
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Figure 5.7: Example of minutiae pairs in different views of the same finger.

5.3 Methods based on three-dimensional models

This section presents the studied approaches for the acquisition and elaboration of con-

tactless three-dimensional fingerprint samples. First, a method for the three-dimensional

reconstruction of minutia points is detailed. Then, three different methods for the

three-dimensional reconstruction of the finger surface are discussed. Feature extrac-

tion and matching techniques based on the three-dimensional coordinates of minutia

points are then described. A method for the computation of contact-equivalent images

by unwrapping fingerprint three-dimensional models and a technique for the quality

evaluation of contact-equivalent images computed from three-dimensional models are

finally described.

5.3.1 Three-dimensional reconstruction of minutia points

The realized method for the three-dimensional reconstruction of minutia points is pre-

sented in [308]. This method permits to search the corresponding minutia pairs in con-

tactless fingerprint images and then estimate their three-dimensional coordinates. In

particular, a new minutiae matcher based on neural networks and designed for contact-

less fingerprint images is described. This method is capable to identify two candidate

sets of minutiae from two contactless images, and then select the final list of minutiae

pairs. Fig. 5.7 shows an example of the input and output of the studied system, where

the arrows show three identified pairs of minutiae, which can then be used to compute

the corresponding three-dimensional points.

The researched approach can work with images related to the different views and

captured simultaneously using N cameras, or with frame sequences captured using
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a single camera at different viewpoints. The three-dimensional characteristics of the

minutia points can then be directly used as a biometric template that fuses the infor-

mation related to the different views at the feature level.

Considering two minutia points extracted from two fingerprint images, the studied

approach is capable to estimate if these points belong to the same minutiae in the

real finger. In this approach, the images captured by contactless sensors are first

enhanced and segmented. Second, the minutiae positions are estimated using a well-

known algorithm in the literature. Then, a set of features capable to describe the local

discriminative intensity pattern are computed for each minutia. The final comparison

is processed by using trained neural networks able to evaluate the differences between

the local features of the candidate minutiae pairs. The obtained pairs of points are then

used to compute a template representing the three-dimensional minutiae. A matcher

able to compare three-dimensional features can then be used to compute the matching

score within two templates. Fig. 5.8 shows the schema of the studied approach.

5.3.1.1 Acquisition

The schema of the used acquisition setup is shown in Fig. 5.9. The setup consists in

two cameras placed at a distance ∆H from the finger. The distance ∆H is controlled

by using a desk for the finger placement. Using this hardware configuration, the finger

can therefore be placed with uncontrolled yaw and roll orientations. The parameter α

is the tilt angle of the cameras. The values of ∆H and α are empirically tuned for each

performed experiment. The used illumination technique consists in a white led.

5.3.1.2 Image preprocessing

For each considered fingerprint image, the enhancement step is first performed. The

used technique is the Method EA (Section 5.2.3.1), which permits to reduce the noise

and increase the contrast of the ridge pattern.

5.3.1.3 Minutiae estimation

The minutia positions are estimated by the software NIST Mindtct [199]. For each

minutia, the output of the method are the Cartesian coordinates, the angle θ of the

ridge related to minutia, and the quality of the minutia points.
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Figure 5.8: Schema of the realized method for the search of corresponding minutia points

in contactless fingerprint images by using computational intelligence techniques.
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Figure 5.9: Schema of the realized acquisition setup for the computation of three-

dimensional minutia points.

5.3.1.4 Computation of features related to each minutia

For a fingerprint image A, three different matrices of local feature (MA, FA, HA) are

computed. The values of these matrices are related to the local areas centered in every

minutia point i.

The matrix MA is related to the data obtained by the software Mindtct and is

composed by the sequent elements.

• MA(i, 1): the x-coordinate of the point.

• MA(i, 2): the y-coordinate of the point.

• MA(i, 3): the minutia angle α normalized considering the median ridge orientation

α = β + θ, (5.19)

where β is the median value of the ridge orientation map computed from the

fingerprint image.

• MA(i, 4): the estimated quality of the minutia.
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The matrix FA is composed by nF elements obtained by the computation of the

local Fingercode around each minutia point. This template is obtained by applying a

method similar to the one described in [193] and is divisible in the sequent steps.

• A local ROI is defined as a circle with fixed size (height h) centered in the coor-

dinates of the considered minutia point (xi, yi).

• The local ROI is tasseled in nR rings and nA arcs, obtaining nS = nR×nA sectors

Si.

• A set of nF Gabor filters with different directions are computed using (4.3),

and then applied to the local area of the fingerprint image. The obtained result

consists in nF filtered images Tkθ.

• A matrix of values V (k, θ) is obtained by computing the AAD (4.6) on each sector

of the filtered images Tkθ.

For each minutia, the obtained feature vector is composed by nF = nS×nF values.

Considering that the template Fingercode is not rotational-invariant, the feature matrix

FA is computed according the value of median ridge orientation β.

The matrix hA is obtained by computing a set of Histogram of Oriented Gradients

(HOG) features in a fixed size area (np × np pixels) around each minutia point i. The

computation of the HOG features is performed by applying the method described in

[309]. HOG features are gradient features designed for general object recognition. This

method can be divided into the sequent steps.

• The gradient module image GM and the gradient phase image GP of the image

I are computed.

• The images GM and GP are divided into cw × ch cells.

• At each cell, the orientation G̃p is quantized into cb orientation bins, weighted by

the magnitude GM .

• The histogram with the cb orientations is computed for each cell.

For each minutia i, cw × ch × cb features are obtained.
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5.3.1.5 Classification of minutiae pairs

The pairs of minutiae estimated from the different views of the same finger are compared

using computational intelligence techniques in order to estimate if they represent the

same point of the fingertip. The obtained result consists in a binary classification

(“corresponding points”, “non-corresponding points”). More details are reported in

the experimental results section (Section 6.3).

5.3.1.6 Three-dimensional reconstruction of minutiae pairs

Using a calibrated acquisition system, it is possible to compute a metric reconstruction

of the three-dimensional coordinates of the minutiae pairs [292]. The depth coordinate

of each three-dimensional point can therefore be estimated by using the triangulation

formula:

z =
fT

xA − xB
(5.20)

where f is the focal length of the two cameras, T is the baseline distance between the

two cameras, and xA and xB are the two matched points.

5.3.2 Three-dimensional reconstruction of the finger surface

The methods in the literature for the computation of three-dimensional fingerprint

samples use complex and constrained setups. They can be based on multiple cameras,

special mirrors, and structured light illumination systems. All of them require that the

finger is exactly placed and held still during the time needed to perform the acquisition.

A novel approach able to obtain a three-dimensional reconstruction of the finger-

tip in less constrained conditions than the ones proposed in the literature has been

researched. This approach permits to obtain three-dimensional fingerprint samples

without using finger placement guides and is based on multiple view images captured

at a single time instant.

Three methods for the computation of three-dimensional fingerprint samples based

on different acquisition setups have been realized.

• 3D Method A: the three-dimensional reconstruction is based on a two-view ac-

quisition system and on a static projected pattern. The use of the projected pat-

tern aims to reduce the time needed for the computation of the three-dimensional

models.
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• 3D Method B: the acquisition setup is composed by a two view-system and a

white led light. This setup is designed to be integrated in low-cost applications.

• 3D Method C: this method captures fingerprint images using a two-view acqui-

sition technique and uses a diffused blue light in order to obtain images with a

good quality ridge pattern.

The methods for the computation of three-dimensional fingerprint samples 3D

Method A and 3D Method B are presented in [310].

The studied three-dimensional reconstruction methods present differences in the

used algorithms and acquisition setups, but it is possible to define a common compu-

tational schema:

1. camera calibration;

2. image acquisition;

3. image preprocessing;

4. reference point extraction and matching;

5. matching of the corresponding pairs of points by cross-correlation;

6. refinement of the pairs of reference points:

7. three-dimensional surface estimation and image wrapping;

8. texture enhancement.

The schema of the studied three-dimensional reconstruction approach is shown in

Fig. 5.10.

5.3.2.1 Camera calibration

The calibration step is performed off-line once, before the acquisition step, and uses

the algorithms described in [311, 312] in order to compute the intrinsic and extrinsic

parameters of the two-view setup. The used calibration object is a chessboard, which

is captured in different positions. The obtained images are then processed by using a

corner detection algorithm. The DLT method described in [292] is used to compute

the homography matrix.
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Figure 5.10: Schema of the studied approach for the three-dimensional reconstruction of

the finger surface.

5.3.2.2 Image acquisition

The realized acquisition setups are shown in Fig. 5.11. These setups require that the

finger is placed on a desk with a fixed distance to the cameras in order to control the

lens focus. Using this hardware configuration, the finger can therefore be placed with

uncontrolled yaw and roll orientations. The 3D Method A is based on a fixed projected

pattern, which permits to perform fast three-dimensional reconstructions. The 3D

Method B uses only a white led light to enhance the visibility of the ridge pattern in

order to be used in low-cost applications. Differently, the 3D Method C uses a diffused

blue light in order to better enhance the visibility of the ridge pattern.

• 3D Method A

An image of the projected pattern is shown in Fig. 5.12. The colors of the

chessboard are computed starting from a uniform RGB image:

R(x, y) = G(x, y) = B(x, y) ∀ (x, y) . (5.21)
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(a) (b) (c)

Figure 5.11: Schema of the acquisition setups used for the computation of three-

dimensional fingerprint models: (a) 3D Method A; (b) 3D Method B; (c) 3D Method

C.

Figure 5.12: Portion of the projected pattern used by the 3D Method A.

The green and blue squares are obtained by summing and subtracting a constant

value ∆P to the G and B channels of the projected image:

{

GP (x, y) = G(x, y) + ∆P

BP (x, y) = B(x, y)−∆P
if (x, y) ∈ Green square

{

GP (x, y) = G(x, y)−∆P

BP (x, y) = B(x, y) + ∆P
if (x, y) ∈ Blue square , (5.22)

where G and B are the green and blue channels of the image, GP and BP are the

green and blue channels of the resulting chessboard pattern (Fig. 5.12). Fig. 5.13

shows an example of finger images obtained from the two cameras of the system

by using the described projected pattern.
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(a) (b)

Figure 5.13: A two-view acquisition obtained using a static projected pattern (3DMethod

A).

(a) (b)

Figure 5.14: A two-view acquisition obtained using a white led light (3D Method B).

• 3D Method B

The 3D Method B captures color images using a punctiform light source. The

main advantage of this acquisition setup is the low-cost of the used illumination

technique, which can permit to deploy the acquisition system in different applica-

tive contexts. The captured images, however, present problems due to reflections

and shadows. Fig. 5.14 shows an example of captured pairs of images.
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(a) (b)

Figure 5.15: A two-view acquisition obtained using a diffused blue light (3D Method C).

• 3D Method C

The 3D Method C is based on a diffused blue light illumination. This kind of light

permits to enhance the visibility of the ridge pattern, reducing problems related

to reflections and shadows with respect to the 3D Method B. As described in

Chapter 4, in fact, contactless fingerprint images captured using a diffused blue

light usually present better quality with respect to images captured using a white

light source. An example of a captured pair of images is shown in Fig. 5.15.

5.3.2.3 Image preprocessing

The image preprocessing step is different for the considered three-dimensional recon-

struction methods. The images obtained by the 3D Method A, in fact, present ad-

ditional information with respect to the images captured by 3D Method B and 3D

Method C.

• 3D Method A

The images obtained by the 3D Method A are more complex with respect to the

ones captured by the other methods, and require to separate the ridge pattern F

from the square pattern P .

The computation of the ridge pattern F is performed by using the following

equation:

IF (x, y) = G(x, y) +B(x, y) , (5.23)
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(a) (b)

Figure 5.16: Separation of the finger details and structured light pattern in images

captured using the 3D Method B: (a) finger details F ; (b) enhanced structured light pattern

P .

where G and B are the green and blue channels of the captured image. An

example of ridge pattern image F is shown in Fig. 5.16 a.

A first approximation of the square pattern IP is computed as:

IP (x, y) = G(x, y) −B(x, y) . (5.24)

In order to reduce the presence of noise, a histogram equalization is performed,

and a logarithm image is then computed as:

P (x, y) = log (1− IP (x, y)). (5.25)

The resulting image representing the projected pattern P is shown in Fig. 5.16 b.

The next task is the fingerprint segmentation, which aims to remove both the

background and shadows. The finger shape is estimated as:

Is(x, y) =

{

1 tl < F (x, y) < th
0 otherwise

, (5.26)
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(a) (b)

Figure 5.17: Examples of ridge pattern images obtained by using different acquisition

and preprocessing techniques: (a) 3D Method B; (b) 3D Method C.

where tl and th are two experimentally estimated threshold values. In order to

assure that no points outside the finger boundary are considered in the sequent

steps and to reduce possible errors caused by the presence of reflections of the skin,

the binary mask is processed by using a morphological opening operator followed

by a closing operator. These morphological operators are based on a circular

structural element with an experimentally estimated radius value rs. Since the

pixels near to the boundary regions of the finger are often noisy, the ROI of

each image is computed by eroding the segmentation mask. The used structural

element is a circle with radius re.

• 3D Method B

The images captured by the 3D Method B represent only the finger skin illumi-

nated by a white led light. The ridge pattern image F is therefore obtained by

converting the captured image in gray-scale. Fig. 5.17a shows an example of the

obtained results.

The image segmentation is then performed by using the same algorithm adopted

by the 3D Method A.
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• 3D Method C

The images obtained by the 3D Method C represent the fingerprint illuminated

by a punctiform white light. In these images, the details of the ridge pattern are

particularly visible in the blue channel of the RGB colorspace. For this reason,

the ridge pattern image F is considered as the channel B of the captured image.

An example of the obtained results is shown in Fig. 5.17b.

Differently from the images obtained by the 3D Method A and 3D Method B, the

images captured by the 3D Method C present a dark background. For this reason,

the segmentation step does not consider the presence of the finger shadows. First,

the binary image IS is computed as

Is(x, y) =

{

1 F (x, y) > tO
0 otherwise

, (5.27)

where tO is obtained by applying the Otsu’s method [195]. The ROI is then

obtained by eroding the image IS . The used structural element is a circle with

radius re.

5.3.2.4 Extraction and matching of the reference points

The method described in Section 5.3.1 permits to obtain pairs of corresponding points

in multiple view images of contactless fingerprints. This method, however, is able to

obtain a limited number of corresponding pairs of points because it only considers the

minutiae present in the fingerprint images. Moreover, fingerprints do not present a fixed

number of minutiae and the minutiae extraction algorithms can improperly estimate

the coordinates of the feature points. The three-dimensional reconstruction of the

finger shape based only on the corresponding minutia points can therefore obtain poor

quality samples. In order to overcome these problems, two techniques able to estimate

a greater number of corresponding points in contactless fingerprint images have been

studied.

The first technique (F Correlation) can be applied in all the reconstruction methods

since it only considers the fingerprint pattern image F . The second technique (P

Correlation) can only be adopted by the 3D Method A since it uses the supplementary
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information related to P in order to speed up the search of corresponding pairs of

points.

The approaches are based on the cross-correlation. A cross-correlation coefficient r

is computed according to the formula:

r =

∑

m

∑

n(Amn − Ā)(Bmn − B̄)
√

(
∑

m

∑

n(Amn − Ā)2)(
∑

m

∑

n(Bmn − B̄)2)
,

1 < m < l, 1 < n < l , (5.28)

where A and B are windows of size l × l.

• F Correlation

This method is designed for the images captured by the 3D Method B and 3D

Method C, but can also work with images captured using the 3D Method A, since

it considers only the images of the ridge pattern FA and FB obtained using a two

view system.

First, a set of regular spaced points is selected in the image FA by downsampling

the ROI with a step of sd pixel. For each point (xA, yA) appertaining to FA,

the matching point in the image FB is first estimated by using the homography

matrix obtained from the calibration images:

xBH = HxAH , (5.29)

where H is the 3 × 3 homography matrix, xAH is the point (xA, yA) expressed

in homogeneous coordinates, and xBH is the candidate match point in the image

IB.

The second step consists in the refinement of the matched pairs of points. This

task is performed by searching the best cross-correlation between a l× l squared

window centered in the coordinates (xA, yA) of the image FA, and a l× l squared

window sliding in a h × w rectangular search range centered in the Cartesian

coordinates of xBH of the image IB. For each reference point of the image FA,

the corresponding point in the image FB is considered as the pixel with the best

value of r in the search range of the second view. Fig. 5.18 shows an example of

areas considered during the cross-correlation task.
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(a) (b)

Figure 5.18: Representation of the F Correlation method for the estimation of corre-

sponding pairs of points: (a) random-chosen point in the first image; (b) corresponding

windows in the second image and bounded search range.

• P Correlation

This method can only be applied to the images obtained by using the 3D Method

A since it uses the information related to the projected pattern. In order to obtain

a set of candidate matching points, the centroids of the black and white squares

of the images BA and BB are estimated (Fig. 5.19).

Similarly to the matching algorithm F Correlation, this method performs a first

estimation of the corresponding points in the two images by using the homography

matrix computed during the calibration step. For each reference point (xA, yA)

appertaining to the first image FA, the search for the matching point in the

second image is performed by first using the homography matrix to define a

preliminary match, obtaining a set of points (x′B, y
′
B). The matching is then

refined by considering only the centroids related to the image BN . For each

reference point (xA, yA) in the first image, the corresponding point in the second

image (xB, yB) is chosen as the centroid point with the maximum correlation

coefficient computed on the FA and FB images. The correlations are performed

considering l× l areas centered in the centroid points. Only the nearest points to

(x′B, y
′
B) are considered.

In order to limit possible errors, the described method is first applied to the

centroids of the white squares, and then to the ones of the black squares.
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(a) (b)

Figure 5.19: Reference points extracted by the P Correlation method for the estimation

of corresponding pairs of points: (a) reference points in the first image, (b) reference points

in the second image.

5.3.2.5 Refinement of the pairs of reference points

Before the computation of the three-dimensional model, the pairs of erroneously matched

points are searched. Different strategies are adopted to remove the outliers.

• 3D Method A

A preliminary check for erroneously matched pairs of points is performed by using

the Ransac algorithm to fit a homography between the pairs of matched points

[313]. The Ransac algorithm discards values which do not fit in the homography

estimation, according to an empirically estimated threshold.

Then, a spike filter based on a statistical approach is applied. This algorithm is

based on the evaluation of the Euclidean distance between corresponding points.

The distance related to a pair of points is compared with the local mean and

standard deviation of the distances computed for every pair of points:

D̄S − σDS − ts < d(xA, yA, xB , yB)i < D̄S + σDS + ts ∀1 < i < N , (5.30)

where D̄S and σDS are the weighted mean and the standard deviation of the

Euclidean distance between each pair of points (xA, yA) and (xB , yB) in the local

region SA. The weights used to compute the weighted mean are the inverse of

the Euclidean distances between (xA, yA) and each point of the region SA.
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• 3D Method B

First, an outlier removal task is performed. The pairs of matched points of Vx

related to the same column of FA are stored in a vector VC . This vector is

interpolated by a third order polynomial, obtaining the vector VCI . For each

element of the vector, Vx (i) and Vy (i) are removed if |VC (i)− VCI (i)| < tS ;

where tS is a fixed threshold.

The values of DX and DY are obtained by the linear interpolation of Vx and Vy

in each point appertaining to the ROI of the image IA. The coordinates of each

point (xB , yB) corresponding to (xA, yA) are obtained as:

xB = xA +Dx (xA, yA) ,

yB = yA +Dy (xA, yA) . (5.31)

Then, the previously described spike filter (5.30) is adopted.

• 3D Method C

The filtering technique (5.30) is first applied.

Similarly to methods in the in the literature for the estimation of non-linear

deformations present in contact-based fingerprint images [254], a thin plate spline

is then applied to the set of corresponding points. This task permits to obtain a

smooth and accurate representation of the finger surface. The thin plate spline

interpolation, however can obtain good results only on data with low level of

noise.

5.3.2.6 Three-dimensional surface computation and image wrapping

This step estimates the dense three-dimensional shape of the finger. Considering the

limited resolution of the used cameras, the method does not estimate the roughness of

the fingertip, but computes a three-dimensional representation of the finger and wraps

an image of the ridge pattern on the estimated model.

First, the two-dimensional point coordinates are normalized using a rectification

procedure based on the calibration data and the matched reference points of the two

images. The depth coordinate of every three-dimensional point is then estimated by

using the triangulation formula (5.20).
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(a) (c)

(b)

Figure 5.20: Three-dimensional model obtained by using the researched approach for the

computation of the finger volume: (a) point cloud; (b) finger volume; (c) three-dimensional

model with the wrapped texture.

A dense three-dimensional representation of the finger is then obtained by a linear

interpolation of the estimated points with a constant step sinterp. This representation

consists in three equispaced maps Mx, My, Mz, which describe the coordinates of the

points of the finger. The texture of the three-dimensional model MT is obtained by

applying the same interpolation on the points of the image FA. An example of a point

cloud and its relative estimated surface are shown in Fig. 5.20.

5.3.2.7 Texture enhancement

Contactless fingerprint images captured by the realized two-view acquisition setups are

affected by the same non-idealities that are present in contactless images captured by

single CCD cameras. The images captured by the 3D Method A and 3D Method B,

however, present more noise with respect to the images captured by the 3D Method

C. For this reason, the 3D Method A and the 3D Method B perform the enhancement

of the texture MT by using the algorithm EA (Section 5.2.3.1). Differently the 3D

Method C uses the algorithm EB (Section 5.2.3.2).
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5.3.3 Feature extraction and matching based on three-dimensional

templates

The researched method is able to compute the matching of three-dimensional fingertip

models by using the information related to the three-dimensional characteristics of the

minutiae points. In particular, the used template is composed by a description of the

three-dimensional minutiae points included in a fixed area, and by the information

related to the graph obtained by the Delaunay triangulation of the minutiae.

The representation of every minutia consists in a six-element vector (i, x, y, z, θ, q);

where i is an identifier, (x, y, z) are the three-dimensional coordinates of the point, θ

is the angle of the ridge in an ideal plain, and q is the quality of the minutia point.

The estimation of the minutiae in the three-dimensional models first applies the NIST

Bozorth3 software [199] on the enhanced fingertip texture map MTE . This software

estimates a matrix that describes every minutia by the characteristics (xM , yM , θ, q).

The three-dimensional coordinates (x, y, z) of every minutia are then obtained as:

x = Mx (xM , yM ) ; y = My (xM , yM ) ; z = Mz (xM , yM ) . (5.32)

Since the external areas of the fingertip models can be noisy, only the NM minutiae

with quality q greater than a fixed threshold tq and with the minor distance to the

centroid of the last finger bone are considered.

The graph that describes the minutiae is then computed by estimating the two-

dimensional Delaunay triangulation of these points. The used template describes each

triangle by a set of data (I, L, θmax, C), where I is the vector that represent the indexes

of the three vertices, L is the vector that contain the lengths of the facets sorted in

decreasing order, θmax is the maximum angle of the triangle in an ideal plane, and C

represents the coordinates of the incenter in the three-dimensional space.

An example of the used template is shown in Fig. 5.21.

The matching method used to compare the three-dimensional templates can be

divided into three steps:

1. searching of the triangle pairs;

2. minutiae alignment and matching;

3. matching score computation.
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Figure 5.21: Graphical example of the template used by the studied matching algorithm

based on three-dimensional fingerprint models. The X symbols represent the minutiae, and

the lines represent the triangles of the Delaunay graph.

The goal of the first step is to find similar triangles in the templates TA and TB .

This task permits to estimate the alignment between the templates. Two triangles are

considered as similar if the following disequations are respected:

|LB(j)− LA(i)| < sL ,

min (|ϑB(j)− ϑA(i)| , (360 − |ϑB(i) − ϑA(i)|)) . (5.33)

where sL and sO are two empirically estimated threshold values.

The templates are then aligned by performing a roto-translation step based on

the previously matched triangles. The aligned templates can then be used to search

the corresponding minutiae. A roto-translation is performed for each pair of matched

triangles. The rotation coefficient is defined as the average difference between the ori-
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(a) (b)

Figure 5.22: Example of matched three-dimensional minutiae points appertaining to

templates of the same finger: (a) template A; (b) template B. The lines represent the graph

obtained by applying the Delaunay triangulation, the O symbols represent the minutiae

appertaining to the templates, and the X symbols represent the matched minutiae.

entations θ of the minutiae. The coefficients of the minutiae belonging to the template

TB are rotated in order to align the templates. The rotation is performed as:
[

X ′

Y ′

]

=

[

cos∆Θ − sin∆Θ

sin∆Θ cos∆Θ

] [

X
Y

]

, (5.34)

where ∆Θ is the rotation coefficient. The translation is performed according to the

difference between the coordinates CA and CB of the incenter of the two matched

triangles. For each roto-translation, the pairs of corresponding minutiae are searched.

In order to match the corresponding points, the coordinates (x, y, z) and orientation ϑ

are evaluated:
√

(xA(i) − xB(j))
2 + (yA(i) − yB(j))

2 + (zA(i)− zB(j))
2 < sD,

min (|θ′A − θB | , (360− |θ′A − θV |)) ,
where sD and sϑ are empirically estimated threshold values. Every minutia of the

template A can match only a minutia of the template B. Fig. 5.22 shows an example of

matched minutiae appertaining to two thee-dimensional templates of the same finger.

The maximum number of matched minutiae pairs Nm is then used to compute the

matching score:

matching score = (2×Nm)/(N ×M), (5.35)

where N and M are the numbers of minutiae appertaining to the templates TA and

TB , respectively.
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5.3.4 Unwrapping of three-dimensional models

A method for the computation of contact-equivalent images from three-dimensional

fingerprint samples has been studied. The method is designed to obtain fingerprint im-

ages similar to rolled fingerprints and compatible with the existing matching algorithms

designed for contact-based fingerprint images. This method is similar to the parametric

unwrapping algorithm proposed in [289], and approximates the finger shape by using

rings of different radii.

Starting from the depth mapMz and the matricesMx, My, which describe the three-

dimensional model, a circular approximation of the (x, z) values corresponding to each

y coordinate of the model is performed by applying the Newton method, obtaining the

vectors Vx1 and Vz1 representing the center coordinates of the circles.

Then, possible outliers are removed by searching the elements of Vx1 and Vz1 with

a distance greater than the experimentally estimated thresholds tx, tz, with respect to

the median values of these vectors. The vectors Vx1, Vz1 are then approximated by a

first order polynomial, obtaining Vx, Vz.

The vector Vr, which represents the radii of the circles, is then obtained by com-

puting, for each y coordinate of the three-dimensional model, the average distance

between the center of the approximating circle (Vx(y), Vz(y)) and the coordinates of all

the three-dimensional points with said y coordinate, in the matrices Mx, My, and Mz.

The shape approximation is completed by approximating the vector Vz to a third order

polynomial.

The next step consists in the transformation of the fitted model into the two-

dimensional space. For each column y, the pixel intensities of the texture map MT

are mapped into the approximating circle, obtaining an intensity vector Iy. A linear

interpolation is then applied to merge all the obtained vectors in the unwrapped image

IU . A resolution of around 500 ppi along the y axis is obtained by using an interpo-

lation step of 0.0508 mm. Similarly, a resolution of around 500 ppi along the y axis

is obtained by sampling the approximating circles with an angular resolution equal to

(360/perimiter)× 0.0508.

Finally, the image IU is segmented by using an algorithm based on the local standard

deviation of the image [181].
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(a) (b)

Figure 5.23: Example of results obtained by applying the studied three-dimensional

unwrapping technique: (a) approximation of the three-dimensional fingerprint sample; (b)

resulting contact-equivalent image.

Fig. 5.23 shows an example of approximation of the finger shape using the re-

searched unwrapping technique, and the resulting contact-equivalent image.

Examples of contact-equivalent images obtained from three-dimensional models

computed using the 3D Method A, 3D Method B, and 3D Method C on acquisi-

tions of the same finger are shown in Fig. 5.24. It is possible to observe that all the

contact-equivalent images present the same distances between the distinctive points of

the minutia pattern. Anyway, the image obtained by using the 3D Method C is less

affected by artifacts and represents a wider region of the fingertip.

5.3.5 Quality assessment of contact-equivalent fingerprint images ob-

tained from three-dimensional models

An approach specifically designed for the quality evaluation of contact-equivalent fin-

gerprint images obtained by unwrapping three-dimensional models has been researched.

This approach is presented in [44].

The fingertip images captured using contactless sensors present different non-idealities

compared to samples captured by contact-based sensors. Contactless images, in fact,

present more noise, can be affected by strong reflections, and present a more complex

background. In particularly unconstrained setups, there can also be present out of fo-
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(a) (b) (c)

Figure 5.24: Results obtained by applying the studied three-dimensional unwrapping

technique on three-dimensional samples of the same finger obtained by using different

techniques: (a) 3D Method A; (b) 3D Method B; (c) 3D Method C.

cus and motion blur problems. Moreover, the quality of the obtained samples is strictly

related to the applicative context and the user’s ability. For these reasons, a correct

biometric acquisition is more difficult to be performed in contactless systems.

Considering biometric systems that compute three-dimensional fingertip models,

incorrect acquisitions can drastically reduce the visibility of the ridge pattern, causing

problems during the three-dimensional reconstruction step. For example, biometric

systems that compute three-dimensional models using N-view techniques reconstruct

the finger surface by searching points that match in the images related to the different

views. If the ridge pattern is not properly visible in the captured images, the estimation

of the corresponding pairs of points can produce erroneously matched points, resulting

in artifacts in the three-dimensional models. Consequently, the presence of artifacts

can produce deformations in the contact-equivalent images.

The images obtained by the unwrapping of three-dimensional fingerprint models

can present different problems:

1. deformations due to badly reconstructed regions of the three-dimensional model;

2. artifacts caused by the presence of spikes in the three-dimensional model;

3. areas with artifacts introduced during the enhancement of the fingerprint pattern

and corresponding to low-contrast regions of the input images.
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(a) (b) (c)

Figure 5.25: Examples of problems that can be present in unwrapped fingerprint images:

(a) a deformation caused by a badly reconstructed portion of the three-dimensional model;

(b) an artifact caused by the presence of a spike in the three-dimensional model; (c) an

area with low visibility of the ridge pattern.

Fig. 5.25 shows an example of problems that can affect contact-equivalent fingerprint

images obtained by unwrapping three-dimensional finger models.

Images affected by deformations and artifacts can drastically reduce the accuracy

of the biometric system. For this reason, the use of quality estimation methods is

necessary to improve the final accuracy and reliability of the whole system.

In the literature, there are no methods specifically designed for the evaluation of

contact-equivalent images obtained by unwrapping three-dimensional models.

A novel approach for the quality evaluation of contact-equivalent fingerprint images

obtained by unwrapping three-dimensional models has therefore been studied. This

approach uses computational intelligence techniques to evaluate the presence of non-

idealities in the ridge pattern. The quality can be expressed by using real or discrete

values. In this approach, discrete classes are used in order to easily discard low quality

biometric samples during the recognition process.

The approach can be divided into the sequent steps:

1. image segmentation;

2. feature extraction;

3. quality estimation using computational intelligence techniques.

156

4/img/dif1.eps
4/img/dif2.eps
4/img/dif3.eps


5.3 Methods based on three-dimensional models

5.3.5.1 Image segmentation

The image IR representing the ROI is computed by applying an empirically estimated

threshold ts to local standard deviation values related to l × l squared regions.

5.3.5.2 Feature extraction

Different sets of features related to different image characteristics are extracted.

• Features related to the minutiae (FM ): the number of minutiae points, and the

mean and standard deviation of their quality are computed. The method used

for the extraction of the minutiae is the software NIST Bozorth3 [199].

• Features related to the shape of the ROI (FS): this set is composed by 3 features

that permit to evaluate the presence of deformations caused by errors in the

estimation of the finger shape. These features are the length and width of the

ROI, and the eccentricity of the ROI shape.

• Gabor features (FG): this set is composed by mG×nG×θG values. Starting from

the image I, θG images Gθ are computed by applying a set of θG Gabor filters

(4.3) with different orientations. Each image Gθ is then divided into mG × nG

local regions, and the AAD (4.6) of the intensity values is computed for each

region.

• Hog Features (FH): this set is composed by cw × ch × cb features. These values

are obtained by computing a set of HOG features in the area of the image I

appertaining to the ROI. Similarly to the method described in Section 5.2.2,

these features are compute by applying the algorithm described in [309].

• Standard deviation of Gabor features (FGσ): this set is composed by mG × nG

features. Similarly to the Gabor features, θG images Gθ are obtained by applying

a set of θG Gabor filters with different orientations to the image I. Each image

Gθ is then divided into mG × nG local regions and the AAD of the intensity

values of each region is computed. For each local region, the standard deviation

of the values obtained by applying the θG Gabor filters is finally computed. These

features permit to evaluate the presence of information in the local regions of the

image, reducing the number of used values with respect to the Gabor features.
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• Standard deviation of HOG features (FHσ): this set is composed by cw × ch

features. A set of HOG features are computed by dividing the image I in cw × ch

local areas. For each local region, the standard deviation of the cb obtained HOG

values is finally computed. The size of this feature set is lower than the size of

the set of HOG features FH .

5.3.5.3 Quality estimation

The quality estimation aims to distinguish the contact-equivalent fingerprint images

that can be properly used to perform an identity comparison and the images affected by

artifacts due to the presence of noise in the corresponding three-dimensional models. In

this approach, the quality estimation is considered as a classification problem. This task

is performed by assigning two classes to the unwrapped fingerprint images: “sufficient”

and “poor”. The quality classes are obtained by evaluating the distributions of the

matching scores obtained by genuine identity comparisons.

The used classifiers are based on feedforward neural networks.

More details and examples of classified images are reported in Subsection 6.3.3.

5.4 Computation of synthetic contactless samples

A technique for the simulation of three-dimensional fingerprint models able to sim-

ulate different acquisition setups has been studied. The simulated three-dimensional

models can then be used to obtain three-dimensional and two-dimensional synthetic

biometric samples. The researched technique aims to reduce the efforts necessary to

collect biometric samples during the design and evaluation of biometric algorithms and

acquisition setups. This technique is presented in [314].

The design of contactless fingerprint recognition systems requires the collection of

sample databases large enough to prove the validity of the envisioned method. This

task is expensive and time consuming. Moreover, it can require the design and imple-

mentation of new acquisition setups. In order to limit the effort necessary to collect

biometric data, it can be useful to perform tests on simulated data. In the literature,

some works have dealt with the creation of synthetic fingerprint images that realisti-

cally resemble the ones acquired using contact-based sensors. However, there are no

works that deal with the computation of synthetic three-dimensional fingerprints. The
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Figure 5.26: Schema of the studied method for the computation of three-dimensional

synthetic fingerprints starting from contact-based fingerprint images.

realized method could therefore be a useful tool for research groups operating in bio-

metrics and three-dimensional reconstruction techniques, allowing to easily simulate

different acquisition setups. Moreover, the method can permit to compare the results

of future algorithms with a ground truth of simulated samples.

The goal of the method is to simulate synthetic three-dimensional models of finger-

prints, resembling contactless fingerprint images captured with different cameras and

illumination conditions, using image processing techniques and well-known algorithms

designed for fingerprint recognition systems. It focuses on modeling the central region

of the fingerprint, since it is the region that contains the most discriminative part of

the fingerprint information. The method takes in input a fingerprint image captured

using a contact-based sensor, or obtained by applying techniques in the literature for

the computation of synthetic fingerprint images. The information related to the ridge

pattern is used to compute a realistic three-dimensional model of the fingerprtip. Re-

alistic focus, color, and illumination details are then applied in order to increase the

quality of the synthetic three-dimensional model.
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The method can be divided into the following steps:

1. image preprocessing;

2. ridge pattern analysis;

3. noise injection;

4. computation of the three-dimensional ridges;

5. finger shape simulation;

6. simulation of the lens focus;

7. simulation of the color pattern;

8. simulation of the light source.

An outline of the method is shown in Fig. 5.26.

5.4.1 Image preprocessing

In the preprocessing step, the region of the contact-based fingerprint image describing

the most discriminative area of the ridge pattern is selected, and then the image is

normalized in order to enhance the visibility of the ridge pattern.

The used contact-based fingerprint images are acquired at a resolution of 500 ppi.

The images are cropped and a central area of 100 × 100 pixel, approximately corre-

sponding to an area of 5× 5 mm of the finger skin, is extracted from the image.

The intensity of the cropped image I is then normalized using the formula (4.2) in

order to obtain an image with 0 mean and standard deviation equal to 1.

5.4.2 Ridge pattern analysis

The analysis of the ridge pattern is performed in order to estimate a map image that

represents the height of the ridges in a non-dimensional space. The used method

assumes that the height of the ridge pattern is proportional to the result obtained by

applying tuned Gabor filters to the contact-based fingerprint image. The use of Gabor

filters permits to reduce the noise and to obtain ridges with smooth shapes.
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This task is based on a well-known method in the literature for the enhancement of

contact-based fingerprint images [181]. The first step is the computation of two images

that describe the local orientation Or and the local frequency Fr of the ridges. Then,

a set of Gabor filters (4.3) tuned by using the estimated information are convolved to

the fingerprint image.

In order to search the regions of the image G representing the ridges, a binary image

B is computed as:

B (x, y) =

{

0 if G (x, y) < tb
1 otherwise

, (5.36)

where tb is an empirically estimated threshold.

A first approximation of the height of the ridges R and valleys V is computed as

R (x, y) = log (G (x, y)× (¬B (x, y))),
V (x, y) = log (1−G (x, y)×B (x, y)).

(5.37)

The intensity values of the ridges R are then normalized in a range from (1 −∆r) to

1, and the intensity values of the valleys V are then normalized in a range from 0 to

∆r. The value of the constant ∆r has been estimated by observing the shape of real

three-dimensional fingerprint models.

Then, the image H describing the height of the ridge pattern in a non-dimensional

space is computed as

H (x, y) = R (x, y) + V (x, y) . (5.38)

As a last task, an adaptive histogram equalization is applied to H.

5.4.3 Noise injection

This step has the purpose of simulating the presence of pores, incipient ridges, and

acquisition noise.

A binary image Bn, composed by randomly distributed white dots, is first computed.

A morphological dilation with a mask of nn × nn pixel is then applied to Bn. Finally,

the image Bn is used to simulate pores and incipient ridges by applying the equation:

Hn (x, y) = H (x, y)−∆n (Bn (x, y) (¬B (x, y)))
+∆N (Bn (x, y)B (x, y))

, (5.39)

where Hn(x, y) is the resulting image, and ∆n is an empirically estimated value.
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5.4.4 Computation of the three-dimensional ridges

In order to simulate the wear of the ridges, the height image Hn is smoothed using an

approach based on an empirically estimated threshold tw. The value of tw corresponds

to the p percentile of the histogram of Hn. The ridge shape is obtained as:

Hq(x, y) =

{

tw if Hn(x, y) > tw
Hn(x, y) if Hn(x, y) ≤ tw

. (5.40)

The height of the ridges in the image Hq is then adjusted in order to have a mean value

of 0.06 mm.

5.4.5 Finger shape simulation

A parametric finger shape model based on a cylinder is computed:

S(x, y) =
−x2 + fn

fn
, (5.41)

where S(x, y) is the three-dimensional surface based on the parametric model, and fn is

a normalization term used to compute a surface with a peak height of 1 mm. The peak

height has been experimentally estimated on an area of 5 × 5 mm by considering the

average curvature of the finger in its central area. The rendering of wider areas requires

the usage of a more detailed model of the finger surface, which can be obtained, for

example, by using multiple view three-dimensional systems or laser profilometers.

The normal vectors to each point of the surface S(x, y) are then computed. The

obtained result is a three-element vector (Nx, Ny, Nz). The parametric surface is then

converted to a full three-dimensional point cloud (xs, ys, zs), where Zs = S(x, y).

The ridges are superimposed on the surface according to the direction of the normal

to the surface:

xr = xs +NxHq(x, y),

yr = ys +NyHq(x, y), (5.42)

zr = zs +NzHq(x, y),

where Hq is the image describing the three-dimensional ridge structure. A surface

approximation Sr(x, y) is then computed from the point cloud (xr, yr, zr) using a linear

interpolation technique.

162



5.4 Computation of synthetic contactless samples

5.4.6 Simulation of the lens focus

Real contactless fingerprint images can present regions affected by out of focus prob-

lems. In most of the cases, in fact, the hardware setups use macro lenses in order to

capture the details of the ridge pattern. A technique for the simulation of the lens fo-

cus is therefore used in order to improve the realism of the obtained three-dimensional

models. This technique blurs every point of the ridge pattern proportionally to its

height along the z axis.

The height of every point Zr(x, y) is normalized between two empirically estimated

values bmin and bmax, obtaining the matrix Bs. For each point (x, y), a median filter

with a mask of Bs(x, y)×Bs(x, y) pixels and centered in (x, y) is applied to Zr(x, y).

5.4.7 Simulation of the color pattern

The color pattern is acquired from a real contactless fingerprint image. The ridge

pattern is then removed from the contactless fingerprint image using a Gaussian low-

pass filter in order to extract only the underlying skin color and the vein pattern:

If = Il ∗Gl , (5.43)

where If is the resulting filtered image, Il is the contactless image, Gl is a Gaussian

m×m filter mask, with σ equal to an empirically estimated value σp.

In order to improve the realism of the color pattern, speckle noise is introduced by

applying the equation:

Ip = If + ns × If ∗Gl , (5.44)

where ns is uniformly distributed random noise with 0 mean and variance vs. The

value of vs is empirically estimated and is related to the simulated camera setup.

The image Ip is then superimposed on the surface Sr(x, y) using a texture mapping

procedure.

163



5. CONTACTLESS FINGERPRINT RECOGNITION

(a) (b) (c)

(d) (e) (f)

Figure 5.27: Examples of synthetic three-dimensional fingerprints: (a-c) contact-based

acquisitions; (d-f) three-dimensional synthetic fingerprints.

5.4.8 Simulation of the light source

A point light source with strength s, radiating uniformly in all directions, is then

positioned at coordinates (xl, yl, zl) in order to simulate the illumination. The specular

properties of the model are experimentally adjusted in order to meet the properties of

the human skin. A Phong lighting algorithm is then used to compute the reflection

model of the surface, but more complex rendering engines can be also applied [315].

Some examples of contact-based acquisitions and the resulting three-dimensional

synthetic fingerprints are shown in Fig. 5.27.
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5.5 Summary

Different methods for all the steps of contactless fingerprint recognition systems based

on two-dimensional and three-dimensional samples have been presented. All the meth-

ods are based on acquisition setups that can be considered as less-constrained with

respect to most of the systems in the literature since they do not use finger placement

guides and are able to capture the samples in single time instants.

The researched techniques based on two-dimensional samples use acquisition setups

based on single CCD cameras, which permit to capture fingerprint images at a distance

of more than 200 mm from the sensor. Moreover, they do not require complex and

expansive illumination techniques.

In order to evaluate the presence of noise and other non-idealities in the contactless

images, a quality assessment technique specifically designed for contactless fingerprint

images has been studied. This technique is based on neural classifiers and permits to

discard insufficient quality samples.

A technique for the evaluation of Level 1 characteristics in contactless images has

been implemented. This technique permits to estimate the coordinates of the core point

by using neural networks.

Level 2 analysis techniques have also been studied. In particular a method for the

computation of contact-equivalent images has been designed. The method can then be

used to perform biometric recognitions based on techniques designed for the evaluation

of minutia features in contact-based fingerprint images.

Biometric systems based on three-dimensional samples require more complex acqui-

sition setups and recognition algorithms. Techniques for the estimation of the three-

dimensional coordinates of minutia points and the three-dimensional reconstruction of

the finger surface have been researched. These techniques are based on multiple view

hardware setups and permit to perform biometric acquisitions in a less-constrained

manner with respect to most of the systems in the literature.

Feature extraction and matching techniques based on three-dimensional templates

have also been presented.

Moreover, an unwrapping method for the computation of contact-equivalent images

from three-dimensional samples, and a technique for the quality assessment of the

obtained fingerprint images have been studied.
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In order to reduce the efforts necessary for the acquisition of the biometric sam-

ples required to test the researched approaches, a tool for the simulation of synthetic

contactless fingerprint samples has also been realized.
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Chapter 6

Experimental Results

This chapter describes the results obtained by evaluating the researched approaches

for contactless fingerprint systems recognition based on two-dimensional and three-

dimensional samples (Chapter 5).

The realized techniques have been evaluated considering different characteristics of

biometric systems: accuracy, speed, cost, usability, acceptability, scalability, interop-

erability, security, and privacy. Particular attention has been given to the accuracy

evaluation since it is usually considered as one of the most important aspects in the

design of biometric applications. The used testing procedures and figures of merit are

described in Section 2.4.

The reported results are related to the implemented techniques for biometric sys-

tems based on two-dimensional samples and three-dimensional fingerprint models. In

this context, the performances of the researched techniques are compared with the ones

obtained by traditional contact-based systems in a scenario evaluation.

The results obtained by the studied technique for the simulation of contactless

fingerprint acquisitions are finally analyzed and compared with real data.

6.1 Performed experiments

This chapter describes the experiments performed for the validation of all the studied

techniques described in Chapter 5.

First, a performance analysis of the studied techniques based on two-dimensional

samples is described. In particular, the researched quality assessment method for con-
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tactless fingerprint images (Section 5.2.2) is first evaluated, and the results obtained

by the realized technique for the core point estimation in contactless fingerprint images

are then provided (Section 5.2.4).

A quantitative accuracy evaluation of the researched three-dimensional reconstruc-

tion techniques (Section 5.3.1 and Section 5.3.2) is also reported. The accuracy of the

method designed to reconstruct the three-dimensional coordinates of minutia points is

first discussed. The results obtained by different techniques for the three-dimensional

reconstruction of the finger surface are then compared.

A discussion of the results obtained by applying the implemented techniques for the

computation of contact-equivalent images (Section 5.3.4), and the quality assessment

of fingerprint images obtained by unwrapping three-dimensional finger models (Section

5.3.5) are then provided.

The realized biometric recognition techniques are then compared with contact-based

recognition systems in a scenario evaluation. This comparison is based on the most

common practices and figures of merit in the literature and include different aspects of

biometric technologies: I accuracy; II speed; III cost; IV scalability; V interoperability;

VI usability; VII social acceptance; VIII security; IX privacy.

Preliminary results obtained by the studied feature extraction and matching algo-

rithms based on the three-dimensional coordinates of minutia points (Section 5.3.3)

are discussed. The performed tests are related to biometric datasets acquired using

different technologies.

Finally, the researched technique for the computation of synthetic contactless fin-

gerprint samples (Section 5.4) is analyzed.

This chapter is organized as follow. Section 6.2 presents the experiments performed

on the methods designed for the elaboration of contactless two-dimensional finger-

print samples. Section 6.3 describes a comparison between different three-dimensional

reconstruction techniques, and provides results regarding the unwrapping of three-

dimensional fingerprint models. A comparison of the researched contactless recog-

nition techniques with contact-based fingerprint recognition systems is presented in

Section 6.4. Section 6.5 discussed the preliminary results obtained by the methods for

the feature extraction and matching based on three-dimensional templates. Finally, a

discussion of the accuracy obtained by the studied approach for the computation of

synthetic contactless samples is presented in Section 6.6.
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6.2 Methods based on single contactless images

This section describes the performed evaluations on the researched methods for the

acquisition and elaboration of two-dimensional fingerprint samples described in Section

5.2. In particular, the results obtained by the quality assessment method for contact-

less fingerprint images (Section 5.2.2) and core detection technique (Section 5.2.4) are

provided.

6.2.1 Quality estimation of contactless fingerprint images

The studied quality assessment approach designed for contactless fingerprint images

(Section 5.2.2) aims to search the best quality frames in frame sequences describing

a finger moving toward the camera. We tested this approach on different biometric

datasets collected in our laboratory, and compared the results of the Method QA and

Method QB.

6.2.1.1 Creation of the training and test datasets

In the literature, there are no available any public datasets collecting contactless finger-

print images acquired in unconstrained conditions. We therefore created four different

datasets to test the studied method in different operative conditions. The first dataset

(Dataset Aq) is composed by 79 grayscale frame sequences describing different fingers,

captured with a Sony XCD-V90 camera. The frame rate is 30 fps, the size of each

frame is 1920 × 1024 pixel, the duration of each sequence is 6 s, the illumination is

controlled by a led and the used focal is 25 mm. For each frame sequence, a user

brings a finger near to the camera. The range of the movement is 20 mm. Each frame

of the dataset had been evaluated by an experienced supervisor and labeled with its

qualitative estimation in five different categories:

• Q = 5 (Poor): the ridges are not visible or the ROI is not present in the frame;

• Q = 4 (Fair): the visibility of the ridges is insufficient because the frame is blurred;

• Q = 3 (Good): the ridges are visible but some regions of the ROI are blurred;

• Q = 2 (Very good): the ridges are well visible;

• Q = 1 (Excellent): the ridges are clearly marked.
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(a) (b) (c)

(d) (e) (f)

Figure 6.1: Method QB: Frame prefiltering. Subplots (a), (b) and (c) show examples of

frames with different quality levels, while subplots (d), (e) and (f) show the output of the

filter in the ROI region. The filtering algorithm tends to enhance only the ridges portion

in focus, and it produces random-like patterns in the blurred regions. This behavior helps

the subsequent NFIQ algorithm to properly estimate the quality of the frame.

This task is not simple due to facts that the defocusing effect is not linear with the

finger distance to the optics, and the speed and direction of the finger movements are

not constant.

We produced other three datasets by sub-sampling the Dataset Aq: the first one

(Dataset Bq) is composed by 5 acquisitions of the same individual (993 frames); the

second one (Dataset Cq) is composed by 5 frame sequences related to 5 different in-

dividuals (997 frames); the Dataset Dq is composed by 360 randomly selected frames

captured in all the considered operative conditions. Each dataset has been created in

a version labeled with 5 quality levels, and in a version with two quality levels (Good:

quality level ≤ 1; Bad: quality level > 1). The rationale behind the two-class datasets

is to produce a simplified classifier capable to directly identify the correct frames in

the sequences. In the following, we refer to these datasets with the names Bq-5, Bq-2,

Cq-5, Cq-2, Dq-5, and Dq-2, respectively.
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6.2.1.2 Application of the Method QB

The results achievable with the Method QB are strictly related to the quality of the

input images and to the capability of the filter (5.11) (5.12) to enhance only the ridge

pattern in the image, minimizing all the remaining image components. Using the

realized setup (Fig. 5.2), we qualitatively tuned the α filter parameter to a value equal

to 10 and r equal to the height in pixel of the frame. Examples of results obtained by the

studied filtering method are plotted in Fig. 6.1, where three frames with different quality

levels are shown. The filtering algorithm tends to enhance only the ridges portion in

focus, and it produces random-like patterns in the blurred regions. This behavior helps

the subsequent algorithms to properly estimate the quality of the frames.

As a preliminary step, the application of the five-level approach proposed by the

NIST is considered. Fig. 6.2 plots three examples of different quality frames extracted

from a sequence of Dataset Aq. Fig. 6.2 a, Fig. 6.2 b, and Fig. 6.2 c show a far image, a

good quality image, and an out of focus image, respectively. Fig. 6.2 d shows the output

of the NFIQ algorithm used by the Method QB (dots) compared with the supervisor

evaluation (dashed line) and the output of the Feature 7 of the Method QA.

The performed experiments show that Method QB is less robust to estimate the

frame with the highest available quality estimated by the supervisor. Notably, the

feature F (7) shows a smooth pattern and it properly follows the real image quality

during the sequence. This behavior is present in all the acquired sequences.

6.2.1.3 Application of the Method QA

The following parameter configuration of the Method QA was adopted: the size of the

squares Sm (xs, ys) in (5.1) is 20× 20 pixel, the threshold value t1 in (5.1) is 0.05, and

the erosion structuring element S in (5.2) is fixed to a squared 30 × 30 matrix. These

parameters were empirically tuned on the available images.

The produced main Dataset Aq has 14220 frames; hence it is almost impossible to

manage such quantity of features vectors with the best wrapper algorithms available in

the literature. For this reason, we used three subsampled datasets that describe differ-

ent operative conditions of the acquisition setup. Experiments showed that the most

effective feature selection method for the considered datasets is the forward selection
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(a) (b) (c)

(d)

Figure 6.2: Examples of frames with different quality appertaining to a contactless fin-

gerprint acquisition: (a) poor quality frame; (b) good quality frame; (c) excellent quality

frame; (d) graph representing the quality levels related to the frame sequence. This graph

shows the labels selected by the supervisor (dashed line), the pattern of the feature F (7)

of Method QA (continuous line), and the quality levels produced by Method QB (dotted

line).

technique [316]. The feature selection phase produced the estimated best feature sets

for the datasets Bq-5, Bq-2, Cq-5, Cq-2, Dq-5, and Dq-2.

In our experiments, we tested different classification paradigms in order to bet-

ter study the complexity of the learning problem embedded in the six datasets. In

particular, we adopted the following classifier families:

• the Linear Bayes Normal Classifier (LDC);

• the Quadratic Bayes Normal Classifier (QDC);

• the k-Nearest Neighbor classifier with odd values of the parameter k (1, 3, 5);

• feedforward neural networks with different numbers of neurons in the hidden

layer.
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Table 6.1: Feature subsets obtained by the studied method for the quality assessment of

contactless fingerprint images.

Dataset Feature Subset

Bq-5 [1, 2, 6, 7, 35, 40, 41, 45]

Bq-2 [1, 3, 6, 7, 8, 31, 37, 38, 42]

Cq-5 [1, 6, 7, 41, 42, 43, 45]

Cq-2 [2, 3, 6, 7, 29, 31, 36, 45]

Dq-5 [6, 8, 35, 45]

Dq-2 [4, 6, 10, 11, 12, 13, 16, 27, 33, 44]

Notes. The datasets Bq-5, Cq-5 and Dq-5 are classified in five classes. The datasets Bq-2, Cq-2 and

Dq-2 are classified in two classes.

In order to effectively estimate the generalization error of the trained neural networks,

we adopted the N-fold cross validation technique with N = 10 [317]. The topology of

the neural networks has been designed as follows: we used a linear node for the output

layer of the neural networks, and we tested different numbers of nodes in the hidden

layer. The selected topology for the nodes of this layer is log-sigmoidal. The algorithm

used for training the neural networks is the back-propagation algorithm.

6.2.1.4 Final results and discussion

Table 6.1 reports the best subsets of features related to the six datasets obtained by the

forward selection technique. Table 6.2 resumes the obtained results of the neural-based

classification system compared with the classical inductive classification methods for all

datasets, and with respect to the performance of Method QB. In particular, Table 6.2

reports only the best configurations found during the analysis (number of hidden layer

for the neural networks, k-parameter for the kNN classifiers, and the best feature sets

selected by the Sequential Forward Selection algorithm).

Table 6.2 shows that Method QA offers a remarkable accuracy compared with

Method QB on the considered datasets. In addition, the neural-based classifier shows a

very good accuracy compared with other classical inductive classification systems. The

only classification family showing a similar accuracy (on the considered datasets) is the
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Table 6.2: Classification error of the studied method for the quality assessment of con-

tactless fingerprint images.

Method QA Method QB

Dataset Linear FFNN-3 FFNN-5 kNN

mean std mean std mean std mean std mean

Bq-5 0.191 0.002 0.046 0.004 0.065 0.004 0.042 0.004 0.478

Bq-2 0.083 0.000 0.013 0.000 0.017 0.004 0.011 0.001 0.140

Cq-5 0.239 0.004 0.066 0.008 0.065 0.001 0.068 0.000 0.358

Cq-2 0.049 0.001 0.013 0.002 0.016 0.001 0.015 0.003 0.150

Dq-5 0.354 0.006 0.275 0.008 0.286 0.012 0.278 0.016 0.469

Dq-2 0.047 0.000 0.064 0.024 0.047 0.000 0.050 0.000 0.180

Notes. Classification methods of Method QA: linear classifier (Linear); feedforeword neural networks

with one hidden layer composed by 3 nodes (FFNN-3); feedforeword neural networks with a hidden

layer composed by 5 nodes (FFNN-5); kNN with k=1 (kNN). The datasets Bq-5, Cq-5 and Dq-5 are

classified in five classes. The datasets Bq-2, Cq-2 and Dq-2 are classified in two classes.

kNN classifiers, but the neural network approach offers a relevant gain in the compu-

tational complexity. Table 6.3 shows the computational gain of the neural networks

compared to kNN classifiers. This gain depends on the number of samples stored in the

k-NN classifier, compared to the number of neurons in the neural networks. Considering

the datasets Bq-5, Bq-2, Cq-5, Cq-2, Dq-5 and Dq-2, the minimum found gain factor is

equal to 36. Experiments showed that the Method QA applied with the neural-based

quality classification technique is the most suitable for real-time applications.

The implemented methods have been written in Matlab language (Version 7.6)

exploiting the available toolboxes on Intel Centrino 2.0Ghz working with Windows XP.

The computational time of the Method QA is different for each dataset/classifier.

The total computational time is also related to the feature extraction. The com-

putation of the majority of the features requires less than 0.05 s. The features F (39)

and F (40) require about 2.3 s and the feature F (41), F (42), F (43) and F (44) require

about 4 s. The features F (10) and F (11) are computed at the same time and this

step requires about 1.2 s. In a similar fashion, the computation of the features F (12),

F (13) and F (14) requires about 1.2 s. The feature selection step showed that these

computational-heavy features are not strictly needed to guarantee the best accuracy of

the system, and they can be replaced by subsets of relatively simple features.
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Table 6.3: Computational Gain of neural networks with respect to traditional classifiers

in the studied method for the quality assessment of contactless fingerprint images.

Dataset Computational Gain

Bq-5 201.459

Bq-2 205.527

Cq-5 121.756

Cq-2 539.839

Dq-5 159.852

Dq-2 46.456

The computational gain is processed by the ratio of the computational time required by the most

accurate traditional classifier to the computational time of the most accurate neural network. Accuracy

values are reported in Table 6.2.

The bottleneck of the Method QA consists in the estimation of the ROIs. The

implementations of the algorithms for the segmentation of the ROI A and ROI B are

not suitably optimized and can require up to 1.5 s and 3.7 s, respectively. On the

contrary, optimized versions can reduce the computational complexity by a factor of

100. This point is crucial to achieve the real-time goal.

The obtained results show that the researched method is achievable, and it offers

suitable accuracy in real-time applications working on images captured at a distance

of more than 0.2 m.

6.2.2 Comparison between image enhancement methods

The image enhancement methods described in Subsection 5.2.3 are designed for different

applicative contexts. The researched method based on contextual filters (Method EA)

permits to improve the visibility of the ridge pattern in noisy contactless fingerprint

images. Differently, the method based on the ridge following (Method EB) is able to

obtain images less affected by the presence of artifacts, but can properly process less

noisy samples.

Results obtained by applying the two enhancement methods on images captured

using a diffused blue light (image captured by the acquisition setup of the 3D Method

C) are shown in Fig. 6.3. It is possible to observe that Method EA introduced some

artifacts in the enhanced images, in particular in the core region of the finger.
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(a) (b) (c)

(d) (e) (f)

Figure 6.3: Example of results obtained by applying the researched enhancement tech-

niques on contactless fingerprint images captured using a diffused blue light: (a, d) blue

channel of the captured images; (b, c) results obtained by the Method EA; (d, e) results

obtained by the Method EB.

Fig. 6.4 shows results obtained by applying the Method EA and Method EB on

images captured using a projected static pattern as light source (image captured by

the acquisition setup of the 3D Method A). In this case, the Method EA permitted to

obtain wider regions of the ridge pattern with respect to the Method EB.

6.2.3 Analysis of Level 1 features in contactless fingerprint images

In this subsection, we describe the tests performed to evaluate the studied core de-

tection method designed for contactless fingerprint images (Section 5.2.4). We depict

the creation of the training and test datasets, and the results obtained by training the

computational intelligence techniques for the estimation of the core point in contactless

fingerprint images. The obtained results are then compared with the ones obtained by

heuristic methods.
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(a) (b) (c)

(d) (e) (f)

Figure 6.4: Example of results obtained by applying the researched enhancement tech-

niques on contactless fingerprint images captured using a projected static pattern: (a,

d) fingerprint images obtained after the removal of the projected pattern; (b, c) results

obtained by the Method EA; (d, e) results obtained by the Method EB.

6.2.3.1 Creation of the training and test datasets

Two datasets of fingerprint images for the training and testing steps have been used.

The first dataset (Dataset Ac) contains images captured using a contact-based sen-

sor. Dataset Ac is composed by 498 contact-based fingerprint images acquired using

a CrossMatch V300 sensor [318, 319]. There are 8 images for each individual. These

images have a resolution equal to 500 ppi with the dimension of 512 × 480 pixel.

The second dataset (Dataset Bc) contains images captured with a contactless sensor.

Dataset Bc is composed by 71 grayscale images related to different fingers, captured

with a Sony XCD-V90 camera. The size of each image is 1920 × 1024 pixels, the

illumination is controlled by a led, and the used focal is 25mm. The distance from the

finger to the lens is about 220mm.
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(a) (b) (c) (d)

Figure 6.5: Examples of images used for the evaluation of the method for the estimation

of the core point: (a,b) images obtained with a contact-based sensor; (c,d) images obtained

with a contact-less sensors.

For each dataset, we have manually estimated the core position of every image by

selecting the position of the best singular point from the list extracted by the algorithms

described in section 5.2.4.1. Fig. 6.5 shows two examples of images of the Dataset Ac,

and two examples of images of the Dataset Bc.

6.2.3.2 Computational intelligence techniques and obtained results

In the performed experiments, different classification paradigms have been tested in

order to better enlighten the complexity of the learning problem embedded in the

datasets. In particular, we adopted the k-Nearest Neighbor classifier with odd values

of the parameter k (1, 3, 5) and feedforward neural networks with different numbers of

neurons in the hidden layer. The topology of the neural networks has been design as

follows: we used a linear node for the output layer of the neural networks, and we

tested different configurations for the hidden layer. In particular, we have tested one

or two levels of nodes with different topologies: log-sigmoidal, and tan-sigmoidal. The

algorithm used for the train of the neural networks is the back-propagation algorithm.

Other classical inductive classification systems have been considered in our tests, such

as the Fisher linear discriminant classifier, and quadratic classifiers with different pre-

processing methods. As a reference, we also used two heuristic methods proposed in

the literature: the method Heuristic 1 is based on the selection of the core point from

the available list of singular regions by selecting the point nearest to the top of the
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finger; the method Heuristic 2 considers the singular region nearest to the centroid of

the ROI as the core.

In order to train the computational intelligence methods, we adopted the N-fold

cross validation technique with N = 10 [317]. Table 6.4 reports the classification accu-

racy of the tested classifiers, and the relative standard deviation over the Dataset Ac

and Dataset Bc.

Results show that the studied method offers a remarkable accuracy compared with

the reference methods on all datasets. In fact, for the tested datasets, the use of trained

classifiers produced better classification accuracy than the heuristic-based classification

methods (the last two rows in Table 6.4).

In addition, in the classification of the Dataset Bc, the neural-based classifier showed

a very good accuracy compared to the other classical inductive classification system.

The only classification family showing a similar accuracy (on the considered datasets)

is the kNN classifiers, but the neural network approach offers a relevant gain in the

computational complexity (up to a factor 10 in the classifier execution time on the

evaluated datasets). Experiments showed that the neural-based quality classification

system is the most suitable for real-time applications.

The obtained results suggest that researched method is general and it can be effec-

tively applied to contact and contactless fingerprint images.

6.3 Methods based on three-dimensional models

This section describes the tests performed to evaluate the accuracy of the researched

three-dimensional reconstruction techniques and methods for the computation of contact-

equivalent images based on three-dimensional samples. First, the studied technique

for the estimation of the three-dimensional coordinates of minutia points (Section

5.3.1) is treated. The three-dimensional reconstruction techniques 3D Method A and

3D Method B (Section 5.3.2) are then compared. Finally, the results obtained by

the quality evaluation of contact-equivalent images obtained by unwrapping three-

dimensional fingerprint samples (Section 5.3.4 and Section 5.3.5) are discussed.
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Table 6.4: Classifiers evaluated for the researched method for the estimation of the core

point in contactless fingerprint images.

Dataset Ac Dataset Bc

Classifier Mean Std Mean Std

FFNN-1 0.078 0.032 0.014 0.045

FFNN-3 0.044 0.052 0.057 0.100

FFNN-5 0.048 0.025 0.029 0.060

FFNN-10 0.048 0.025 0.157 0.171

kNN-1 0.013 0.004 0.014 0.000

kNN-3 0.016 0.004 0.028 0.000

kNN-5 0.023 0.002 0.032 0.018

kNN-10 0.028 0.002 0.056 0.000

LDC 0.03 0.002 0.032 0.007

KL-LDC 0.038 0.006 0.039 0.013

PCA-LDC 0.035 0.007 0.028 0.000

Quadratic 0.049 0.006 0.944 0.000

Heuristic 1 0.065 0.248 0.113 0.318

Heuristic 2 0.156 0.364 0.127 0.335

Notes. Classification error obtained on the different datasets with the methods: feedforeword neural network

with one hidden layer composed by 1 node (FFNN-1), 3 nodes (FFNN-3), 5 nodes (FFNN-5), 10 nodes (FFNN-

10); k Nearest Neighbor with k = 1 (kNN-1), k = 3 (kNN-3), k = 5 (kNN-5), k = 10 (kNN-10); normal

densities based linear classifier (ldc); linear classifier by KL expansion of common covariance matrix (KL-LDC);

linear classifier by PCA expansion on the joint data (PCA-LDC); quadratic classifier (Quadratic); Heuristic 1;

Heuristic 2.

6.3.1 Three-dimensional reconstruction of the minutia points

This subsection describes the experiments performed to evaluate the studied technique

for the three-dimensional reconstruction of the minutia points described in Section

5.3.1.

The method has been written in Matlab language (Version 7.6) exploiting the avail-

able toolboxes on an Intel Centrino 2.0Ghz working with Windows XP Professional.

The parameters used for the computation of the features related to the template Fin-

gercode are: nR = 2; nA = 4; and nF = 4. The parameters used to compute the HOG

features are: cw = 3; ch = 3; cb = 9.
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6.3.1.1 Classification of minutiae pairs

In order to compare the effectiveness of the extracted feature set, we tested various fam-

ilies of classification systems, in particular, the Linear Bayes Normal Classifier (LDC),

the family of the k-Nearest Neighbor classifier with odd values of the parameter k

(1, 3, 5), the Linear classifier by KL expansion of common covariance matrix (KLLDC),

the Linear classifier by PCA expansion on the joint data (PCA-LDC), and feedforward

neural networks with different number of neurons Nr in the hidden layer (FNN-Nr).

In this context, we considered neural networks with a two-layered topology where the

hidden nodes are log-sigmoidal and the output node is linear. The classical back-

propagation algorithm had been used as the training method. All the tested classifiers

had been validated with the N-fold cross validation technique with N = 10 [317].

We used images captured in our laboratory. The image dataset is composed by

120 color images related to two different fingers, captured by two Sony SX90CR CCD

cameras with different angles and distances. The size of each image is 1280×960 pixel,

the illumination are controlled by four white LEDs, and the used focal is 25 mm. We

used three different acquisition setups characterized by different angles between the

cameras and the reference plane (α), distances between the centers of the optics (∆D),

and distances from the finger to the optics (∆H).

• Setup 05: α = 5◦, ∆D = 45mm, and ∆H = 230mm;

• Setup 10: α = 10◦, ∆D = 75mm, and ∆H = 230mm;

• Setup 15: α = 15◦, ∆D = 125mm, and ∆H = 230mm.

The schema of the used acquisition setup is shown is described in Section 5.3.1.

For each setup, we collected 10 pairs of images related to every finger.

We also collected a set of calibration images for each acquisition setup. We cap-

tured 15 pairs of chessboard images for each setup. The used calibration chessboard

is composed by 12 × 9 squares of 2, 8 × 2.8 mm. considering these images, we esti-

mated a reconstruction error of the chessboards in the three-dimensional space equal

to 0.03 mm. This error is computed by considering the Euclidean distance of the corner

points of each image to equidistant points belonging to interpolated planes.

As a reference, we manually matched the minutiae present in a circle area with

radius equal to 120 pixels around to the core point of the fingerprint images. We
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considered a total of 24258 classified minutiae pairs, which are labeled as positive (real

pairs) and negative (false pairs).

For each image acquisition setup, we considered six different feature sets, obtaining

24 datasets. For each minutiae pair (i, j) of two fingerprint images A and B, these

datasets contain the following values.

• Feature set A: the Euclidean distance between FA(i) and FB(j);

• Feature set B: the Euclidean distance between HA(i) and HB(j);

• Feature set C: MA(i) - MB(j), and the Euclidean distance between FA(i) and

FB(j);

• Feature set D: MA(i) - MB(j), and the Euclidean distance between HA(i) and

HB(j);

• Feature set E: MA(i) - MB(j), and FA(i) - FB(j);

• Feature set F: MA(i) - MB(j), and HA(i) - HB(j).

The studied method showed a remarkable accuracy, especially when neural net-

works had been adopted as the final classifiers of the system. Experiments showed the

possibility to suitable train neural networks in order to produce a proper behavior with

different setup configurations. Remarkably, neural networks achieved a similar (or bet-

ter) accuracy with respect to the best traditional inductive methods among the set we

considered in our tests, and, most of the time, with a minor computational complexity.

In particular, Table 6.5 shows the results of different compositions of features for

the Setup 05. The studied method achieved a good accuracy especially using fea-

tures related to the Euclidean distance between the features processed by Gabor filters

(Dataset 05-C) with a classification mean error equal to 0.9%. A similar situation is

present in the experiments related to the Setup 10 and Setup 15. In particular, Table

6.6 reports that neural networks obtained the best accuracy with a classification error

of 1.5% in the Setup 15 by using the Dataset 15-A and Dataset 05-C. The only clas-

sification family showing a similar accuracy (on the considered datasets) is the kNN

classifiers, but the neural network approach offers a relevant gain in the computational

complexity. Within the presented experiments, the minimum gain factor found is more

than 100.
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Table 6.5: Results obtained by the studied method for the search of corresponding minutia

points using neural networks on the 05◦ datasets

Method Dataset Dataset Dataset Dataset Dataset Dataset

05-A 05-B 05-C 05-D 05-E 05-F

Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std

linear 0.010 0.000 0.017 0.000 0.009 0.001 0.015 0.000 0.037 0.000 0.038 0.000

quadratic 0.010 0.000 0.018 0.000 0.008 0.000 0.008 0.000 0.012 0.001 0.036 0.001

pcldc 0.010 0.000 0.017 0.000 0.009 0.000 0.015 0.001 0.037 0.000 0.038 0.001

klldc 0.010 0.000 0.017 0.000 0.009 0.000 0.015 0.000 0.037 0.000 0.038 0.000

kNN-1 0.018 0.001 0.031 0.001 0.011 0.001 0.016 0.001 0.013 0.001 0.016 0.001

kNN-3 0.012 0.000 0.022 0.001 0.010 0.001 0.014 0.001 0.014 0.001 0.015 0.001

kNN-5 0.011 0.001 0.021 0.001 0.010 0.000 0.013 0.001 0.015 0.000 0.014 0.000

kNN-10 0.011 0.001 0.020 0.001 0.009 0.001 0.015 0.000 0.020 0.000 0.015 0.000

FNN-1 0.015 0.016 0.026 0.015 0.008 0.004 0.014 0.006 0.040 0.016 0.065 0.020

FNN-3 0.010 0.006 0.018 0.010 0.007 0.003 0.015 0.010 0.049 0.016 0.063 0.014

FNN-5 0.0100 0.005 0.019 0.007 0.010 0.003 0.013 0.008 0.042 0.025 0.056 0.026

FNN-10 0.010 0.006 0.020 0.009 0.014 0.012 0.008 0.006 0.030 0.018 0.049 0.020

Notes. Classification methods: linear classifier (linear); quadratic classifier (quadratic); linear classifier using

PC expansion (pcldc); linear classifier using KL expansion (klldc); kNN with k=1 (kNN-1); kNN with k=3

(kNN-3); kNN with k=5 (kNN-5); kNN with k=10 (kNN-10); feedforeword neural network with one hidden

layer composed by 1 nodes (NN-1); feedforeword neural network with one hidden layer composed by 3 nodes

(NN-3); feedforeword neural network with one hidden layer composed by 5 nodes (NN-5); feedforeword neural

network with one hidden layer composed by 10 nodes (NN-10).

Experiments showed that the used feature sets permit to properly classify the minu-

tiae pairs with an interesting accuracy and that the neural-based system is probably

the most suitable model for real-time applications.

A quality analysis of the obtained three-dimensional minutiae sets for each image

shows the effectiveness of the studied reconstruction technique. The calibration pro-

cedure of the system, obtained by 2.8 × 2.8 mm chessboards, showed a remarkable

three-dimensional reconstruction accuracy with localization errors of few less than one

tenth of millimeters. Fig. 6.6 plots an example of the reconstructed three-dimensional

minutiae above the corresponding left input image. Vertical segments show the corre-

spondences between the identified three-dimensional points and the relative position of

the minutiae in the left image.

Classification errors produce mismatches in the minutiae pairs, hence, as a con-

sequence, the resulting three-dimensional points tend to be quite far from the finger

surface. This kind of points can be further post-processed and deleted from the minu-

tiae list by using a three-dimensional spike filter.
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Table 6.6: Results obtained by the studied method for the search of corresponding minutia

points using neural networks on the 15◦ datasets

Method Dataset Dataset Dataset Dataset Dataset Dataset

15-A 15-B 15-C 15-D 15-E 15-F

Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std

linear 0.016 0.001 0.018 0.000 0.020 0.000 0.018 0.001 0.044 0.001 0.052 0.002

quadratic 0.020 0.000 0.017 0.000 0.018 0.000 0.015 0.001 0.040 0.001 0.146 0.007

pcldc 0.016 0.001 0.018 0.001 0.020 0.000 0.017 0.001 0.043 0.000 0.052 0.002

klldc 0.016 0.001 0.017 0.000 0.020 0.000 0.018 0.001 0.044 0.000 0.052 0.002

kNN-1 0.023 0.001 0.031 0.002 0.027 0.002 0.020 0.002 0.017 0.000 0.019 0.001

kNN-3 0.021 0.002 0.020 0.002 0.021 0.001 0.017 0.001 0.022 0.002 0.020 0.002

kNN-5 0.018 0.002 0.017 0.001 0.015 0.001 0.020 0.001 0.027 0.003 0.019 0.002

kNN-10 0.014 0.000 0.015 0.001 0.015 0.001 0.019 0.000 0.030 0.002 0.018 0.001

FNN-1 0.024 0.020 0.024 0.022 0.020 0.015 0.020 0.017 0.059 0.024 0.065 0.015

FNN-3 0.016 0.013 0.016 0.009 0.019 0.009 0.022 0.018 0.067 0.022 0.069 0.029

FNN-5 0.015 0.012 0.017 0.009 0.015 0.012 0.018 0.011 0.078 0.037 0.050 0.017

FNN-10 0.015 0.014 0.019 0.017 0.026 0.015 0.023 0.023 0.044 0.034 0.096 0.126

Notes. Classification methods: linear classifier (linear); quadratic classifier (quadratic); linear classifier using

PC expansion (pcldc); linear classifier using KL expansion (klldc); kNN with k=1 (kNN-1); kNN with k=3

(kNN-3); kNN with k=5 (kNN-5); kNN with k=10 (kNN-10); feedforeword neural network with one hidden

layer composed by 1 nodes (NN-1); feedforeword neural network with one hidden layer composed by 3 nodes

(NN-3); feedforeword neural network with one hidden layer composed by 5 nodes (NN-5); feedforeword neural

network with one hidden layer composed by 10 nodes (NN-10).

The results obtained on three-dimensional minutiae captured from stereoscopic con-

tactless images show that the final accuracy can be improved with respect to the use

of single contactless images.

6.3.2 Three-dimensional reconstruction of the finger surface

This subsection compares the performances obtained by the 3D Method A and 3D

Method B of the researched approach for the reconstruction of the finger volume (Sec-

tion 5.3.2). This comparison is first performed by evaluating the quality of the contact-

equivalent images obtained by the two methods.

6.3.2.1 The used datasets

The performances obtained the 3D Method A and 3D Method B have been compared

on biometric samples captured in our laboratory.

The used setup consists of two Sony XCD-SX90CR CCD color cameras synchronized

by using a trigger mechanism. The angle of the cameras with respect to the horizontal
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Figure 6.6: Example of three-dimensional minutiae reconstructed by the studied method

for the search of corresponding minutia points using neural networks. Vertical segments

show the correspondence between the identified three-dimensional points and the relative

position of the minutiae of the left image. The distances are related to the reference view.

support is α = 85◦, with a baseline distance between the cameras ∆D = 45 mm (from

the centers of the CCDs). The projector is placed at a distance of ∆P = 460 mm and

with an inclination angle β = 15◦ with respect to the surface. The distance between

the led light and the surface is ∆L = 290 mm. The distance from the finger to the

cameras is ∆H = 235 mm. This distance is controlled by using a wooden panel in order

to correctly place the finger. The setup configurations are shown Fig. 5.11.

We captured two datasets of images by using the structured light and non-structured

light configurations. The two datasets are obtained by capturing 36 different fingers

with the realized two-view acquisition systems. For each finger, 10 pairs of images were

captured, for a total of 360 pairs of images. We refer to the dataset captured using the

acquisition setup of the 3D Method A as Dataset A3d, and to the dataset captured

using the 3D Method B as Dataset B3d.

The data used to perform the calibration consit in 15 pairs of images describing a

chessboard acquired in different positions. The calibration chessboard is composed by

12×9 squares of 2.8×2.8 mm. From these images, we computed a reconstruction error

of 0.03 mm. This error had been obtained by triangulating the two-dimensional coordi-

nates of the chessboard corners, extracted by the calibration algorithm, and computing

the interpolating plane of the three-dimensional corner positions. We assumed as an er-

ror measure the standard deviation of the Euclidean distance between the triangulated

corners and the plane, with an approach similar to the one described in [320].
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6.3.2.2 Parameters of the evaluated methods

The parameters of the studied methods have been empirically tuned on the used

datasets. The value ∆P used for the computation of the projected pattern is equal

to 80; the parameters of the segmentation algorithm are th = 0.9, tl = 0.15, rs = 20,

and rp = 40; the values used by the method for the matching of the reference points

are l = 21, ∆x = 130, ∆y = 5, w = 130, and h = 7; the parameters used by the

three-dimensional estimation algorithm are ts = 8, and np = 8; the values used by the

unwrapping technique are ty = 8, and tz = 8.

6.3.2.3 Comparison between three-dimensional reconstruction methods

Three-dimensional models have been computed from the images appertaining to the

considered datasets by using both the 3D Method A and 3D Method B, and the qual-

ity of the resulting unwrapped three-dimensional models was then evaluated. One

important quality measure consists in the evaluation of the ridge pattern visibility and

distortion after the unwrapping step. In fact, low quality ridge patterns can drastically

reduce the accuracy of biometric recognition systems. This analysis is particularly im-

portant in the studied system because an incorrect projected pattern would drastically

decrease the visibility of the ridges. Fig. 6.7 shows two examples of enhanced fingertip

images after the unwrapping of the three-dimensional models, computed by using the

3D Method A and 3D Method B. It is possible to observe that the use of the structured

light does not affect the quality of the resulting textures.

Another important quality measure is the number of outliers present in the three-

dimensional models. These points, in fact, can produce distortions of the finger shape,

introducing errors in the subsequent unwrapping step. Using the 3D Method A, the

number of spikes is smaller. It is therefore possible to use simpler and faster filtering

techniques and to obtain more accurate three-dimensional reconstructions. Fig. 6.8

shows a comparison between the filtered and unfiltered point clouds, and the respective

surface estimations. It is possible to observe that, with the aid of the structured light,

the small number of outliers does not affect the surface estimation.

In order to numerically evaluate the quality of the reconstructed three-dimensional

models, we tested the contact-equivalent images related to each reconstructed three-

dimensional fingertip sample by using the NIST NFIQ software. The quality of the
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(a) (b)

Figure 6.7: Enhanced images obtained by unwrapping the three dimensional models

computed by using the structured light and non-structured light approaches: (a) image

obtained by using the 3D Method A; (b) image obtained by using the 3D Method B. The

usage of the structured light can speed-up the creation of the 3D templates up to 90%.

Table 6.7: Numerical evaluation of the unwrapped fingerprint images obtained from

three-dimensional samples representing the finger volume.

3D Method A 3D Method B

Mean Std Mean Std

1.380 0.840 1.890 1.120

contact-equivalent images, in fact, is strictly related to the presence of spikes and to

the correctness of the ridge pattern. The obtained results are summarized in Table 6.7.

Table 6.7 shows that the 3D Method A permitted to obtain contact-equivalent

images with better quality levels. This result is related to the fact that the presence of

spikes influences the quality of the images obtained by the studied unwrapping method.

We also compared the computational time needed by the three-dimensional recon-

struction methods. The use of the projected pattern allowed to drastically reduce the

time needed by the point matching method. In the 3D Method A, the search of ev-

ery matching point is performed by considering a subset of 60 points adjacent to the

candidate point. In the 3D Method B, we defined the minimum size of the search

range as equal to 910 pixel. For this reason, the average time needed to reconstruct a

three-dimensional point cloud using the projected pattern is decreased by 90%.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 6.8: Three-dimensional point clouds, filtered and unfiltered, computed using the

3D Method A and 3D Method B: (a,b): filtered point cloud and surface mapping using the

3D Method A; (c,d): unfiltered point cloud and surface mapping using the 3D Method A;

(e,f): filtered point cloud and surface mapping using the 3D Method B; (g,h): unfiltered

point cloud and surface mapping using the 3D Method B.

188

5/img/fig_squares/07_01_filtPC.eps
5/img/fig_squares/07_01_surf_with_filter.eps
5/img/fig_squares/07_01_UnfiltPC.eps
5/img/fig_squares/07_01_surf_without_filter.eps
5/img/fig_no_squares/07_01_filtPC.eps
5/img/fig_no_squares/07_01_surf_with_filter.eps
5/img/fig_no_squares/07_01_UnfiltPC.eps
5/img/fig_no_squares/07_01_surf_without_filter.eps


6.3 Methods based on three-dimensional models

6.3.3 Quality assessment of unwrapped fingerprint images

The researched approach for the quality estimation of contact-equivalent fingerprint im-

ages obtained by unwrapping three-dimensional models (Section 5.3.5) has been tested

by using a set of 300 images with a resolution of about 500 ppi. These images are

captured from 30 individuals (10 images per individual). The contact-equivalent fin-

gerprint images are related to the three-dimensional models computed by using the 3D

Method A described in Section 5.3.2, and unwrapped using the method described in

Section 5.3.4. The input pairs of images captured by the two-view acquisition system

are affected by different kinds of problems: reflections, out of focus, and dirty fingers.

These problems compromised the correctness of some reconstructed three-dimensional

models and, consequently, the quality of the corresponding contact-equivalent images.

The obtained contact-equivalent images can present deformations, artifacts, and areas

with low visibility of the ridge pattern. The researched method aims to detect the

presence of the mentioned problems in order to provide a qualitative measure of the

contact-equivalent fingerprint images, which can be used to improve the accuracy of

the biometric recognition process.

The acquisition setup is composed by two synchronized Sony XCD-SX90CR CCD

color camera, and a DLP projector. The hardware configuration is the one used by the

3D Method B. The parameters of the setup are: α = 85◦, ∆D = 45 mm, ∆P = 460 mm,

∆H = 205 mm. The two-view system is calibrated by using the technique described in

[311, 312], with 15 pairs of chessboard images captured in different positions. The used

calibration chessboard is composed by 12× 9 squares of 2.8× 2.8 mm.

We assigned a quality value for each contact-equivalent fingerprint image. Similarly

to the approach described in [229], this value is a predictor of a matcher’s performance.

The first step of the quality estimation consists in the computation of the distribution

of genuines and impostors by using the identity comparison software NIST Bozorth3

[199]. Considering the obtained results, we defined a metric called normalized matching

score in order to evaluate the capability of a sample to be properly matched with other

samples of the same individual. This measure permits to evaluate if the biometric

sample contains sufficient information, and is defined as

o (xi) = sm (xii) + (µ (sm (xij))− sm (xii)) /σ (sm (xij)) , (6.1)
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(a) (b) (c)

Figure 6.9: Examples of classified contact-equivalent fingerprint images: (a) sufficient

quality image; (b) poor quality image with shape deformations; (c) poor quality image

affected by the presence of artifacts.

where xi is the considered sample, sm (xii) is the matching score obtained by comparing

the sample xi with xi itself, µ (sm (xij)) and σ (sm (xij)) are the mean and standard

deviation of the matching scores obtained by comparing the sample xi with the other

samples appertaining to the same individual. In order to maximize the distance between

genuines and impostors, we defined the class of each sample xi as

q (xi) =

{

+1 if o (xi) > 96
-1 otherwise

. (6.2)

The value +1 corresponds to the class “sufficient”, and −1 to the class “poor”. The

resulting number of “sufficient” images is 244, and the number of “poor” images is 56.

Fig. 6.9 shows an example of a contact-equivalent fingerprint image with sufficient

quality, and two examples of poor quality images. The image in Fig. 6.9 b suffers of

deformations related to the presence of improperly reconstructed regions of the corre-

sponding three-dimensional model. Differently, Fig. 6.9 c presents artifacts caused by

out of focus regions in the pair of images captured by the two-view acquisition system.

An example of minutia templates extracted from a sufficient quality image and a

poor quality sample of the same finger are shown in Fig. 6.10. It is possible to observe

that the minutia coordinates of the poor quality image (Fig. 6.10 b) do not correspond

to the ones of the sufficient quality image (Fig. 6.10 a). An identity comparison between

the two considered templates can therefore obtain a low similarity value.
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(a) (b)

Figure 6.10: Example of minutia templates extracted from fingerprint images with dif-

ferent quality levels: (a) sufficient quality image; (b) poor quality image with shape defor-

mations.

6.3.3.1 Classification results

Different values of the parameters used by the feature extraction algorithm have been

experimentally evaluated. In order to compute the Gabor features, we used three sets

of angles θ:

• Θa = (0◦, 90◦),

• Θb = (−45◦, 45◦),

• Θc = (−45◦, 0◦, 45◦, 90◦).

We also evaluated values from 1 to 6 for the parameters mG and nG. Similiarly, we

considered values from 1 to 6 for the parameters cw and ch describing the number of

local regions used during the computation of the HOG features, and values from 3 to

12 for the parameters cb, which define the number of considered orientation bins.

Considering different combinations of features, we created 24 feature sets, which

are summarized in Table 6.8.

The quality evaluation of the feature sets is performed by using classifiers based on

feedforward neural networks. The topology of the neural networks had been designed

as follows: we used a linear node as output layer for the neural networks and we tested

different numbers of nodes in the hidden layer. The nodes of the hidden layer are
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Table 6.8: Feature datasets tested for the evaluation of the researched approach for the

quality assessment of contact-equivalent fingerprint images.

Feature Set Feature Set Composition

Name Minutiae ROI FG, FG, FG, FH FGσ FHσ

Θa Θb Θc Θc

Gabor-a1
√

Gabor-a2
√ √

Gabor-a3
√ √

Gabor-a4
√ √ √

Gabor-b1
√

Gabor-b2
√ √

Gabor-b3
√ √

Gabor-b4
√ √ √

Gabor-c1
√

Gabor-c2
√ √

Gabor-c3
√ √

Gabor-c4
√ √ √

HOG-1
√

HOG-2
√ √

HOG-3
√ √

HOG-4
√ √ √

Gabor-std-1
√

Gabor-std-2
√ √

Gabor-std-3
√ √

Gabor-std-4
√ √ √

HOG-std-1
√

HOG-std-2
√ √

HOG-std-3
√ √

HOG-std-4
√ √ √
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tan-sigmoidal. The method used for the training of the neural networks is the back-

propagation algorithm. In order to properly estimate the generalization capability of

the trained neural networks, we used the N-fold cross validation technique with N = 10

[317].

Table 6.9 reports the results obtained by the neural classifiers on the evaluated

feature sets. This table shows only the best configurations found during the analysis,

describing the parameters used by the feature extraction algorithms, the number of

considered features, and the number of nodes of the hidden layer. Table 6.9 shows that

the studied method obtained a remarkable accuracy with all the evaluated feature sets.

Moreover, the best configurations obtained a total classification error equal to 1%. It

is also possible to observe that the features computed by using Gabor Filters (FG and

FGσ) are the most discriminative ones. Another interesting observation is that the

accuracy obtained by using the feature sets FG and FH is very similar to the accuracy

obtained by using FGσ and FGσ.

We compared the results obtained by different classifiers on the best feature set. Ta-

ble 6.10 shows the results obtained by applying feedforward neural networks, k Nearest

Neighbor, linear, and quadratic classifiers on the feature set Gabor-std-1 (with mG = 6,

nG = 6, and θG = 4).

Table 6.10 shows that simple classifiers do not obtain sufficient results on the eval-

uated dataset. Differently, classifiers able to approximate more complex functions, like

neural networks with a large number of nodes in the hidden layer, can obtain a sig-

nificant reduction of the classification error. For example, in our experiments, with

45 hidden nodes, the mean error had been reduced by a factor of 10 with respect to

different kinds of simpler classifiers.

6.3.4 Comparison with literature methods

The results obtained by applying the reference software NIST NFIQ for the quality

classification of fingerprint images [199, 233] to the studied dataset of contact-equivalent

fingerprint images is reported in Fig. 6.11. This software returns five integer quality

classes and the best image quality corresponds to the class 1. More details are reported

in Section 4.5.2.
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Table 6.9: Accuracy of neural classifiers on different feature sets obtained by the studied

method for the quality estimation of contact-equivalent fingerprint images.

Feature Parameters Feat. Hidden TP FN FP TN Tot.

Set # (%) (%) (%) (%) (%)

Gabor-a1 mG = 3, nG = 3, θG = 2 18 60 18.00 0.67 2.33 79.00 3.00

Gabor-a2 mG = 5, nG = 5, θG = 2 55 35 18.00 0.67 0.67 80.67 1.33

Gabor-a3 mG = 4, nG = 4, θG = 2 36 45 17.67 1.00 1.00 80.33 2.00

Gabor-a4 mG = 4, nG = 4, θG = 2 39 75 17.67 1.00 1.00 80.33 2.00

Gabor-b1 mG = 4, nG = 4, θG = 2 32 70 17.00 1.67 0.67 80.67 2.33

Gabor-b2 mG = 5, nG = 5, θG = 2 55 55 17.67 1.00 0.33 81.00 1.33

Gabor-b3 mG = 4, nG = 4, θG = 2 36 70 17.67 1.00 2.00 79.33 3.00

Gabor-b4 mG = 5, nG = 5, θG = 2 57 75 17.33 1.33 1.00 80.33 2.33

Gabor-c1 mG = 3, nG = 3, θG = 4 36 50 16.67 2.00 0.33 81.00 2.33

Gabor-c2 mG = 5, nG = 5, θG = 4 67 75 18.33 0.33 0.67 80.67 1.00

Gabor-c3 mG = 4, nG = 4, θG = 4 68 55 16.33 2.33 0.67 80.67 3.00

Gabor-c4 mG = 4, nG = 4, θG = 4 71 30 17.67 1.00 0.33 81.00 1.33

HOG-1 cw = 3, ch = 3, cb = 12 108 55 16.67 2.00 1.00 80.33 3.00

HOG-2 cw = 3, ch = 3, cb = 9 86 35 17.00 1.67 0.33 81.00 2.00

HOG-3 cw = 3, ch = 3, cb = 9 85 55 16.00 2.67 0.33 81.00 3.00

HOG-4 cw = 3, ch = 3, cb = 9 88 50 17.33 1.33 1.00 80.33 2.33

Gabor-std-1 mG = 6, nG = 6, θG = 4 36 45 18.00 0.67 0.33 81.00 1.00

Gabor-std-2 mG = 4, nG = 4, θG = 4 20 65 17.00 1.67 0.33 81.00 2.00

Gabor-std-3 mG = 6, nG = 6, θG = 4 39 40 17.33 1.33 0.33 81.00 1.67

Gabor-std-4 mG = 5, nG = 5, θG = 4 32 60 17.00 1.67 0.00 81.33 1.67

HOG-std-1 cw = 3, ch = 3, cb = 9 9 55 14.67 4.00 0.33 81.00 4.33

HOG-std-2 cw = 3, ch = 3, cb = 9 13 55 17.33 1.33 2.00 79.33 3.33

HOG-std-3 cw = 3, ch = 3, cb = 9 12 80 18.00 0.67 2.00 79.33 2.67

HOG-std-4 cw = 3, ch = 3, cb = 9 16 70 16.33 2.33 1.33 80.00 3.67

Notes: Feat. # = number of features; Hidden = number of hidden layer nodes of the feedforward neural

networks; TP = true positives; FN = false negatives; FP = false positives; TN = true negatives; Tot. = total

classification error.
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Table 6.10: Results of different classifiers on the best feature set (Gabor-std-1) for the

classification of contact-equivalent fingerprint images.

Classifier Total Std

FNN-45 0.01 0.04

ldc 0.18 0.013

klldc 0.18 0.011

pcldc 0.18 0.006

quad 0.17 0.002

kNN-1 0.16 0.007

kNN-3 0.16 0.003

kNN-5 0.15 0.007

kNN-10 0.16 0.002

Notes: Total = total classification error; Std = standard deviation of the classification error; NN-45 =

feedforward neural networks with one hidden layer composed by 45 nodes; lin = linear classifier; klldc = linear

classifier using KL expansion; pcldc = linear classifier using PC expansion; quad = quadratic classifier; kNN =

k Nearest Neighbor, where k stands for the number of first neighbors.

Table 6.11: Effects on the EER of the application of different quality classifiers for the

studied dataset of contact-equivalent fingerprint images.

Data Used Discarded EER (%)

samples samples

Original dataset 300 0 9.56

qNFIQ = 1 238 62 5.76

qNFIQ <= 2 288 12 7.45

Studied method 244 56 1.97

It is worth noting that the software NFIQ is designed for the quality classification

of fingerprint images captured using contact-based sensors and its application in the

context of contactless fingerprint images produces sufficient results.

In order to compare the performances of the two methods, we performed an iden-

tification test by using the identity comparison method NIST Bozorth3 [199], and by

discarding the images classified as insufficient by applying the two considered methods.

Table 6.11 reports the number of discarded samples and the obtained EER. Fig. 6.12

shows the obtained DET curves.
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Figure 6.11: Class distribution of the reference software NIST NFIQ on the studied

dataset of contact-equivalent fingerprint images. The best image quality corresponds to

the class 1.

Table 6.11 and Fig. 6.12 show that the researched method effectively improved the

accuracy of the biometric system on the evaluated dataset. In fact, the EER obtained

without using this approach is equal to 9.56%, and the EER obtained by discarding

the “poor” quality images estimated by the researched approach is 1.97%. The results

obtained on the test dataset by the researched approach are also better than the ones

obtained by the method NIST NFIQ. The studied approach, in fact, excluded a minor

number of samples (56 v.s. 62) and obtained a better EER (1.97% v.s. 5.76 %).

Moreover, experiments show that the recognition accuracy is enhanced with respect to

the reference methods for almost all the DET curve plot. This fact can be explained

by considering that the kind of problems which can affect fingerprint images captured

by contact-based sensors are different from the ones that can affect fingerprint images

obtained by unwrapping three-dimensional finger models. Notably, the fact that the

overall accuracy of the biometric system can be considered as lower than the state-of-

the-art systems based on contact-based sensors can be related to the particularly noisy

biometric samples that we used for testing the researched approach.
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Figure 6.12: Effects on the DET curves of the application of the studied quality assess-

ment method and the software NIST NFIQ on the test dataset composed by 300 contact-

equivalent images of fingertip three-dimensional models.

6.4 Comparison between biometric recognition methods

In order to compare the studied contactless fingerprint recognition techniques with

traditional biometric systems that require contact-based acquisitions, we performed a

scenario evaluation.

The performed comparison considers all the evaluation aspects described in Sec-

tion 2.4.2: I accuracy; II speed; III cost; IV scalability; V interoperability; VI usability;

VII social acceptance; VIII security; IX privacy.

First, the used datasets and applicative conditions are described. Then, the param-

eters of the implemented methods are reported. Finally, the evaluated aspects of the

considered biometric systems are analyzed.
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6.4.1 The used datasets

A scenario evaluation have been performed by analyzing the performances of different

biometric technologies for the access control in a laboratory.

We captured two datasets of fingerprint samples by using contactless and contact-

based sensors. The samples appertaining to Dataset C3d were acquired using the

3D Method C described in Section 6.3.2. The fingerprint images appertaining to the

Dataset Ct were acquired using a Crossmatch V300 [318, 319].

The samples appertaining to Dataset C3d and Dataset Ct were captured during a

single session of one week. Dataset C3d is composed by 1040 pairs of synchronously

captured pairs of contactless fingerprint images, and Dataset Ct is composed by 1040

contact-based fingerprint images. These datasets contain samples captured from the

same fingers. Biometric data were captured from a set of 13 volunteers, both men

and women. The volunteers range from 24 to 63 years old, and include graduate

students, workers, pensioner, etc. For both the databases, each volunteer contributed

80 acquisitions of the ten fingers (left and right hands). Each finger was acquired 8

times.

The acquisition setup used to create Dataset C3d is composed by two synchronized

Sony XCD-SX90CR CCD color camera, and a blue led with a diffuser lens (Section

6.3.2). The parameters of the setup are: α = 85◦, ∆D = 45 mm, ∆L = 90 mm,

∆H = 240 mm. The two-view system is calibrated by using the technique described in

[311, 312], with 12 pairs of chessboard images captured in different positions. The used

calibration chessboard is composed by 12× 9 squares of 2.8× 2.8 mm.

6.4.2 Parameters used by contactless techniques

The parameters of the researched methods have been empirically tuned on the used

dataset. The values used by the 3D Method C for the matching of the reference points

are l = 21, ∆x = 70, ∆y = 3; the parameter used by the three-dimensional estimation

algorithm are tS = 8, and np = 8; the values used by the unwrapping technique are

ty = 8, and tz = 8.
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6.4.3 Accuracy

The accuracy of the researched contactless fingerprint recognition techniques based on

two-dimensional and tree-dimensional samples is compared with the one achieved by

traditional biometric systems that adopt contact-based acquisition methods.

We first describe the results obtained by the studied contactless recognition methods

based on two-dimensional and three-dimensional samples. Then, the best obtained

results are compared with the ones achieved using a contact-based recognition system

based on well-known algorithms in the literature.

6.4.3.1 Accuracy of the approach based on two-dimensional samples

The accuracy of the implemented biometric recognition technique based on the analysis

of Level 2 features of contactless two-dimensional samples (Section 5.2) has been eval-

uated. This method computes contact-equivalent images from fingerprint acquisitions

obtained by single cameras, and then it performs the feature extraction and match-

ing steps by using well-known algorithms in the literature designed for contact-based

fingerprint images.

This method was tested on the images captured by the single views of Dataset C3d.

The dataset was then divided into Dataset C3d-1 and Dataset C3d-2. The first subset

contains the images captured by the camera A, and the second subset contains the

images captured by the camera B. Examples of contact-equivalent images related to

the two views of the acquisition system are shown in Fig. 6.13. It is possible to observe

that these images present differences due to perspective distortions.

The DET curves obtained by the minutiae based recognition technique on Dataset

C3d-1 and Dataset C3d-2 are shown in Fig. 6.14. The obtained EER values on the

evaluated datasets are 3.52% and 1.32%. The level of accuracy obtained by the studied

technique based on single cameras can therefore be sufficient for low cost applications.

For example, this technique can be used in mobile devices with integrated cameras.

Another interesting result is that the researched method obtained better results on

Dataset C3d-2 with respect to Dataset C3d-1. This fact can be due to perspective

deformations of the images captured by the Camera A.

We also evaluated a multimodal biometric system that fuses the matching scores

obtained by applying the studied approach based on contactless two-dimensional sam-
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(a) (b)

Figure 6.13: Examples of contact-equivalent images related to the two views of the

acquisition system: (a) Camera A; (b) Camera B.

Figure 6.14: DET curves obtained by the studied recognition technique designed for

two-dimensional samples on Dataset C3d-1 and Dataset C3d-2.

200

5/img/2dVA.eps
5/img/2dVB.eps
5/img/roc2D.eps
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Figure 6.15: DET curve obtained by the researched multimodal approach based on

multiple two-dimensional samples on Dataset C3d. The marked points represent the error

values reported in Table 6.12.

ples on the images captured by the two views of the considered acquisition setup.

This technique can be considered as a multimodal system based on multiple snapshots,

which performs the fusion at the matching score level [321]. We evaluated different

fusion functions, but we did not considered data normalization techniques because the

matching values are obtained using the same recognition algorithm on similar data.

Considering the matching scores mA(i, j) and mB(i, j), the strategies adopted for the

computation of the final matching score ms(i, j) are:

1. ms(i, j) = mean (mA(i, j),mB(i, j));

2. ms(i, j) = min (mA(i, j),mB(i, j));

3. ms(i, j) = max (mA(i, j),mB(i, j));

The best obtained results are related to the mean fusion function, and obtained an

EER equal to 0.90%. The DET curve of the multimodal technique on Dataset C3d is

shown in Fig. 6.15, while FMR and FNMR at different points of the DET curve are

reported in Table 6.12.
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Table 6.12: FMR and FNMR obtained by the researched multimodal approach based on

multiple two-dimensional samples on Dataset C3d.

FNMR FNMR FMR FMR

EER % @FMR=0.25% @FMR=0.50% @FNMR=0.25% @FNMR=0.50%

0.900 1.470 1.099 16.524 6.872

Table 6.13: FMR and FNMR obtained by using recognition techniques designed for

contact-based recognition systems on contact-equivalenet images computed using the re-

searched 3D Method C and the studied unwrapping technique on Dataset C3d.

FNMR FNMR FNMR FMR

EER % @FMR=0.05% @FMR=0.10% @FMR =0.25% @FNMR=0.25%

0.309 0.453 0.398 0.343 1.521

It is possible to observe that the presented multimodal technique effectively in-

creased the recognition accuracy with respect to the technique based on single contact-

less acquisitions. Moreover, the obtained results are comparable with contact-based

fingerprint recognition systems in the literature. Table 6.12 also shows that the sys-

tem is able to obtain good results with thresholds of the matching scores that obtain

small numbers of false matches. However, the performances decrease drastically with

threshold values that obtain small numbers of false non-matches.

6.4.3.2 Accuracy of the approach based on three-dimensional samples

The accuracy obtained by applying the matching algorithm NIST BOZORTH3 [199]

to the contact-equivalent images obtained by applying the 3D Method C on Dataset

C3d has been evaluated. Fig. 6.16 shows an example of three-dimensional fingerprint

model and the corresponding contact-equivalent image.

Fig. 6.17 shows the DET curve obtained by performing 1080560 identity compar-

isons on Dataset C3d, and Table 6.13 depicts the obtained FMR and FNMR in different

points of the DET curve.

The obtained results indicate that the researched approach is able to obtain accurate

biometric recognitions. The obtained EER, in fact, is equal to 0.31%. Moreover, the
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(a) (b)

Figure 6.16: Examples of results obtained by the 3D Method C: (a) three-dimensional

fingerprint model; (b) corresponding contact-equivalent image.

Figure 6.17: DET curve obtained by a minutiae matching technique designed for contact-

based recognition systems on contact-equivalent images computed using the 3D Method C

and the studied unwrapping technique on Dataset C3d. The marked points represent the

error values reported in Table 6.13.
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Table 6.14: FMR and FNMR obtained by different recognition technologies in the per-

formed scenario evaluation: approach based on the unwrapping of three-dimensional mod-

els; contact-based recognition system; multimodal system based on two-dimensional sam-

ples.

FNMR FNMR FMR

Method EER % @ FMR=0.05% @FM=0.25% @FNMR=0.25%

Contact-equivalent 3D 0.309 0.453 0.343 1.521

Contact-based 0.323 0.522 0.385 0.351

2D multimodal 0.900 2.555 1.470 16.524

approach obtained good performances with thresholds of the matching scores that

permit to obtain a small number of false matches. This characteristic can permit

the use of the approach in high security applications. Differently, with thresholds

corresponding to small numbers of false non-matches, the recognition accuracy is less

satisfactory. This fact can be caused by poor quality three-dimensional reconstructions

due to the presence of motion blur in the captured contactless images.

6.4.3.3 Comparison between different technologies

The best results obtained by the studied contactless approaches on Dataset C3d have

been compared with the ones obtained by the algorithm NIST BOZHORT3 [199] on

the contact-based images of Dataset Ct. The methods compared with the evaluated

recognition system based on contactless acquisitions consist in the unwrapping of three-

dimensional samples obtained applying the 3D Method C, and the multimodal tech-

nique based on two-dimensional samples.

Fig. 6.18 shows the DET curves obtained by the analyzed biometric recognition

systems. The results obtained by these methods in different points of the DET curve are

summarized in Table 6.14. The results reported in Table 6.14 are ranked considering

the EER values. The best EER was obtained by the researched approach based on

three-dimensional samples.

With respect to the compared methods, the approach based on three-dimensional

fingerprint samples permits to obtain a greater accuracy in the operative regions char-

acterized by a low number of false acceptances. This fact suggests that fingerprint

recognition systems based on contactless multiple view acquisitions should effectively
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Figure 6.18: DET curves obtained by different recognition technologies in the performed

scenario evaluation: approach based on the unwrapping of three-dimensional models;

contact-based recognition system; multimodal system based on two-dimensional samples.

be adopted in high security applications. The evaluated contact-based system, however,

achieved better performances in other regions of the DET curve.

In order to better evaluate the applicability of the contactless approaches in real

applicative contexts, we estimated the confidence limits of the studied method that

obtained the most accurate results by using two well-known techniques in the literature.

The first technique assumes a normal distribution of the obtained data; while the

second technique is based on a bootstrap approach. These techniques are described in

Section 2.4.4.

The performed tests were conducted on the results of the studied approach based

on contact-equivalent images obtained by the 3D Method C on Dataset C3d. All the

obtained results are related to a confidence level equal to 90%. As suggested in [47],

the bootstrap technique was applied for 1000 iterations.

Fig. 6.19 shows the obtained DET curves, while Table 6.15 shows the estimated

confidence boundaries of the EER point.
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(a) (b)

Figure 6.19: Confidence limits of the DET curve obtained by the researched approach

based on the unwrapping of three-dimensional models on Dataset C3d: (a) confidence es-

timated assuming a Normal distribution; (a) confidence estimated assuming the bootstrap

technique.

Table 6.15: Confidence limits of the EER obtained by the researched approach based on

the unwrapping of three-dimensional models on Dataset C3d.

Confidence estimation EER min FMR max FMR min FNMR max FNMR

Normal distribution 0.309 0.208 0.410 0.300 0.3185

Bootstrap 0.309 0.300 0.317 0.200 0.420

Fig. 6.19 and Table 6.15 show that the figures of merit computed for the evaluation

of the biometric approach can describe the system accuracy with small confidence

boundaries. For this reason, it is possible to think that the researched approach should

obtain satisfactory results also on bigger biometric datasets.
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6.4.4 Speed

The studied approaches for contactless fingerprint recognition based on two-dimensional

and three-dimensional samples have been compared with contact based biometric sys-

tems in terms of computational time.

All the methods have been written in Matlab language (R2011b 64 bit) on Intel Xeon

3.30 Ghz working with Windows 7 Professional 64 bit. The considered implementations

are not optimized in terms of computational complexity and they do not use parallel

computing strategies.

The evaluated contactless techniques first compute contact-equivalent fingerprint

images, and then apply the same feature extraction and matching algorithms used

for contact-equivalent images. With respect to biometric recognitions performed using

contact-based systems, the recognitions based on contactless samples therefore require

an additional time te for the computation of contactless-equivalent images. In the case

of systems based on two dimensional samples, te is about 2.70 s. Considering systems

based on three-dimensional data, the time interval te can be divided into the time ts

needed to perform the three-dimensional reconstruction of the finger surface, and the

time tu needed by the unwrapping step. The values of ts and tu are about 28.47 s

and 8.25 s, respectively. About 27.35% of the time needed by the implemented three-

dimensional reconstruction technique is required for the estimation of the corresponding

pairs of points in the images related to the different views of the acquisition setup.

Moreover, the researched techniques are designed to be easily parallelizable. For ex-

ample, a parallel implementation of these methods based on CUDA techniques [14] can

drastically decrease the required computational time. With high probability, a parallel

implementation can permit to use the studied techniques based on three-dimensional

samples in real-time live biometric applications.

6.4.5 Cost

Contact-based biometric sensors for fingerprint recognition systems have different prices.

For example, swipe sensors integrated in mobile devices or personal computers can cost

around 10 $, and optical area scan sensors can cost more than 1000 $. The price of the

sensor is determined by the acquisition technology, provided accuracy, and number of

fingerprints that can be captured at the same time.
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The contact-based sensor used to perform the scenario evaluation is a CrossMatch

Verifier V300 [319], which is an area scan sensor based on optical technologies, and

costs about 700 $.

The realized contactless acquisition systems are based on different hardware setups,

which have different costs. These systems, in fact, use one or two cameras and different

illumination techniques. We used SX90CR CCD cameras with 25 mm Tamron lenses,

which cost about 1500 $. The price of the used led illuminators is less than 100 $.

The final cost of the realized hardware setups is higher with respect of many contact-

based fingerprint sensors. Anyway, the reported prices are related to prototypal hard-

ware configurations. Commercial versions of the studied contactless recognition systems

should be based on less expansive cameras.

Similarly to contact-based recognition systems, contactless sensors can also use low-

cost hardware configurations. The system described in [270], for example, is based on

a single webcam. It is also possible to use cameras integrated in mobile devices [271],

removing the hardware costs of the cameras.

6.4.6 Scalability

Contact-based fingerprint recognition systems are characterized by high scalability.

The biggest biometric datasets in the literature, in fact, are composed by fingerprint

samples. Moreover, the existing AFIS are able to perform the recognition of millions

of templates [24].

The studied contactless fingerprint techniques that compute contact-equivalent im-

ages can use many modules of traditional recognition systems based contact fingerprint

acquisitions: feature extraction techniques, matching methods, databases, and network

infrastructures. Moreover, they can perform acquisitions based on webcams or cameras

integrated in mobile devices, increasing the possible diffusion of fingerprint recognition

systems. Contactless techniques can therefore improve the scalability of fingerprint

recognition systems.
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Table 6.16: Mean matching score between genuine samples captured using contactless

and contact-based techniques.

Mean matching score

Comparison between genuines

Contactless - Contactless 133.625

Contact - Contact 157.163

Contact - Contactless 62.288

Contactless - Contact 62.349

6.4.7 Interoperability

An important goal of the studies on contactless fingerprint recognition systems is to

guarantee the interoperability with the existing AFIS. This property allows AFIS sys-

tems to effectively work with fingerprints acquired and processed with different sensors

and techniques (e.g., live and latent fingerprints).

In order to evaluate the compatibility of contact-equivalent fingerprint images ob-

tained by the studied approach based on three-dimensional models with existing AFIS,

we evaluated the performance of a well-known recognition technique on a dataset com-

posed both by contact-equivalent images and contact-based images. The used dataset

is composed by the contact-equivalent images of Dataset C3d, and the contact-based

images appertaining to Dataset Ct. The adopted matching algorithm is NIST BO-

ZORTH3 [199].

Fig. 6.20 shows the achieved DET curve. The reported results are related to

4324320 identity comparisons. The obtained EER is equal to 1.654%. It is possible to

observe that the performed test obtained less accurate results with respect to the ones

achieved by the used matching method on the single datasets separately.

Considering that contact-equivalent images obtained from three-dimensional mod-

els do not present non-linear distortions due to different pressures of the finger on

the sensor platen, and they can present artifacts introduced by the three-dimensional

reconstruction and unwrapping process, we evaluated the matching scores between gen-

uine samples obtained by the considered acquisition techniques. Fig. 6.21 shows the

functions describing the matching scores between genuine samples acquired using con-

tactless and contact-based sensors, and Table 6.16 reports the mean matching scores.
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Figure 6.20: DET curve obtained by the method NIST BOZORTH3 [199] on a dataset

composed by contact-equivalent and contact-based images. The Equal Error Rate position

is marked as a circle in the plot (EER = 1.654%).

It is possible to observe that matching scores between genuine samples acquired

using different sensors are around a half of the matching scores achieved by samples

acquired with the same technique. Contact-equivalent images and contact-based finger-

print images can therefore be considered as partially compatible. In order to increase

the interoperability between contactless and contact-based technologies, future studies

should model the distortions present in the considered kinds of fingerprint images.

6.4.8 Usability

Similarly to the study reported in [39], we performed a preliminary usability evaluation

according to ISO 9241-11 [322]. Usability is defined as “the extent to which a product

can be used by specified users to achieve specified goals with effectiveness, efficiency

and satisfaction in a specified context of use”. This standard considers three areas of

measurement: efficiency, effectiveness, and user satisfaction.

1. The efficiency quantifies the resources expended in relation to the accuracy and

completeness. The efficiency is usually measured in terms of time.
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Figure 6.21: Matching scores between genuine samples captured using contactless and

contact-based techniques.

2. The effectiveness measures the accuracy and completeness with which users achieve

specified goals. Important evaluated aspects are the completion rate and number

of errors.

3. The user satisfaction is subjective and is the degree in which the considered

technology meets the users’ expectations. The evaluation of the user satisfaction

should consider the ease of use, and usefulness of the technology.

The usability evaluation was performed on the 13 volunteers during the creation

of Dataset C3d and Dataset Ct, which are related to a scenario evaluation regard-

ing the access control in a laboratory. This test aims to compare the usability of

the 3D Method C and a biometric system that use a contact-based acquisition sensor

CrossMatch V300 [319].

The creation of Dataset C3d was performed without using techniques that permit

to automatically capture sufficient quality frames during the live acquisitions, and the

best quality frames representing the captured fingerprints were selected by a skilled

operator during every acquisition. This is due to the fact that our implementation

of the studied technique for the search of the best quality frames in frames sequences
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describing contactless fingerprint acquisitions (Section 5.2) cannot actually work in

real-time since it consists in prototypal software developed in Matlab [323]. In order

to obtain comparable data, also the images appertaining to Dataset C3t ware captured

without using automatic quality evaluation methods. An industrial implementation

of the quality assessment technique for contactless fingerprint images, anyway, should

permit to adopt the quality assessment method in real-time acquisition systems.

Considering the variability introduced by the human operator in every biometric

acquisition, we propose a preliminary qualitative evaluation of efficiency aspects fo-

cused on quantitative measurements on the time need for every biometric acquisition.

As in [39, 324], the first considered aspect is the time needed for a proper placement

of the finger on the acquisition sensor, which is very similar for the evaluated contact-

less and contact-based fingerprint recognition technologies. The training time is also

evaluated measuring the time needed to teach the users in a verbal manner. Contact-

less acquisition techniques required to describe the finger placement needed to prevent

out-of focus problems. Contact-based acquisitions required a description of the proper

pressure that should be applied to the sensor platen. Results show similar times for the

contactless and contact-based sensors. Anyway, the training for using the considered

contact-based fingerprint sensor was not necessary for 5 volunteers, since they previ-

ously tried traditional fingerprint recognition systems. These cases are not considered

in the evaluation of the mean training time needed by the contact-based fingerprint

recognition system.

Similarly to [39], the evaluation of the effectiveness is performed by analyzing the

quality of the captured images. In order to obtain comparable results, we applied the

quality evaluation method NIST NFIQ [233] on the contact-based samples appertain-

ing to Dataset Ct, contact-equivalent images obtained by applying the 3D Method C

on Dataset C3d, and contact-equivalent images obtained using the studied approach

for the processing of single contactless images on Dataset C3d-1 and Dataset C3d-2.

The method returns five quality levels: (5) “poor”, (4) “fair”, (3) “good”, (2) “very

good”, and (1) “excellent”. Table 6.17 reports the number of images appertaining to

the evaluated datasets with quality level equal or greater than 2. In the performed

experiment, contactless acquisition techniques obtained less low-quality images with

respect to contact-based acquisition systems. It is possible to observe that all the

contact-equivalent images obtained from Dataset C3d are characterized by good and
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Table 6.17: Effectiveness comparison of contactless and contact-based systems based on

the software NIST NFIQ.

Percentage of images

Dataset with quality ≥ 2

Dataset C3d 100.000

Dataset C3t 95.000

Dataset C3d-1 99.423

Dataset C3d-2 99.231

very good quality levels. Moreover, the number of contact-equivalent images apper-

taining to Datasets C3d-1 and Datasets C3d-2 with quality equal to (2) very good or

(1) excellent is higher with respect to the contact-based Datasets Ct.

In order to evaluate the user satisfaction, each volunteer was asked to perform a

satisfaction survey after completing the biometric acquisitions. The questions included

in the form are the follows:

• Q1 - Is the acquisition procedure comfortable?

• Q2 - What do you think about the time needed for every acquisition?

The possible responses are: (1) very poor; (1) poor; (3) sufficient; (4) good; (5) ex-

cellent. The questions are related to the used systems and to two new envisioned

technologies:

a) tested contact-based acquisition sensor;

b) tested two-view acquisition technique of the 3D Method C;

c) proposed contactless acquisition system similar to the hardware setup used by the

3D Method C, but with inverted finger placement (rotated of 180◦);

d) proposed contactless acquisition system based on active cameras.

The envisioned acquisition system based on active cameras consists in a calibrated

multiple-view setup which can be moved in the three-dimensional space by stepper mo-

tors. The cameras are fixed on a support which is dynamically moved by the motors

according to the finger position. The movements are performed evaluating the camera
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(Q1) (Q2)

Figure 6.22: Usability comparison of different technologies. A set of volunteers responded

to the questions: (Q1) “Is the acquisition procedure comfortable?”; (Q2) “What do you

think about the time needed for every acquisition?”.

focus in the captured images. In order to obtain metric three-dimensional reconstruc-

tions of the finger surface based on hardware calibrations performed offline, the zoom

and relative distances between the cameras are constant. The finger would be placed

in front to the cameras at an approximate distance of 20 cm.

Fig. 6.22 shows the responses to the questionnaire on the different acquisition

technologies.

The mean values of the obtained votes related to the question Q1 are: (I) 4.00,

(II) 2.83, (III) 4.50, (IV) 4.67. The best results were obtained by the envisioned sys-

tem based on the 3D Method C with inverse finger placement. A two samples t-test

assuming unequal variances was then conducted to compare the votes obtained by the

envisioned system based on the 3D Method C with inverse finger placement with the

ones obtained by the used contact-based acquisition systems. In this case, the null

hypothesis assumes that the two samples used to process the mean values belong to

the same distribution, hence there is no difference in the user opinion about the two

tested systems. This result is significant at the 0.044 level and beyond, indicating that

the null hypotheses can be rejected with confidence.

The mean values of the obtained votes related to the question Q2 are: (I) 3.92,

(II) 3.92, (III) 4.25, (IV) 4.00. The best results were obtained by the envisioned sys-

tem based on the 3D Method C with inverse finger placement. A two samples t-test
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assuming unequal variances was then conducted to compare the votes obtained by the

envisioned system based on the 3D Method C with inverse finger placement with the

ones obtained by the used contact-based acquisition systems. In this case, the null

hypothesis assumes that the two samples used to process the mean values belong to

the same distribution, hence there is no difference in the user opinion about the two

tested systems. There was a difference in the scores for the two conditions equal to

P = 0.336. This result suggests that it should be useful to collect more samples in

order to properly analyze this aspect.

The performed usability evaluation obtained satisfactory results. The efficiency of

the researched contactless approach, in fact, is comparable to the one of contact-based

biometric systems. The effectiveness obtained by the contactless recognition technique

based on three-dimensional samples outperformed the one of the evaluated contact-

based biometric system. Moreover, it is possible to expect that the use of active cameras

can permit to obtain more user satisfaction with respect to contact-based systems.

6.4.9 Social acceptance

Similarly to other studies in the literature [40], we compare the social acceptability of

different biometric techniques by analyzing the answers to specific sets of questions.

After the acquisition of the Dataset C3d and Dataset Ct, the volunteers were asked

to respond to a first set of questions focused on the analysis of the feelings about

different aspects of contactless and contact-based fingerprint recognition systems, and

to a second set of questions that aim to evaluate the final opinion of the users about

contactless technologies.

The first set of questions includes:

• Q3 - Are you worried about hygiene issues?

• Q4 - Are you worried about possible security lacks due to latent fingerprints?

• Q5 - Do you think that biometric data could be improperly used for police in-

vestigations?

• Q6 - Do you feel the system attack your privacy?
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Table 6.18: Comparison of social acceptance aspects of different technologies.

Mean vote

Question Contact-based Contactless

Q3 Are you worried about hygiene issues? 2.500 4.667

Q4 Are you worried about possible security lacks

due to latent fingerprints? 2.500 4.417

Q5 Do you consider the system a hygienic solution? 2.917 2.917

Q6 Do you feel the system attack your privacy? 3.250 3.417

Notes. The possible responses are: (1) very worried; (2) worried; (3) normal; (4) not worried; (5) high

trust.

The possible responses are: (1) very worried; (2) worried; (3) normal; (4) not worried;

(5) high trust.

For each question, the mean of the obtained votes was computed. The obtained

results are shown in Table 6.18. It is possible to observe that the volunteers perceive

contactless techniques as more hygienic than contact-based methods. Moreover, they

are less worried about possible security lacks due to the release of latent fingerprints

in the case of contact-less acquisitions. Differently, the evaluated techniques obtained

similar results on the questions regarding the privacy invasiveness, and worries on

possible improperly uses of biometric data for police investigations.

We then conducted a two samples t-test assuming unequal variances to compare

the results obtained by contactless and contact-based systems on the question Q3. In

this case, the null hypothesis assumes that the two samples used to process the mean

values belongs to the same distribution, hence there is no difference in the user opinion

about the two tested sistems. This result is significant at the 2.142E − 07 level and

beyond, indicating that the null hypotheses can be rejected with confidence.

Similarly, we conducted a two samples t-test assuming unequal variances to compare

the results obtained by contactless and contact-based systems on the question Q4. In

this case, the null hypothesis assumes that the two samples used to process the mean

values belongs to the same distribution, hence there is no difference in the user opinion

about the two tested sistems. This result is significant at the 6.115E − 06 level and

beyond, indicating that the null hypotheses can be rejected with confidence.

Fig. 6.23 shows the histograms of the obtained results.
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(Q3) (Q4)

(Q5) (Q6)

Figure 6.23: Social acceptance comparison of different technologies. A set of volunteers

responded to the questions: (Q3) “Are you worried about hygiene issues?”; (Q4) “Are you

worried about possible security lacks due to latent fingerprints?”; (Q5) “Do you think that

biometric data could be improperly used for police investigations?”; (Q6) “Do you feel the

system attack your privacy?”.

The second set of questions includes:

• Q7 Would you be willing to use the contactless fingerprint biometric system

daily?

• Q8 Do you prefer contactless systems against contact-based systems?

All the volunteers responded that they are favorevole to use the contactless fingerprint

biometric system daily, and prefer contactless systems.

The obtained results suggest that contactless fingerprint recognition systems can

obtain greater social acceptance with respect to contact-based methods.

217

5/img/accetta1.eps
5/img/accetta2.eps
5/img/accetta3.eps
5/img/accetta3.eps


6. EXPERIMENTAL RESULTS

6.4.10 Security

With respect to contact-based fingerprint recognition systems, contactless techniques do

not present security lacks due to the release of latent fingerprints during the acquisition

step. The studied biometric recognition methods, however, do not include a vitality

detection module. Anyway, it is possible to integrate techniques in the literature based

on infrared illumination methods [294].

6.4.11 Privacy

The level of privacy compliancy of contact-equivalent recognition techniques is very

similar to the one of contact-based biometric systems. Specific strategies for the pri-

vacy protection, in fact, have to be adopted considering the applicative scenario. More-

over, privacy protection methods in the literature designed for contact-based fingerprint

recognition systems (like the one presented in Chapter 8) would be applied to the stud-

ied contactless fingerprint recognition techniques in order to obtain privacy compliant

systems.

6.4.12 Final results

The results obtained by the studied contactless fingerprint recognition techniques in

the performed scenario evaluation are summarized.

1. Accuracy: the studied method based on two-dimensional samples can obtain

satisfactory results and should effectively be used in different applicative con-

texts. The researched approach based on two-dimensional templates extracted

from three-dimensional samples can obtain a comparable or enhanced accuracy

with respect to contact-based fingerprint recognition systems.

2. Speed: the implemented contactless recognition techniques require more compu-

tational time with respect to contact-based methods. In particular, the perfor-

mance of the used three-dimensional reconstruction technique should be improved

by using parallel computing strategies. With high probability, an industrial im-

plementation of the studied approaches should be usable in real-time live appli-

cations.
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3. Cost: the realized contactless acquisition techniques are prototypals based on

industrial cameras, which should be substituted by less expensive devices in order

to obtain costs inferior to the ones of contact-based acquisition sensors.

4. Scalability: contactless fingerprint recognition systems can provide a greater

scalability with respect to contact-based methods since they can work using hard-

ware devices already adopted for different applications (e.g. cameras integrated

in mobile devices and webcams).

5. Interoperability: the studied contactless fingerprint recognition methods are

partially compatible with the existing AFIS. Studies on the skin deformation due

the contact with the sensor platen should improve the interoperability between

contactless and contact-based techniques.

6. Usability: the studied contactless acquisition technique for the computation of

three-dimensional samples obtains better effectiveness with respect to the evalu-

ated contact-based method. The efficiency of the two techniques is comparable.

Differently, the user satisfaction obtained using the realized acquisition setup is

lower than the one achieved using contact-based sensors. Anyway, the envisioned

systems based the 3D Method C with inverted finger orientation and the envi-

sioned systems based on active cameras obtained better results with respect to

contact-based techniques.

7. Social acceptance: the use of contactless acquisition techniques can permit to

increase the user acceptance of fingerprint recognition systems. In particular,

users appreciate the absence of latent fingerprints, and hygienic improvements.

8. Security: contactless acquisitions can increase the security of fingerprint recog-

nition systems since no latent fingerprints are released on the sensor surface.

9. Privacy: the privacy compliance of contactless and contact-based fingerprint

recognition systems is comparable. Privacy protection techniques should be ap-

plied in all the systems by considering the applicative context.
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(a) (b)

Figure 6.24: DET curve obtained by the studied three-dimensional matching technique:

(a) Dataset 3D-1 (EER = 1.86%); Dataset 3D-2 (EER = 2.53%). The Equal Error Rate

positions are marked as circles in the plots.

6.5 Preliminar results of the studied three-dimensional

matcher

In this subsection, the preliminary results obtained by evaluating the studied biometric

recognition technique based on the evaluation of the three-dimensional coordinates

of minutia points (Section 5.3.3) are presented. The method was evaluated using

two datasets: Dataset 3D-1 is composed by 120 three-dimensional fingerprint sam-

ples obtained by randomly selecting a 10 samples from 12 individuals appertaining

to Dataset A3d. Dataset 3D-2 is composed by 80 three-dimensional fingerprint sam-

ples obtained by randomly selecting 4 samples from 20 individuals appertaining to

Dataset C3d. These three-dimensional models present more differences in the finger

placement with respect to the ones appertaining to Dataset 3D-1.

The comparisons are performed by using empirically estimated threshold values:

sD = 0.7 mm for the distance between minutiae, sϑ = 5◦ for the minimum angular

difference, and sD = 0.3 mm, and sO = 15◦ for the matching of the Delaunay triangles.

In order to overcome problems related to differences in the finger placement during the

acquisition process, a preliminary rigid registration task was performed on the three-
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dimensional templates appertaining on Dataset 3D-2. Considering two templates TA

and TB, this step performs a rigid transformation of the template TB by using the

iterative closest point (ICIP) technique [325].

The obtained DET curves are shown in Fig. 6.24. The obtained EER on Dataset

3D-1 is equal to 1.86%, while the EER on Dataset 3D-2 is equal to 2.53%.

It should be noted that the limited dimensions of the tested population does not

yet allow for generalizing the results concerning FMR, and FNMR. The obtained re-

sults, however, are encouraging and show that matching techniques based on three-

dimensional coordinates of minutia points are feasible.

The evaluated method, however, obtained less accurate results with respect to well-

known techniques in the literature based on two-dimensional features. The main ob-

served problem is related to the rigid registration of three-dimensional templates ob-

tained from samples captured with different finger placements. This is due to the fact

that well-known techniques designed for the alignment of three-dimensional models,

like ICIP, can obtain poor results on three-dimensional minutia templates. These tem-

plates, in fact, are composed by small sets of points, can present false and missed

minutiae, and are composed by points estimated with small errors. For this reason, it

would be necessary to design more robust template alignment strategies.

6.6 Computation of synthetic three-dimensional models

In order to evaluate the researched method for the computation of synthetic three-

dimensional fingerprint models (Section 5.4), we acquired samples from 10 fingers. We

captured 5 images for each fingerprint using a Crossmatch V300 contact-based sensor

[318, 319], and 5 images for each fingerprint with a Sony XCD-SX90CR camera, using

an acquisition setup similar to the one presented in Section 5.3.2. The size of each

contactless fingerprint image is 1280×960 pixel. We applied the described approach on

the contact-based fingerprint images, and compared the results with the corresponding

contactless fingerprint images.

The parameters used in these experiments are: tb = 0.1, ∆r = 0.2, nn = 3, ∆n =

0.2, tw = 60, bmin = 1, bmax = 3, m = 30, vs = 0.0001, σp = 0.7.

The schema of the used evaluation method is shown in Fig. 6.25. We considered

the parameters of the light illuminating the finger in the acquisition of the images, in

221



6. EXPERIMENTAL RESULTS

Figure 6.25: Schema of the used method for the evaluation of synthetic fingerprint models.

particular the position and strength of the light, and simulate the same parameters in

the computation of the synthetic fingerprint models by moving the light source across

a reference Cartesian system centered on the three-dimensional model. The strength of

the light source is also experimentally chosen in order to match the illumination used

during the contactless acquisitions.

Examples of contactless fingerprint acquisitions and the corresponding synthetic

three-dimensional models are shown in Fig. 6.26. In order to better evaluate the re-

sults, the corresponding central regions of the fingerprint images were cropped. From

the images shown in Fig. 5, it is possible to observe that the studied method achieves a

realistic three-dimensional simulation of fingerprints, which resemble the corresponding

contactless images. However, some regions of the obtained fingerprint models (in par-

ticular the external regions) present small differences compared to the corresponding

contactless images. These differences are due to the fact that the studied method esti-

mates the height and focus blur of the model by assuming a cylindrical approximating

shape for the finger. This assumption is reasonable in most of the cases, but can pro-

duce some small differences with respect to real contactless fingerprint images. Better

results should be obtained by applying more complex models of the finger shape.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6.26: Examples of the results of the researched approach for the computation

synthetic fingerprint models: (a-e) synthetic models computed using the studied approach;

(e-h) corresponding contactless images.

In order to evaluate the realism of the light source simulation, we also collected

a set of contactless fingerprints under different illumination conditions and used the

implemented method to compute realistic synthetic models. The results obtained by

simulating the light conditions shown in Fig. 4.20 are depicted in Fig. 6.27. In par-

ticular, we compared the synthetic models with real contactless images captured with

an illumination from the left side (Fig. 6.27 d), from the right side (Fig. 6.27 e), and

from the top side (Fig. 6.27 f). It is possible to observe that the simulated fingerprint

models are very similar to the corresponding contactless images.

We also tested the capability of the method of simulating fingerprint models ob-

tained using different kinds of cameras. As an example, Fig. 6.28 shows a comparison

of the results obtained by simulating a fingerprint captured by a Sony XCD-SX90CR

camera (Fig. 6.28a) and a VGA webcam (Fig. 6.28b). In order to compute the model

shown in Fig. 6.28b, we used different parameters for the simulation of the lens focus

(bmin = 3, bmax = 5) and color pattern (vs = 0.001). It can be observed that the

fingerprint model depicted in Fig. 6.28b presents typical characteristics of the images

captured using webcams, such as blur, out of focus regions, and noise.
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(a) (b) (c)

(d) (e) (f)

Figure 6.27: Examples of results obtained by the studied approach for the simulation

of different illumination conditions: (a-c) synthetic models obtained using our approach;

(d-f) corresponding contactless images. The images (a, d) are related to an illumination

from the left side; (b, e) from the right side; (c, f) from the top side.

(a) (b)

Figure 6.28: Examples of results obtained by simulating a fingerprint captured by a Sony

XCD-SX90CR camera (a) and a VGA webcam (b).
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6.7 Summary

6.7 Summary

This chapter has described the experiments performed on the researched approaches

for contactless fingerprint recognition systems. The accuracy evaluation of the stud-

ied techniques for contactless systems based on two-dimensional samples has first been

detailed. The experiments have been performed on datasets of contactless fingerprint

images captured in our laboratory with different hardware setups. The evaluated tech-

niques are the methods for the quality assessment of contactless fingerprint images, and

the approach for the estimation of the core point in contactless images. The methods

for the quality assessment of contactless images have showed good performances and

experiments have proved that they can be effectively used to search the best quality

frames in frame sequences captured in unconstrained scenarios. Also the core detection

approach has obtained satisfactory results on contactless and contact-based images.

The researched approaches based on three-dimensional fingerprint samples have

then been analyzed. The results obtained by different three-dimensional reconstruction

strategies have been compared, obtaining encouraging results with all the researched

techniques. The quality of the contact-based images obtained by unwrapping three-

dimensional models have then been analyzed. In this context, the studied method for

the quality assessment of contact-equivalent images has provided more accurate results

with respect to methods in the literature designed for contact-based techniques.

A comparison between recognition techniques based on contactless samples and

traditional contact-based systems has then been described. This comparison include

different aspects of biometric technologies: I accuracy; II speed; III cost; IV scalabil-

ity; V interoperability; VI usability; VII social acceptance; VIII security; IX privacy.

The performed accuracy evaluation has showed that the researched method based on

two dimensional templates obtained from of three-dimensional models has obtained a

comparable or enhanced accuracy with respect to contact-based recognition techniques.

Also systems based on contactless two-dimensional samples have obtained satisfactory

accuracy. The compatibility between contact-equivalent and contact-based fingerprint

images has then been analyzed. Results are encouraging, but they have only proved a

partial compatibility between contact-equivalent images and the existing AFIS. More-

over, the studied approaches have obtained improvements in the scalability, usability,

social acceptance, and security with respect to traditional techniques.

225



6. EXPERIMENTAL RESULTS

Results obtained by preliminary tests on recognition methods based on templates

describing three-dimensional characteristics of minutia points have then been analyzed.

The results have showed that the matching of three-dimensional minutia features is

feasible, but more robust template registration strategies should improve the obtained

accuracy.

Finally, the results obtained by the researched technique for the computation of

synthetic contactless samples have been evaluated. The performed tests have showed

that this method permits to simulate realistic data.
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Chapter 7

Contactless Three-Dimensional

Reconstruction

of Ancient Fingerprints

The previous chapters have described the researched acquisition techniques and soft-

ware methods designed to perform live biometric recognitions. These approaches can

also be used to improve the accuracy and usability of other biometric applications based

on the fingerprint trait.

This chapter describes a study on the use of contactless three-dimensional tech-

niques for the authentication of clay artworks [326].

7.1 Authentication of ancient fingerprints

Clay artworks are often used by artists to build a preliminary sketch of the sculptures.

These artifacts are very important and valuable since they show the artistic path of

the authors to the creation of the final artworks.

The authentication of clay artifacts is performed in order to distinguish the original

artworks from the numerous forgeries often present in the market in the case of famous

sculptors. This process can be made by using different techniques, like the microscope

analysis and carbon 14 dating. The authentication is usually performed by art his-

torians in cooperation with forensic scientists. In this context, the analysis of latent

fingerprints present on the artifacts is an important recognition technique. In order to
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prove the authenticity of a sculpture, the fingerprints present on the artifact can be

compared with other latent fingerprints attributed to a specific artist.

This analysis is performed by forensic experts, and there are no automatic methods

able to perform a complete authentication. In the literature, there are examples of the

use of fingerprints for the authentication of works attributed to important artists, such

as Leonardo Da Vinci (Italy, 1452–1519) [327, 328].

In particular, the authentication of statues using latent fingerprints is a complex

process because they can present irregular shapes and different levels of degradation.

The work described in [329] divides the ancient fingerprints into two-dimensional and

three-dimensional impressions. The first class of fingerprints is usually present on hard

materials and is due to the chemical substances on the epidermal ridge surfaces. The

second class is more present in soft materials, like ceramics or clay, and is related to

the imprint of the epidermal ridges into the material. In both cases, the visibility of

the ridge pattern can be reduced by different factors, like the humidity and the aging

of the artwork.

Classical forensic techniques for the acquisition of latent fingerprints, involving the

use of films, molds, or dusts, are often impossible to be applied to ancient artworks

because of their value and fragility. Another important problem consists in the position

of the latent fingerprints, which can be placed on a surface patch that is difficult to

reach. For these reasons, contactless acquisition techniques and classical photographic

techniques have been used. In the literature, there are many studies on automatic and

semi-automatic methods for the enhancement and segmentation of the ridge pattern in

latent fingerprint images [330, 331, 332].

An important problem that affects the acquisition of latent fingerprint images in

clay artworks is that the perspective distortion present in the captured images can

be very high, due to the irregular shape of the object. Moreover, the aging of the

artifacts can modify the color of the material, reducing the visibility of the ridge pat-

tern. In order to overcome these problems, multiple view acquisition systems and

three-dimensional reconstruction techniques can be used to compute three-dimensional

models of the artifact and fingerprints. In the literature, there are different three-

dimensional reconstruction techniques that can be used for capturing small details of a

statue [333]. Contactless techniques should be preferred for precious artworks in order

228



7.2 The researched approach

not to damage them. Multiple view techniques [292] are one of the most suitable meth-

ods in this applicative context. In fact, other three-dimensional reconstruction methods

(e.g. techniques based on structured light, or profilometers [334]) require more com-

plex hardware setups, are more difficult to transport, and can be problematic to use

for capturing small details of complex surfaces like statues.

The reconstructed models can then be used to perform the authentication by ap-

plying algorithms based on two-dimensional or three-dimensional data. In order to

compare the fingerprint models with traditional fingerprint images, different unwrap-

ping techniques can be used to obtain the corresponding two-dimensional representation

of the fingerprint model [284, 310]. The ridge pattern should then be enhanced by us-

ing techniques for the latent fingerprint analysis [330, 331, 332] or systems specifically

designed for contactless fingerprint data [44, 284, 303, 307, 310].

In this context, a novel three-dimensional acquisition system has been studied. The

studied approach consists in a low-cost, contactless, two-view acquisition technique

able to acquire the latent fingerprints left on a clay artwork, and to perform a three-

dimensional metric reconstruction of the captured area. In this way, it is possible to

obtain a less-distorted reconstruction of the fingerprints with respect to traditional

methods. The metric reconstruction permits to determine the size of the fingerprint

models in a view-independent manner. In particular, the focus of this study is on the

application of the acquisition method on a specific clay artwork, attributed by experts

to the Italian sculptor Antonio Canova (Italy, 1757–1822), which is probably a sketch

of the well-known statue “Ninfa Dormiente” (“Sleeping Nymph”) shown at the Victoria

and Albert Museum, London.

This chapter is organized as follow. First, Section 7.2 describes the realized acquisi-

tion setup and three-dimensional reconstruction technique. Finally, Section 7.3 reports

the results obtained in the considered case study.

7.2 The researched approach

A contactless and low-cost two-view acquisition system and a three-dimensional re-

construction method have been researched in order to capture the areas of the clay

artwork containing latent fingerprints, and to compute the corresponding metric three-

dimensional models. The resulting models are less-distorted than single-view acquisi-

229



7. CONTACTLESS THREE-DIMENSIONAL RECONSTRUCTION

OF ANCIENT FINGERPRINTS

tions, and represent a view-independent, metric reconstruction of the considered re-

gions, which allow determining the size of the latent fingerprints. Moreover, they can

be processed using unwrapping algorithms and enhancement techniques.

The studied method is based on image processing techniques and processes pairs of

images captured using two synchronized color CCD cameras. First, a correlation-based

matching technique is used in order to determine a series of corresponding points in

the two images. The points are then triangulated and the three-dimensional model

is finally completed with the wrapping of the interpolated texture computed from the

original pair of images.

The method can be divided in the following steps:

1. calibration of the cameras and image acquisition;

2. image preprocessing and extraction of the reference points;

3. point matching and triangulation;

4. surface estimation and texture mapping.

7.2.1 Calibration of the cameras and image acquisition

The calibration of the cameras is computed off-line, by acquiring multiple views of a

chessboard, which are processed using a corner detector algorithm. The intrinsic and

extrinsic parameters of the cameras are then computed using the calibration algorithms

described in [311, 312]. The homography matrix is computed using a DLT algorithm

described in [292]. A RANSAC algorithm is used to estimate the fundamental matrix

[313].

The image acquisition is based on two synchronized CCD color cameras (Fig. 7.1).

7.2.2 Image preprocessing and extraction of the reference points

In order to enhance the details of the captured images, an adaptive histogram equal-

ization technique [195] is applied.

Considering the images IA and IB (related to the cameras A and B, respectively),

the three-dimensional reconstruction process requires the search of the points of IB

that correspond to a set of points of IA. A set of reference points is then selected from

the image IA by downsampling the image with a step of sd pixel.
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(a) (b)

Figure 7.1: Example of a two-view acquisition of the considered artwork: (a) image A;

(b) image B.

7.2.3 Point matching and triangulation

In the literature, there are approaches specifically designed for the purpose of matching

the corresponding pairs of points in two-view acquisition systems, which consider the

differences in the orientations of the cameras and illumination conditions [335, 336].

The realized setup, anyway, is specifically designed in order to have limited differences

in the orientations of the cameras, and the same illumination conditions in the captured

images. For this reason, it is not necessary to apply particularly complex constraints

during the matching step. In the literature, there are also approaches designed in order

to match the minutiae in contactless fingerprint acquisitions [308]. These approaches,

however, cannot be applied in the considered case study because the material presents

many irregularities. The studied matching algorithm is based on the methods described

in [310, 337] and uses a correlation technique.

As a first step, a preliminary matching is computed. For each point xA appertaining

to IA, the search for the matching point in the second image is performed by using the

homography matrix:

X ′
B = HXA , (7.1)

where H represents the 3 × 3 homography matrix, XA is the point xA converted in

homogeneous coordinates, and X ′
B is the preliminary matching point, expressed in

homogeneous coordinates:

X ′
B =





X
Y
W



 . (7.2)
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(a) (b) (c)

(d) (e) (f)

Figure 7.2: Examples of reconstructed point clouds obtained from two artwork acqui-

sitions, and the relative texture mappings: (a, d) unfiltered point clouds; (b, e) filtered

point clouds; (c, f) mapped textures.

A Cartesian representation of the point X ′
B is then computed as:

x′B =







X

W
Y

W






. (7.3)

A series of possible matching points adjacent to x′B are extracted in a rectangular

region centered in x′B . The possible matching points are considered if:

dx(x
i
B , x

′
B) < ∆x

dy(x
i
B , x

′
B) < ∆y , (7.4)

where xiB is the i-th adjacent point, dx and dy represent the distances in the x and y

directions, and ∆x and ∆y are the dimensions of the rectangular area.
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The distance from the corresponding epipolar line is computed for each possible

matching point xiB :

diep =
(Xi

B)
TFXA

√

(l1)2 + (l2)2
, (7.5)

where diep is the epipolar distance, Xi
B is the i-th adjacent point expressed in homoge-

neous coordinates, F is the fundamental matrix, and l1, l2 are the first two components

of the epipolar line l, which is computed using the equation:

l = FXA . (7.6)

The possible matching points must have an epipolar distance inferior to a threshold

tep:

diep < tep . (7.7)

The Canny edge detector is applied to the images IA and IB, and used as a check for

the consistency of the possible matching points. Only the candidate matching points

with corresponding values in the binary edge images are considered:

CA(xA) = CB(x
i
B) , (7.8)

where CA, CB are the images resulting from the application of Canny edge detector to

IA and IB .

The set of possible matching points xiB are inserted in the list VB of the valid points

to be checked using the normalized cross-correlation:

xiB ∈ VB if















diep < tep ,

dx(x
i
B , x

′
B) < ∆x ,

dy(x
i
B , x

′
B) < ∆y ,

CA(xA) = CB(x
i
B)

. (7.9)

The matching point is then computed by performing the cross-correlation of l ×
l windows, one centered in xA, and the others centered in every valid point of VB.

The cross-correlation between the windows is performed on the Y,R,G,B channels

separately, and is computed as:

r =

∑

m

∑

n(Amn − Ā)(Bmn − B̄)
√

(
∑

m

∑

n(Amn − Ā)2)(
∑

m

∑

n(Bmn − B̄)2)
,

1 < m < l, 1 < n < l , (7.10)
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where A and B are the two windows of size l× l. The final matching point xB is chosen

as the one which produces the highest cross-correlation coefficient.

The pairs of matched points are then rectified using the calibration data. Then,

the z coordinates of each pair of points are computed using the triangulation equation

(5.20).

Since the points are obtained using a downsampling method with a constant step

sd, and the surface is sufficiently smooth, the three-dimensional point cloud of the

reconstructed model should then present a regular distribution of the points.

A check for outliers is then performed by removing the three-dimensional points

that are not close to any other point of the point cloud. The distance from each point

and the points appertaining to its 4-neighborhood must be inferior to a threshold td:

d((xi, yi, zi), (xi+j , yi+j , zi+j)) < td ; 1 ≤ j ≤ 4 , (7.11)

where (xi, yi, zi) is the i-th three-dimensional point, (xi+j, yi+j , zi+j) are the points

appertaining to its 4-neighborhood, and d represents the Euclidean distance.

The threshold td is computed as the double of the minimum distance between

adjacent three-dimensional points:

td = 2 min
i=1...N

(d((xi, yi, zi), (xi+1, yi+1, zi+1))) , (7.12)

where N is the number of three-dimensional points.

7.2.4 Surface estimation and texture mapping

The reconstructed points are merged in a single point cloud (X,Y,Z) and the intensity

values of the original image IA are stored in the vector C. From the vectors X, Y , the

maps Sx and Sy are computed as a mesh with a constant step sinterp. The surface map

Sz and the intensity map Sc are then obtained by applying a bilinear interpolation

to the vectors Z and C at the coordinates described by the meshed maps Sx and

Sy. Examples of reconstructed point clouds with the relative estimated surfaces and

wrapped textures are shown in Fig. 7.2.
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Figure 7.3: Schema of the acquisition setup used by the studied technique for the three-

dimensional reconstruction of latent fingerprints.

7.3 Experimental Results

Two Sony XCD-SX90CR CCD color cameras synchronized using a trigger mechanism

have been used to capture the images of the artwork. The angle of the cameras with

respect of the horizontal support is α = 85◦, and the baseline distance between the

cameras is ∆D = 45 mm (considering the centers of the CCDs). The distance from the

cameras to the surface of the statue is about ∆H = 205 mm, chosen according to the

focal planes of the two cameras. The intersection of the focal planes of the two cameras

was guaranteed by mounting on the cameras two lasers that projected two vertical lines

during the mounting step of the setup. The intersection of the vertical lines was set in

order to correspond to the region of the acquisition volume with the best optical focus.

Fig. 7.3 shows the schema of the used acquisition setup.

We used 15 pairs of chessboard acquisitions to calibrate the cameras. The chess-

board is composed by 12 × 9 squares of 2.8 × 2.8 mm. We used these images also

to estimate a calibration error, computed by reconstructing the point clouds of the

chessboard and interpolating a plane through the three-dimensional points. The error

measure is defined as the standard deviation of the distances of the reconstructed points

from the interpolating plane [320], and is equal to 0.04 mm. In order to measure the

accuracy of the studied method, we captured also a semi-sphere with radius of 20 mm,

and reconstructed the corresponding three-dimensional model. Then, we computed the
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difference between the radius of the sphere fitted using the three-dimensional recon-

structed points and the actual radius. The resulting reconstruction error is equal to

0.5 mm.

We captured a total of 275 pairs of images with different points of view and illu-

mination conditions. We used a led illumination only to enhance the visibility of the

particular area of the surface. Anyway, no specific illumination system is needed. The

captured images represent all the ancient fingerprints present on the clay artwork.

The majority of the captured images describe impressions that cannot be used to

perform an identification since they represent very small regions of the finger or are

affected by problems related to deformations and aging of the statue. In some acqui-

sitions, the reconstructed samples can probably be sufficient to try an authentication

procedure with different clay artworks of the same author, even if the matching can be

done only on fragments and not by using complete fingerprints.

We applied these method on the captured two-view images and reconstructed the

corresponding metric three-dimensional models. Fig. 7.4, shows some examples of the

reconstructed models of the regions containing latent fingerprints. It is possible to

observe that three-dimensional models of the fingerprint area permit to obtain a view-

independent, metric reconstruction of the fingerprint, and to compensate problems

related to distortions and different camera orientations.

The fingerprint can then be analyzed using a more suitable point of view. Fig. 7.5

shows an example of captured pairs of images and the corresponding three-dimensional

models. It is possible to observe how the three-dimensional models help in creating

less-distorted acquisitions of the fingerprints. In order to compute the same viewpoint,

the models were registered using an Iterative Closest Point algorithm [325], which

computes the rotation and translation of a model, with respect to another point cloud.

The computed transformations were applied on one of the reconstructed point clouds,

using the equation:

P ′
i = RPi + T , (7.13)

where Pi = (xi, yi, zi), R is the 3 × 3 rotation matrix, and T is the 3 × 1 translation

vector. It is possible to observe that the three-dimensional models obtained by the

researched method are effectively less distorted and independent by the acquisition

view point.
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Another example of registered three-dimensional models obtained by using the re-

searched method is shown in Fig. 7.6. Despite, Fig. 7.6 depicts three-dimensional

models representing only a partial fingerprint, Fig. 7.6 e and Fig. 7.6 f are clear ex-

amples of the capability of the researched method to obtain aligned, view-independent

portions of clay artifacts.

Metric fingerprint samples independent by the view point can also be obtained by

using other acquisition techniques based on single images. These techniques, however,

require complex hardware setups and are difficult to apply in the evaluated context.

The three-dimensional models obtained by the studied method can then be used in

order to perform biometric recognitions. For example, it is possible to apply matching

techniques based on traditional two-dimensional images three-dimensional data [284].

Matching techniques based on two-dimensional templates can guarantee the compat-

ibility of the fingerprint models with fingerprint images captured using touch-based

sensors or traditional forensic techniques. However, they require the estimation of an

equivalent two-dimensional representation of the fingerprint from the three-dimensional

model. The computation of this fingerprint representation should be performed by con-

sidering the shape of the surface in which the latent fingerprint is present. Considering

flat surfaces with two-dimensional impressions, in fact, it can be sufficient to extract

the texture of the three-dimensional model. More complex surfaces require the use of

unwrapping techniques.

7.4 Summary

This chapter has described a contactless and low-cost two-view acquisition method,

and a three-dimensional reconstruction technique able to capture pairs of images of

latent fingerprints left on a clay artworks and to estimate three-dimensional metric

models of the captured areas. The researched method permits to obtain a less-distorted

representation of the fingerprints, with respect to single-view acquisitions achieved

by classical photographic techniques. The computed models have the advantages of

allowing a view-independent and metric reconstruction, which is difficult to obtain

using single-view acquisition setups.

The method uses an algorithm based on the normalized cross-correlation to perform

the search of corresponding pairs of points in the images obtained by multiple view
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acquisitions. The three-dimensional coordinates of the matched pairs of points are

then computed, and an outlier removal algorithm is applied. The resulting model

is completed by applying a surface interpolation technique and performing a texture

mapping procedure.

The accuracy of the method has been evaluated by using objects with known shapes.

Then, the quality of the three-dimensional models computed using the researched

method has been inspected by a visual analysis and compared with the images captured

using a single-view system. The obtained results have showed that the approach is able

to compute less-distorted, metric and view-independent representations of the latent

fingerprints left on the artwork, using a contactless low-cost acquisition setup.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 7.4: Examples of reconstructed three-dimensional models of regions appertaining

to the considered artwork: (a,e,i) models seen from the first view point; (b, f, j) models

seen from a second view point; (c, g, k) models seen from a third view point; (d, h, l)

particulars of the reconstructed latent fingerprints.
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(a) (b) (c) (d)

(e) (f)

Figure 7.5: Examples of pairs of images and corresponding three-dimensional models

related to the considered clay artwork: pair of images 1 (a, b), pair of images 2 (c, d),

three-dimensional model 1 (e), three-dimensional model 2 (f). It is possible to observe that

the use of three-dimensional models reduces perspective problems related to different view

points and provides a robust metric reconstruction of the fingerprint.

(a) (b) (c) (d)

(e) (f)

Figure 7.6: Examples of pairs of images and corresponding three-dimensional models

related to the considered clay artwork: pair of images 1 (a, b), pair of images 2 (c, d),

three-dimensional model 1 (e), three-dimensional model 2 (f). It is possible to observe that

the three-dimensional models are independent from the view points.
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Chapter 8

Fingerprint Privacy Protection

The privacy protection of the biometric data is an important research topic, especially

in the case of distributed biometric systems. In this scenario, it is very important to

guarantee that biometric data cannot be steeled by anyone, and that the biometric

clients are unable to gather any information different from the single user verifica-

tion/identification. In a biometric system with high level of privacy compliance, also

the server that processes the biometric matching should not learn anything on the

database and it should be impossible for the server to exploit the resulting matching

values in order to extract any knowledge about the user presence or behavior.

A novel privacy protection approach based on the fingerprint trait has been re-

searched. This approach is based on a distributed biometric system that is capable

to protect the privacy of the individuals by exploiting cryptosystems. The researched

system computes the matching task in the encrypted domain by exploiting homomor-

phic encryption and using Fingercode templates. The studied approach has been fully

implemented and tested in real applicative conditions.

8.1 Introduction

The privacy protection of biometric data is particularly critical in the case of distributed

biometric systems since the biometric data are transmitted through a network infras-

tructure and hence it is greatly reduced the direct user control about her/his biometric

information. In a distributed biometric system with a high level of privacy compliance,

also the server that processes the biometric matching should not learn anything on the
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Figure 8.1: Schema of the researched approach for the privacy protection of fingerprint

templates.

database and it should be impossible for the server to exploit the resulting matching

values in order to extract any knowledge about the user presence or behavior.

In this chapter, we refer to the general application where a biometric client checks

if the “fresh” captured fingerprint belongs to the database of authorized entities man-

aged by a biometric server. In order to preserve the user’s privacy, we require that

the biometric client trusts the server to correctly perform the matching algorithm for

the fingerprint recognition and it also should not learn anything about the fingerprint

templates stored in the server with the exception of the resulting matching process.

On the server side, we want to guarantee that it is not possible to get any information

about the requested biometry and even also the resulting matching value. This working

hypothesis is very important since it allows avoiding any tracking and logging activity

of the user presence and behavior on the server side.

Within this conceptual framework, an approach capable to deal with distributed

biometric systems protecting the privacy of the individuals by exploiting cryptosystems

has been researched. Different aspects of the approach are presented in [103, 338, 339].

The system computes the matching task in the encrypted domain, by exploiting

homomorphic encryption and using the template Fingercode [3].
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In this approach, the biometric client captures the user fingerprint trait and it

processes the obtained sample in order to produce the related Fingercode template

(Fig. 8.1). The underling cryptographic protocol accepts in input only integer values,

hence a data sampling operation is needed in order to suitably convert the floating

point elements of the Fingercode template in integer values. The quantized biometric

template is then sent to the biometric server in the encrypted format and the server

returns the identity information in the encrypted format as well (or just a Boolean

outcome for the authentication request). Hence, on the server side (the right subplot

in Figure 8.1), it is not possible to extract or determine any personal information on

the biometric data of the users during all the phases of the verification / identification

procedures.

The chapter is structured as follows. Section 8.2 details the steps of the researched

approach, and Section 8.3 describes the implementation of the described system, its ac-

curacy and performance evaluation in different applicative conditions, and the obtained

results.

8.2 The researched approach

The researched approach can be applied in distributed biometric systems in verifica-

tion/identification tasks. Without any lack of generality, in this section we describe a

technique for the identification procedure. On the client side (left subplot, Figure 8.1),

the biometric sample is captured and then computed in order to obtain the related

Fingercode template [193] (Template Creation step). Then, the floating point elements

of the Fingercode template are sampled and converted to integers in order to allow

the adoption of the following encryption method (Template Quantization step). The

important effects on the final accuracy and bandwidth of this step will be further dis-

cussed in the following subsections. The reduced template is now encrypted using the

public-key of the client and the biometric matching is processed on the server side (right

subplot, Figure 8.1) by a homomorphic cryptosystems (Encrypted Matching step). The

matching algorithms do not transform the data in the plain domain. All computation

steps of the matching method (evaluation of the matching value, thresholding and ex-

traction of the best candidates) are processed directly in the encrypted domain. Let us

now detail all the design steps of the studied approach.
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8.2.1 Encrypted matching of Fingercode templates

The computation of the biometric template in the plain domain is based on a method

that uses the Fingercode template. This method starts with the estimation of the

reference point, defines the ROI as a ring with fixed size, divides the ROI in nR rings

and nA arcs, applies nF Gabor filters with different directions to the fingerprint image,

and finally computes the AAD of each filtered sector. The obtained feature vector is

therefore composed by nV = nS × nF values (for example, in [193], nV ranges from

640 to 896 according to the used fingerprint dataset). In order to compensate possible

rotations of the samples, nθ rotations of the biometric template are computed. A more

detailed description of the Fingercode computation algorithm is l in Section 4.5.4.3.

It is well known in the literature that the estimation of the reference point for the

Fingercode template is a critical task with respect to the final accuracy of the system

(an incorrect estimation of this point implies a different ROI evaluation, causing an

increasing of the identification errors). We manually selected the reference point for

each image in order to create a supervised point dataset as reference, and then we

applied different methods present in the literature in order to study this effect and

to reduce its impact. First of all, we tested the identification of the reference point

by selecting the candidate points in the image with the highest Poincaré index [3],

then we tested the different methods creating a single Fingercode template for each

candidate point. In any case, if a fingerprint image does not present any singular point,

we consider the point with the maximum Poincaré index as the reference point. Since

a complete discussion of the effect of the reference point on the accuracy is outside the

scope of this chapter, in the following we refer to the first described method.

8.2.2 Template quantization

In order to limit the complexity of the Fingercode matching in the encrypted domain,

we investigated the possibility of reducing the number of features of the Fingercode

templates and the number of bits used for the physical representation of each value of

the template. The effects of the reduction of the number of features have been studied

by appropriately decimating the tesselation of the region of interest. We tested different

configurations of the algorithm: h, nR, nA, nF . We preferred to use a fixed reduction

strategy, instead of methods that minimize the correlation among different features,
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like the principal component analysis, since the latter should be optimized for each

database and their application in the encrypted domain would not be convenient. The

quantization effects have been studied by converting each value of the template into an

integer number representable with b bits, according to a uniform quantization criterion.

The performances of the different configurations have been compared by evaluating the

empirical distribution of the distances of genuines and impostors after feature reduction

and quantization, from which we can compute ROC curves and EER values.

We presented more details about the template quantization strategy in [103].

8.2.3 The encryption method

The cryptographic protocol strongly relies on the notion of (additively) homomorphic

encryption. A public-key encryption scheme is said to be additively homomorphic if,

given the encryptions of two messages a and b, the ciphertext of a + b can be easily

computed (for example, by multiplication) from the two original ciphertexts without

the knowledge of the secret key. As a consequence, it is also possible to compute the

multiplication of the encryption of a for any constant c by iterations of the homomorphic

addition.

The studied solution makes use of two specific encryption schemes: the Paillier’s

encryption scheme [340] and a known-variant of the ElGamal encryption scheme [341]

but ported on Elliptic Curves. The latter scheme is widely used in order to save further

bandwidth.

We detailed the used encryption method in [339].

8.2.4 The matching method in the encrypted domain

The protocol may be subdivided into three main steps to be accomplished by the two

parties (the client with the biometric measure to authenticate and the server with an

in-clear database with all the features of the enrolled persons).

• Vector extraction: on a first stage the target biometry (i.e. the information

acquired by the biometric device) is “converted” by the client in a quantized

characteristic feature vector; this preliminary work is performed in clear and only

the resulting feature vector is encrypted and sent to the server.
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• Distances computation: the distances (more specifically the square of the

Euclidean distance) between the target vector and the vectors in the database

are computed in the ciphertext domain: this is done by the server exploiting the

homomorphic properties of the adopted cryptosystems. The outcome of this phase

consists of the encryption of the required distances that still remain unknown to

the server. Differently from the original Fingercode matching method, we decided

to compute the squared distance between two templates in order to reduce the

computational complexity.

• Selection of the matching identities: in this final step the server interacts

with the client in order to select, in the ciphertext domain, the enrolled identities

with the related distances that are below a known threshold. This is accomplished

through several internal sub-protocols nevertheless keeping a constant round com-

plexity. The final outcome is kept secret to the server and is only revealed to the

client: it can consist of more than one identity (if this is the case) where the

previous works [104, 105] just report the identity with the minimum distance. A

simple variant allows the use of a Boolean outcome: authenticated/rejected.

Such solution has been formally proven to be secure against an honest-but-curious

adversary, where we assume that he follows the protocol but may try to learn additional

information from the protocol trace beyond what can be derived from the inputs and

outputs of the algorithm when used as a black-box.

More details on the protocol are available in [339].

8.2.5 Individual Threshold

In many biometric systems, the use of individual threshold values can produce a better

final accuracy than a single threshold value used for all the enrolled individuals. This

is related to the fact that different training levels of the users and skin conditions

can be present in the dataset. Considering a dataset D composed by n samples of m

individuals, for each individual i is assigned a different threshold value ti that is used in

the identity verification step of the biometric recognition process. For each individual

i, the distributions of False Match (FMi) and False Non Match (FNMi) are computed

(with the corresponding individual EERi) considering only the set of user templates

Xi as the genuine template set. All other samples of the dataset are considered as the
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(a) (b)

Figure 8.2: Examples of fingerprint images used to evaluate the studied privacy protection

approach.

set of the impostor Ii = D ⊃ Xi. In the performed experiments, we set the value ti as

the threshold corresponding to the individual Equal Error Rate (EERi). Differently,

it is possible to set the individual threshold value as the threshold that corresponds to

the Zero FMR or Zero FNMR. This important method can be applied to the studied

approach.

8.3 Implementation and experimental results

The researched approach has been tested by using a well-known public fingerprint

dataset composed by 408 grayscale fingerprint images acquired by a CrossMatch Ver-

ifier 300 sensor [319, 342]. The dataset contains 8 images for each individual with a

resolution equal to 500 dpi and the dimension of 512× 480 pixel. Figure 8.2 shows two

examples of images of the test database.

The application of the Individual Threshold method described in Section 8.2.5 is

shown in Fig. 8.3 where different figures of merits are reported with nV = 640. The

overall accuracy has been enhanced by reducing the initial EER (equals to 0.065) of

a factor close to 0.5. In particular, we obtained a ZeroFM rate with FMR=0.1653

and a ZeroFNM rate with FMR=0.0512. This method can typically produce relevant

enhancement in overall accuracy when the samples belonging to the considered dataset

have not the same quality level. This is the case of the used test dataset.
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Figure 8.3: Accuracy obtained by computing the method Individual Threshold in the

researched privacy protection technique.

As a second step, in order to test the effect of the number of features in the Fin-

gercode template, we generated a total of eight different configurations, corresponding

to eight sets of Fingercode vectors with length ranging from 640 features (the origi-

nal configuration) to 8 features. The parameters of the reduced tesselations for each

configuration are detailed in Table 8.1.

In order to investigate the effects of the Template Quantization, each configuration

had been normalized and quantized using a different number of bits, ranging from

eight bits to a single bit, producing a total of 5× 8 = 40 quantized configurations. The

behavior of the EER for the testing dataset is shown in Fig.8.4. From the above figure,

it is evident that the performance of the system is practically unaffected by the feature

size reduction when the number of features is above 96 and the number of bit is above

2. This suggested considering for further testing only the configurations C and D, both

quantized with 4 and 2 bits.
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Table 8.1: Tested configurations for the feature size reduction performed by the researched

privacy protection technique.

Configuration nV nF nR h (pixel) nA

A 640 8 5 20 16

B 384 8 4 25 12

C 192 8 3 20 8

D 96 4 3 33 8

E 48 4 3 33 4

F 32 4 2 50 4

G 16 4 2 50 2

H 8 2 2 50 2

0
200

400
600

800

0

2

4

6

8

0

0.1

0.2

0.3

0.4

 

features
bit

 

E
E

R

0.1

0.15

0.2

0.25

0.3

0.35

Figure 8.4: Equal Error Rate obtained by different configurations of the researched

privacy protection technique.
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Table 8.2: Performance of the researched privacy protection method with a database of

408 entries (3672 feature vectors).

Parameters

Configuration Quantization Security EER Bandwidth (bit)

80 6568792

C 2 112 0.0758 10824021

128 14374232

80 7802584

C 4 112 0.0732 12527832

128 16313048

80 6902008

D 2 112 0.0715 11299320

128 14932856

80 8135800

D 4 112 0.0673 13003128

128 16871672

To evaluate the performances in bandwidth and computational complexity we im-

plemented a client-server prototype version of our construction written in C++, using

the GMP Library (version 5.0.1) and the PBC Library (version 0.5.8). The experimen-

tal results were run on 2.4 GHz with 4 GB of RAM PCs. The experimental results

show that the studied method based on Fingercode templates and homomorphic cryp-

tosystem is feasible in the cases when the privacy of the data is more important than

the accuracy of the system, and the obtained performances on accuracy measured as

EER are comparable to the original method. Table 8.2 shows the obtained accuracy,

the computational time, and the bandwidth required by the configurations C and D.

We estimated the time required for the identification in the encrypted domain on a

dataset composed by 100 enrolled individuals using an 80 bits security key. Table 8.3

reports the obtained results. The time complexity of the underling protocol is linear in

the number of enrolled identities.

As shown in Table 8.2 and Table 8.3, different performances can be obtained varying

the number of features of the template and the number of bits used for representing

each value. On the other hand, the best computational performances can be obtained
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Table 8.3: Required time for the identification in the encrypted domain using a dataset

composed by 100 enrolled entries using a 80 bits security key.

Configuration Quantization Time (s)

C 2 44.43

4 53.66

D 2 37.43

4 45.58

with a small number of features and bits.

Fig. 8.5 plots the ROC curves of the configurations that we consider as a good

trade off. The performances of the different configurations are very close each other,

the effects of both feature reduction and quantization being very limited on the accuracy

of the system. It is worth noting that the original configuration, i.e., 640 features with

floating point implementation, reported an EER of 0.065 on the testing dataset, which

is comparable with the performance of the tested configurations.

The obtained final results of the system (in term of ERR and ROC curves) show

that the studied method is only slightly worse than the results of the original Finger-

code technique applied on the same dataset, and that the realized privacy protection

implementation can be feasible in the cases when the privacy of the data is more im-

portant than the accuracy of the system. Unfortunately, the simplicity of the matching

function used in the Fingercode is suitable for the processing in the encrypted domain,

but it limits the final accuracy of the system. In fact, much more accurate methods

capable to work with the same fingerprint dataset are available in the literature, but

their complexity excludes their adoption in the realized approach.
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Figure 8.5: ROC curves related to different configurations of the studied privacy pro-

tection method. The reported configurations are the ones that we consider as the best

suitable in real applicative conditions.

8.4 Summary

The chapter has described an approach to protect the privacy of the biometric data

in distributed biometric systems based on fingerprints. In this approach, on the client

side, the biometric data are captured and then an encrypted representation of the

template Fingercode is computed. We have reduced the data contained in the template

for obtaining a smaller representation of the encrypted template that should be shared

with the server. The encryption matching algorithm is based on the homomorphic

cryptosystems.

Experimental results show that the researched approach has an equivalent accuracy

with respect the original Fingercode method.

Improvements of the security model will be considered in the future work by ap-

plying encryption methods also on the biometric templates stored in the database.

This new security model is stronger than the model described in this chapter, but it is

also more difficult to realize. The obtained computational time permits the use of the

realized system in real applications.
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8.4 Summary

The main drawback of this approach consists in the low accuracy of the recognition

method based on the Fingercode template that permit the use of this system only in

a limited subset of security applications with respect to methods based on minutiae

featueres.

The studied approach has been evaluated on contact-based fingerprint samples.

This approach, however, can also be applied to contactless fingerprint images. The

application of this privacy protection technique should be studied in future work.
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Chapter 9

Conclusion and Future Works

9.1 Conclusion

The objective of this thesis has been the research of innovative approaches able to

increase the usability and social acceptance of biometric systems by performing less-

constrained and highly accurate biometric recognitions in a privacy compliant manner.

In particular, the main contribution of this work consists in the realization of novel

biometric systems based on contactless fingerprint acquisitions. In this contest, different

techniques for every step of the recognition process based on two-dimensional and

three-dimensional samples have been researched. Moreover, techniques for the privacy

protection of fingerprint data have been designed.

The researched approaches are multidisciplinary since their design and realization

have involved optical acquisition systems, multiple view geometry, image processing,

pattern recognition, computational intelligence, statistics, and cryptography.

The studied approaches encompass all the aspects of contactless biometric recog-

nition systems based on two-dimensional and three-dimensional fingerprint samples,

including methods for the acquisition, processing, and privacy protection of biomet-

ric data. In particular, all the modules of the biometric systems have been studied

and implemented: hardware setups, acquisition techniques, quality assessment of bio-

metric samples, three-dimensional reconstruction of fingerprint models, computation

of contact-equivalent images, feature extraction, matching, and template protection.

A method for the computation of synthetic contactless fingerprint samples has also
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been developed, and the use of contact-less techniques in forensic applications based

on latent and ancient fingerprints has been studied.

The evaluation of the implemented approaches has been performed on datasets com-

posed by contactless biometric samples captured in different applicative contexts, ob-

taining satisfactory results that prove the applicability of contactless fingerprint recog-

nition systems in different applicative scenarios.

Moreover, the realized contactless biometric systems have been compared with tra-

ditional contact-based fingerprint recognition systems in a scenario evaluation that

regarded different aspects of the biometric technologies: accuracy, speed, cost, scala-

bility, interoperability, usability, social acceptance, security, and privacy. Results prove

that contactless biometric systems based on three-dimensional samples can obtain a

comparable or enhanced accuracy with respect to traditional fingerprint recognition

techniques. For example, the realized system based on the analysis of two-dimensional

minutiae templates extracted from three-dimensional samples has obtained an equal er-

ror rate of 0.309% on a dataset of 1040 samples, and the one obtained by the considered

contact-based system on a dataset composed by the same number of samples captured

from the same individuals is 0.323%. Satisfactory results have also been achieved by

the implemented system based on contactless two-dimensional samples, which has ob-

tained sufficient accuracy to be used in many low-cost applications (e.g. in mobile

devices), with an equal error rate of 1.320%. During the performed scenario evalua-

tion, the compatibility of contact-equivalent images obtained from three-dimensional

models with existing biometric databases has also been analyzed, obtaining encour-

aging results. Furthermore, the researched approaches have obtained improvements in

terms of scalability, usability, social acceptance, and security with respect to traditional

techniques.

The performances of the implemented feature extraction and matching techniques

based on three-dimensional templates have also been analyzed, obtaining encourag-

ing results. The obtained performances, however, should be improved by using more

accurate strategies for the template alignment.

Furthermore, the researched techniques based on three-dimensional samples have

been evaluated on latent and ancient fingerprints, achieving satisfactory results.

Finally, results have proved that the implemented method for the privacy protection

of fingerprint recognition systems can effectively be applied in client-server applications
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without decreasing the recognition accuracy, also obtaining satisfactory results in terms

of security, computational time, bandwidth, and memory usage.

The performed tests therefore prove that contactless fingerprint recognition methods

should be effectively used in the different applicative scenarios in which live contact-

based techniques are adopted, obtaining great advantages.

9.2 Future Works

One of the goals of the approaches researched in this thesis is to increase the usability

and acceptability of biometric systems. As shown by the experimental results and the

notes collected in the volunteer forms, it is very likely that the usability of the realized

approaches should be further improved by using acquisition setups based on active cam-

eras. The envisioned setup is composed by a multiple view acquisition system placed on

a support dynamically moved by stepper motors according to the finger coordinates and

camera focus. This setup should permit to perform acquisitions in a more comfortable

manner with respect to the existing fingerprint recognition technologies.

Optical techniques able to increase the distance of the finger from the cameras

should also be studied in order reduce the needed level of cooperation during the bio-

metric acquisitions.

Moreover, further studies on autofocus methods should permit to search the acqui-

sition scenarios that permit to obtain the best results in terms of recognition accuracy.

The compatibility of the implemented techniques with the existing AFIS should

also be improved in order to permit their diffusion in governmental and investigative

applications. For this reason, future studies will regard new techniques for the compu-

tation of contact-equivalent images able to simulate the skin distortion caused by the

pressure of the finger on the sensor.

In order to increase the accuracy of contactless fingerprint recognition systems, fur-

ther studies should also be performed on feature extraction and matching methods

based on three-dimensional feature sets, for example exploiting the additional informa-

tion related to finger volume, and focusing on the creation of new distinctive features.

Three-dimensional reconstruction techniques more robust to noisy data should also

be studied in order to apply the researched approaches based on three-dimensional

models in a wider set of applicative contexts, and to increase the obtained accuracy.
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Moreover, new datasets should be collected with the aim of proving the applicability

of the proposed approaches in different scenarios and environmental conditions.

In this context, the researched biometric recognition techniques should also be

evaluated on relevant numbers of simulated contactless samples obtained from pub-

lic datasets of contact-based images. This kind of tests should require the study of

new techniques for the simulation of three-dimensional finger models. The realized ap-

proach, in fact, only permits to simulate models describing a limited area of the ridge

pattern centered in the core region of the fingerprint.

An industrial implementation of the researched approaches should also drastically

reduce the computational time needed by the implement techniques. With high proba-

bility, the use of parallel computing techniques based on graphic processing units (GPU)

should also permit the use of the researched approaches in real-time live applications.

In order to increase the user acceptance of the realized biometric recognition sys-

tems, future studies will also regard privacy protection methods. The performances of

the implemented privacy protection technique should be evaluated on different datasets

of contact-based and contactless samples, and privacy protection techniques based on

homomorphic cryptosystems should also be studied for applications based on more

accurate feature extraction and matching algorithms.

This work is focused on the fingerprint biometric trait since it is one of the most used

and studied traits in the literature. The researched approaches, anyway, are general

and should also be extended to other biometric traits. For example, it is possible to use

contactless acquisition techniques to perform less-constrained biometric recognitions in

systems based on the hand characteristics. The use of three-dimensional reconstruction

methods based on multiple view techniques, moreover, should permit to obtain high

accuracy biometric systems able to work in unconstrained scenarios.
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