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#### Abstract

The study of the mechanism which is at the basis of the phenomenon of protein folding requires the knowledge of multiple folding trajectories under biological conditions. Using a biasing moleculardynamics algorithm based on the physics of the ratchet-and-pawl system, we carry out all-atom, explicit solvent simulations of the sequence of folding events which proteins G, CI2, and ACBP undergo in evolving from the denatured to the folded state. Starting from highly disordered conformations, the algorithm allows the proteins to reach, at the price of a modest computational effort, nativelike conformations, within a root mean square deviation (RMSD) of approximately $1 \AA$. A scheme is developed to extract, from the myriad of events, information concerning the sequence of native contact formation and of their eventual correlation. Such an analysis indicates that all the studied proteins fold hierarchically, through pathways which, although not deterministic, are well-defined with respect to the order of contact formation. The algorithm also allows one to study unfolding, a process which looks, to a large extent, like the reverse of the major folding pathway. This is also true in situations in which many pathways contribute to the folding process, like in the case of protein G . © 2011 American Institute of Physics. [doi:10.1063/1.3523345]


## I. INTRODUCTION

Protein folding was initially described as a deterministic sequence of molecular events along specific pathways. As suggested by Levinthal in 1968, a pathway of folding means that there exist a well-defined sequence of events which follow one another so as to carry the protein from the unfolded random coil to a uniquely folded metastable state. ${ }^{1}$ More recently, the focus has moved on the energy landscape underlying folding, ${ }^{2-4}$ and the idea of a single folding pathway has been replaced by that of walks on such energy landscapes. As already noted, ${ }^{5,6}$ the two perspectives are not mutually contradictory, provided that the Levinthal's pathways are intended in a statistical sense.

Experimentally, the search for folding pathways is a difficult task. The points of a protein free-energy which can be characterized are those corresponding to the minima associated with the native, the denatured, the intermediate (if present), and the transition states. Recently, single molecule experiments aimed at characterizing transition paths in protein folding have been reported in the literature. ${ }^{7,8}$ For some proteins, like the IgG-binding domain of streptococcal protein G (GB1; 56 residues) ${ }^{9}$ and acyl-coenzyme A binding protein (ACBP; 89 residues), ${ }^{10}$ the transition state is structurally homogeneous, while for others, like chymotrypsin inhibitor 2 (CI2; 64 residues), ${ }^{11}$ it corresponds to a more diverse set of conformations (within this context see also Ref. 12). This difference has been often interpreted in terms of two different

[^0]folding mechanisms, a nonhierarchical nucleation model for CI2 and a hierarchical diffusion-collision model for GB1 and ACBP. Within this context, Baldwin and Rose ${ }^{13}$ suggested that the folding of proteins is always hierarchic, and that the difference between the two observed behaviors is not qualitative, but is merely determined by the degree of stability of the secondary structures formed along the folding hierarchy.

Most of the computational study of protein folding has been carried out within the framework of simplified models. The results of these models suggest that folding is hierarchic and evolves from local to nonlocal structuring. ${ }^{14-18}$ Realistic models in explicit solvent have been employed so far only to study, at great computational cost, the folding of few, extremely small proteins, like the 27-residue villin headpiece ${ }^{19}$ and the 39 -residue NTL9(1-39). ${ }^{20}$ These simulations indicate a much larger degree of heterogeneity in the folding trajectories than what a simple model would suggest.

The purpose of the present work is to study to which extent the folding is a hierarchic process making use of a realistic, explicit-solvent model and a set of proteins of length slightly inferior to that of typical single-domain proteins. ${ }^{21}$ Of course, this would be an essentially impossible computational task, would one use plain molecular dynamics (MD) simulations. On the other hand, we are not, within the present context, particularly interested in learning about folding times, but want to concentrate our attention on the less ambitious, but nonetheless important goal of finding out what the sequence of conformational events associated with folding is. For this purpose we feel justified to use the powerful biasing technique developed by Marchi and Ballone. ${ }^{22}$ This algorithm is based on the introduction of a biasing potential which is
zero when the system is moving towards the desired arrival point and which damps the fluctuations when the system attempts at moving in the opposite direction. As in the case of the ratchet-and-pawl system, the algorithm is designed in such a way that the external field does not exert work in directing the system towards a specific direction. If the biasing potential is sufficiently soft, the resulting set of folding trajectories contain the correct sequence of events and can be simulated in a few days on a PC. By analyzing a statistically significant set of such folding trajectories for GB1, CI2, and ACBP, we aim at assessing to which extent protein folding is a hierarchical phenomenon.

For this purpose one needs to have a clear picture on two important issues, namely, (1) what is exactly meant by hierarchic folding and, (2) how to extract this information from the huge amount of data generated by multiple all-atom simulations.

A simple way to picture what one means by hierarchicity in a temperature-coupled molecular system is through a simple model developed by Hansen and co-workers. ${ }^{23}$ If $\Psi_{i}$ is a binary variable indicating the state of the $i$ th native contact of the protein ( $\Psi_{i}=1$ means that the $i$ th contact is formed, $\Psi_{i}=0$ that it is not), a system controlled by the potential

$$
\begin{equation*}
U\left(\left\{\Psi_{i}\right\}\right)=-\epsilon\left(\Psi_{1}+\Psi_{1} \Psi_{2}+\cdots+\Psi_{1} \Psi_{2} \Psi_{3} \ldots \Psi_{N}\right), \tag{1}
\end{equation*}
$$

is perfectly hierarchic, in the sense that the formation of the $i$ th contact is necessary for the formation of the $(i+1)$ th contact. This model displays a first-order phase transition from the denatured state $\Psi=\{0,0,0, \ldots\}$ to the native state $\Psi=\{1,1,1, \ldots\}$ at temperature $\epsilon / \log 2(\epsilon$ being the only energy scale of the system). At lower temperatures, folding takes place through a strictly ordered sequence of events ( $\Psi_{1} \rightarrow 1$, $\Psi_{1} \rightarrow 2$, etc.). In other words, there is a set conditional probabilities associated with contact formation (i.e., in this case $p(i+1 \mid i))$ which displays values close to 1 .

The opposite kind of behavior is that of the model controlled by the potential

$$
\begin{equation*}
U\left(\left\{\Psi_{i}\right\}\right)=-N \epsilon \Psi_{1} \Psi_{2} \Psi_{3} \ldots \Psi_{N} \tag{2}
\end{equation*}
$$

the so-called golf-course system. This system displays a phase transition at the same temperature of that associated with the potential (1), but this time the transition is much sharper. This is because we have now to deal with an exact two-state system and, consequently, the corresponding thermodynamics is highly cooperative. Of note that calorimetry experiments involving a large number of single-domain proteins indicate that folding thermodynamics is indeed highly cooperative. ${ }^{24}$ On the other hand, at low temperature folding takes place through a purely random sequence of events that is nonhierarchicall. The conditional probabilities are all $\approx 1 / 2$.

The two models encoded by Eqs. (1) and (2) thus describe two limiting cases: the former hierarchic and mildly cooperative, the latter nonhierarchic and strongly cooperative. Their behavior can be interpolated by a potential of the type

$$
\begin{equation*}
U\left(\left\{\Psi_{i}\right\}\right)=-\epsilon \sum_{i}\left(\prod_{j} \mathcal{M}_{i j} \Psi_{j}\right) \Psi_{i} \tag{3}
\end{equation*}
$$

where $\mathcal{M}_{i j}$ is a matrix which indicates to which extent the formation of the $i$ th contact depends on the state of the $j$ th contact. A triangular matrix gives Eq. (1) while a matrix $\mathcal{M}_{i j}=1$ gives Eq. (2). Different choices of the matrix give different balances between hierarchicity and cooperativity. Anyway, it was shown in Ref. 25 that it is not difficult to design a system displaying both a strong hierarchicity and a cooperative transition. The dynamics encoded by $\mathcal{M}_{i j}$ can result to be rather hierarchical even if it does not follow a deterministic sequence of events like the model of Eq. (1), for example in the case of a protein displaying different pathways towards the native state (i.e., a $\mathcal{M}_{i j}$ containing triangular blocks), or complicated relations among contacts (i.e., a $\mathcal{M}_{i j}$ containing binary elements generated at random). In Sec. II we shall use this model as a benchmark to quantify the degree of hierarchicity of protein folding and to evaluate the effect of the ratchet on MD simulations.

When modeling folding through simplified models as those introduced above, displaying a limited number of degrees of freedom, it is quite easy to elucidate the possible hierarchy of events associated with the process. For atomic models in explicit solvent such a hierarchy can be difficult to highlight, especially in the case in which it does not correspond to a deterministic sequence of events. The method of analysis to be used to extract such information from a very large ensemble of results of ratcheted simulations will be discussed in Sec. II B. Of note is that such a strategy of analysis can also be used for other scopes than that of characterizing ratcheted simulations. In particular, to analyze the large amount of data arising from distributed folding simulations. ${ }^{19,26-28}$

## II. THE PHYSICS OF RATCHETED SIMULATIONS

## A. Ratcheted molecular dynamics

Adiabatic biased molecular dynamics ${ }^{22,29}$ is an algorithm developed to connect any two points in the conformational space of a given system. The method is based on the introduction of a biasing potential, which is a function of a chosen coordinate of the system and which is zero when the system is moving toward the desired target point, while disfavoring motions in the opposite direction. This is similar to what happens in a ratchet-and-pawl system, which undergoes random thermal fluctuations, while the pawl allows the ratchet to move only in one direction. Here the chosen coordinate plays the role of the ratchet and the biasing potential that of the pawl. In this respect, the ratcheting potential does not exert any work to direct the system towards the target conformation, as it happened when pulling the system with a force; on the contrary the system makes moves toward the target conformation under the driving effect of the potential of the force-field alone. Consequently, if the chosen coordinate were the actual reaction coordinate of the system, the most probable sequence of events generated by the ratcheted molecular dynamics would coincide with the minimum free-energy path independently on the damping constant. In fact, if the system enters a high-free-energy pathway, the system moves (by definition) in a direction which is normal to the reaction coordinate, and then the ratcheting potential does not apply,
nor does it change. Thus, the system can explore the high-free-energy region, eventually returning to the minimum-freeenergy pathway. The outcome of a set of ratcheted molecular dynamics simulations is then a set of trajectories following the free-energy minimum of the system, but in which time and the statistical weight of the conformations along the trajectories are unphysically modulated.

Of course one does not know what is the actual reaction coordinate, or even if it exists. Ratcheting the dynamics with a wrong reaction coordinate can result in the selection of some highly unlikely pathways (as illustrated in Fig. S3 of the supplementary material ${ }^{30}$ ), without any possibility to return to more natural folding trajectories. In fact, if the ratcheting coordinate is the wrong one, the biasing potential can increase also when the system moves orthogonally to the lowest-freeenergy pathway, follow the system in such byways, and trap it in dead-ends. Using a soft ratcheting potential (i.e., a harmonic potential with a small harmonic constant) helps to compensate the poor knowledge of the actual reaction coordinate. The softer is the potential, the higher is the probability that the system can come back if it enters some unlikely pathway. In the limit of very soft harmonic potential, the simulation tends to a plain molecular dynamics and the role of the ratcheting coordinate becomes immaterial.

The biasing potential is implemented as

$$
V(\rho(t))= \begin{cases}\frac{\alpha}{2}\left(\rho(t)-\rho_{m}(t)\right)^{2}, & \rho(t)>\rho_{m}(t)  \tag{4}\\ 0, & \rho(t) \leq \rho_{m}(t)\end{cases}
$$

where

$$
\begin{equation*}
\rho(t)=\left(S(t)-S_{\text {target }}\right)^{2} \tag{5}
\end{equation*}
$$

is the distance along the coordinate $S$ of the actual configuration of the system with respect to a target value $S_{\text {target }}$, and

$$
\begin{equation*}
\rho_{m}(t)=\min _{0 \leq \tau \leq t} \rho(\tau) \tag{6}
\end{equation*}
$$

is the minimum distance reached until time $t$. The algorithm is thus defined by the choice of the coordinate $S$ and of the damping constant $\alpha$. In what follows we shall look for a value of $\alpha$ small enough so as to provide the correct sequence of events associated with protein folding and unfolding, but large enough to make the proteins to fold and unfold in a computationally reasonable time.

## B. Analyzing the sequences of events

The quantitative analysis of such a large amount of data generated from multiple folding trajectories of a realistic protein requires an algorithmic scheme. The basic information ratcheted simulations can provide is the sequence of events along the calculated trajectories. Within this context, in what follows we shall focus our attention on the formation of native contacts between the amino acids of the protein, investigating which contacts repeatedly precede (or follow) the formation of some other contacts.

A native contact between the $i$ th and the $j$ th amino acids is defined as a contact in which, in a 20 ns of a plain MD simulation at 300 K , the average value of their relative minimum
distance-calculated taking into account all of the atoms of the two residues-is less than or equal to $3 \AA$. Residues $i$ and $j$ must be separated by at least two residues. A native contact thus characterized is said to be stable along a folding simulation if, once formed, the associated minimum distance does not exceed at any (nominal) time the contact distance defined above plus three times its standard deviation (as obtained from the plain MD simulation). Following this definition, we found $n_{c}=98,123$, and 189 native contacts for proteins GB1, CI2, and ACBP, respectively (see Tables $\mathrm{S} 1, \mathrm{~S} 2$, and S 3 of the supplementary material ${ }^{30}$ ).

From each trajectory, the order of formation of the native contacts of the protein is defined by the quantity $t(i, k)$ that is the (nominal) time at which the $i$ th contact is stably formed in the $k$ th simulation. From this quantity, one can define the matrix

$$
\begin{equation*}
M_{i j}(k)=\theta(t(i, k)-t(j, k)), \tag{7}
\end{equation*}
$$

where $\theta$ denotes Heaviside's step function. This matrix satisfies the relation $M_{i j}+M_{j i}=1$ and each element $M_{i j}$ assumes the value 1 if the formation of the $i$ th contact precedes the formation of the $j$ th, 0 if it follows it, and $1 / 2$ if they take place exactly at the same time. The average of $M_{i j}$ over the $n_{r}$ trajectories is

$$
\begin{equation*}
\overline{M_{i j}}=\frac{1}{n_{r}} \sum_{k=1}^{n_{r}} M_{i j}(k), \tag{8}
\end{equation*}
$$

whose elements indicate the frequency for the $i$ th contact to be formed before the $j$ th. We shall interpret $\overline{M_{i j}}$ in a probabilistic sense. Thus, values of $\overline{M_{i j}}$ close to 1 indicate that the formation of the $i$ th contact always precedes the formation of the $j$ th contact and thus that their formation is hierarchically ordered. A value of $\overline{M_{i j}}$ close to $1 / 2$ shall be interpreted as the lack of a well-defined sequence of events or as the presence of few different well-defined sequences of events.

The degree of heterogeneity of the sequence of events associated with folding is investigated with the help of a trajectory distance defined as

$$
\begin{equation*}
d\left(k, k^{\prime}\right) \equiv \frac{1}{n_{c}\left(n_{c}-1\right)} \sum_{i \neq j} \delta\left(M_{i j}(k)-M_{i j}\left(k^{\prime}\right)\right) \tag{9}
\end{equation*}
$$

where $\delta$ is the Kronecker function, and studying the distribution $p(d) \equiv \sum_{k k^{\prime}} \delta\left(d-d\left(k, k^{\prime}\right)\right)$ of pair distances. In analogy to the case of the order parameter in the thermodynamics of complex systems, ${ }^{31}$ a distribution displaying a single peak with a centroid located at low values of $d$ reflects an homogeneous sequence of folding events, while a bimodal distribution indicates heterogeneity.

A quantity related to $\overline{M_{i j}}$ is the probability $A_{j}$ $=\sum_{i \neq j} \bar{M}_{i j} /\left(n_{c}-1\right)$ that the $j$ th contact is formed after any other contact. The plot of the $A_{j}$, ordered from the smallest to the largest values (cf. Fig. 2(a)), can be used to study to which extent the formation of contacts during folding is hierarchic. If, during the process, native contacts are formed along a deterministic hierarchy of events, as in a chain of chemical reactions, the ordered $A_{j}$ values will lay on the diagonal of the plot. On the contrary, if folding is fully cooperative, in the sense that all native contacts are formed simultaneously at the
transition state, the ordered $A_{j}$ values will lay on a horizontal line. One can thus define a parameter hi to measure the degree of hierarchicity of the folding process, as the angular coefficient of the ordered $A_{j}$ values, ascribing to it the value 1 in the case of a deterministic hierarchy.

One should take notice of the fact that the above scheme of analysis is not only limited to ratcheted simulations, but can also be used in the analysis of the results of generic simulations, in particular in the case of distributed folding simulations. ${ }^{19,26-28}$

## C. Hierarchicity in minimal protein models

The models described in connection with Eqs. (1) and (2) can be used to get some insight into the analysis strategy of folding data and into the validity of ratcheted folding simulations. The quantity $\epsilon$ is the only energy scale of the system. The dynamics of the model is carried out making $n_{r}$ simulations starting from the $\Psi=0,0,0, \ldots$ state using Kubo dynamics ${ }^{32}$ at temperature $T=\epsilon$. In the case of the hierarchical model of Eq. (1) without the use of ratcheted dynamics and with large statistics $\left(n_{r}=200\right)$ one obtains $h i=0.99$ (cf. black dots in Fig. S1 in the supplementary material ${ }^{30}$ ). Decreasing the statistics to $n_{r}=10$ does not affect significantly the result, giving $h i=1.0$ (cf. black curve in Fig. S1). If the ratchet is switched on with (a) energy constant much lower than the energy scale of the system, the result is again unaffected (e.g., $\alpha=\epsilon / 100 \ll \epsilon$ gives $h i=1.0$, blue curve in Fig. S1). As the energy constant of the ratchet approaches the energy scale of the system, the value of $h i$ results is underestimated (e.g., $h i=0.73$ at $\alpha=\epsilon / 2$ and $h i=0.62$ at $\alpha=\epsilon$ ).

The same kind of calculation can be carried out with the nonhierarchical model defined by Eq. (2). The "true" value, obtained with a large statistics and without the use of the ratchet gives $h i=0.16$, which increases to 0.23 if the statistics is reduced to $n_{r}=10$. The reason for this increase is the following: in the non-hierarchical model one expects that the average of $A_{j}$ is zero with an error decreasing as $1 / \sqrt{n_{r}}$. As the values of $A_{j}$ are sorted, this produces a slope which increases as the error. The ratchet does not affect substantially this result, leading to $h i=0.27$ for $\alpha=\epsilon / 2$ and $h i=0.31$ for $\alpha=\epsilon$. If one increases the ratcheting potential to many times the energy scale of the protein $(\alpha=5 \epsilon)$, a value $h i=0.41$ is obtained.

The results for two models displaying intermediate degree of hierarchicity are displayed in Fig. S2 in the supplementary material. ${ }^{30}$ A model which includes three parallel folding pathways (i.e., controlled by a $\mathcal{M}_{i j}$ containing three triangular blocks) results in a value $h i=0.90$; a value which is not affected if statistics are reduced down to $n_{r}=10$. The effect of the ratchet $(\alpha=\epsilon / 2)$ is to reduce $h i$ to 0.69 . The model defined by a $\mathcal{M}_{i j}$ containing binary variables generated at random (but kept fixed) give $h i=0.53$. Reducing the statistics to $n_{r}=10$ leads to $h i=0.64$, while ratcheting with $\alpha=\epsilon / 2$ give $h i=0.59$.

The lesson to be learned from these tests is that the ratchet, if applied with a constant $\alpha$ smaller than the intrinsic energy scale of the system, slightly underestimates the hier-
archicity of hierarchical processes and slightly overestimates that of nonhierarchal processes, but without allowing confusion between the two. The lack of statistics instead, even in the absence of a biasing potential, has little effect on simulations which are already hierarchic, but overestimates the value of $h i$ for those whose hierarchicity is essentially zero. It is possible to gauge the value of $h i$ for noncooperative processes to $1 / \sqrt{n_{r}}$, which is 0.32 in the case $n_{r}=10$.

## D. Ratcheted simulations provide the lowest-free-energy pathways in simple molecular models in explicit solvent

The study of minimal models suggest that the damping constant of ratcheted simulations has to be smaller than onehalf of the typical energy scale of the system. For biological molecules, such energy scale is, at room temperature, kT (i.e., $2.5 \mathrm{~kJ} / \mathrm{mol}$ ). Consequently, we make the hypothesis that $\alpha=1 \mathrm{~kJ} / \mathrm{mol}$ is a good choice to obtain the minimum freeenergy pathways of this class of systems. To test such a hypothesis, use is made of two molecules of different size, that is alanine dipeptide (ACE-ALA-NME) and the 20mer helix of GB1, both described in explicit solvent. These two systems are good benchmarks because they display the same interactions which stabilize larger proteins, and their free-energy profiles have been extensively characterized. ${ }^{33-35}$

In Fig. 1(a) the free-energy surface of alanine dipeptide as a function of the dihedral angles $\phi$ and $\psi$ is show. The movement of $\phi$ across 0 is a slow process, involving a freeenergy barrier of $\sim 10 \mathrm{kT}$. A typical trajectory obtained ratcheting the system along the reaction coordinate $\phi$ with a ratchet constant of $\alpha=1 \mathrm{~kJ} / \mathrm{mol}$ is displayed with a yellow curve. The trajectory follows the minimum-free-energy pathways, going through the lowest saddle point at $\phi=0, \psi=1.4$. If a larger ratcheting constant $\alpha=20 \mathrm{~kJ} / \mathrm{mol}$ along the coordinate $\phi$ is used, the trajectories cross the free-energy at the higher-free-energy saddle point located at $\phi=0, \psi=-1.6$ (see Fig. S3 in the supplementary material ${ }^{30}$ ). The reason is that $\phi$ is not a correct reaction coordinate of the system: as the system reaches the local minimum at $\phi=-0.8, \psi=-0.8$, in order to go on the lowest-free-energy pathway, $\phi$ (i.e., the ratcheting coordinate) should go back to -1 , something that it cannot do if the ratcheting potential is too hard (i.e., $\alpha \gg 1 \mathrm{~kJ} / \mathrm{mol}$ ).

Figure 1(b) displays the free-energy of the 20mer helix of protein GB1 with respect to the number of $i-(i+4)$ backbone hydrogen bonds and the radius of gyration of the chain. The yellow line indicates a typical folding trajectory obtained ratcheting the system along the distance $d_{C M}$ of the contact map of the system to that of the native conformation ${ }^{36}$

$$
\begin{equation*}
d_{C M}=\|C-\tilde{C}\|=\left(\sum_{j>i+35}^{N}\left(C_{i j}-\tilde{C_{i j}}\right)^{2}\right)^{1 / 2} \tag{10}
\end{equation*}
$$

where $C_{i j}$ is the $i, j$ element of a $N \times N$ matrix defined as

$$
\begin{equation*}
C_{i j}\left(r_{i j}\right)=\frac{1-\left(\frac{r_{i j}}{r_{0}}\right)^{6}}{1-\left(\frac{r_{i j}}{r_{0}}\right)^{10}}, \tag{11}
\end{equation*}
$$



FIG. 1. The free-energy landscapes of alanine dipeptide (a) and of the helix of GB1 (b), expressed in $\mathrm{kJ} / \mathrm{mol}$. The yellow lines indicate a ratcheted trajectory generated using a damping constant $\alpha=1 \mathrm{~kJ} / \mathrm{mol}$. The lowest freeenergy pathway, derived from a nudge elastic band calculation, is indicated by a red curve in the case of alanine dipeptide and by a black curve in the case of the GB1 helix.
$r_{i j}$ is the distance (in nm ) between atomes $i$ and $j, r_{0}$ $=0.35 \mathrm{~nm}, \tilde{C}$ is the defined on the target state, and $N$ includes all the atoms of the system. This function has been used in order to have a differentiable definition of the contact map, and the small value of $r_{0}$ is justified by the fact that we are considering the contacts between all the atoms of the system. Again, the ratcheting potential is defined by $\alpha=1$ $\mathrm{kJ} / \mathrm{mol}$, a choice which allows the system to follow the lowest-free-energy pathway. If $\alpha$ is raised to $20 \mathrm{~kJ} / \mathrm{mol}$, the system reaches the native conformation following a high-free-energy pathway (cf. Fig. S4 in the supplementary material ${ }^{30}$ ).

## III. FOLDING AND UNFOLDING OF PROTEINS IN EXPLICIT SOLVENT

## A. Model systems and simulation details

The ratcheting algorithm allows one to obtain complete trajectories in computational times of the order of days on a PC in the case of the folding of proteins of realistic length. We have studied the folding of protein GB1 (pdb code 1pgb), which is a 56 residues globular protein with a $\beta$-sheet formed by the N -terminal and the C -terminal $\beta$-strands opposed to an $\alpha$ helix; of CI2 that is a 64-residue protein (pdb code 2 ci 2 ), characterized by a large $\beta$-sheet opposed on one hand to a helix and on the other to the active site loop; and of ACBP that is a 4 helix protein composed of 89 residues ( pdb code

2abd). While these proteins have been extensively characterized both experimentally as well as theoretically, their folding has never been simulated by means of an all-atom, explicit solvent molecular dynamics.

All the simulation we have carried out were performed with the help of a modified version of GROMACS. ${ }^{37,38}$ The interactions used are the Amber 2003 all-atom force-field. ${ }^{39,40}$ The proteins were enclosed in dodecahedron boxes displaying a volume $\geq 261 \mathrm{~nm}^{3}$. Periodic boundary conditions were used throughout. Solvation was implemented making use of at least 8325 TIP3P water molecules. Van der Waals interactions were cut-off at 1.4 nm and the long-range electrostatic interactions were calculated by the particle-mesh-Ewald algorithm, using a mesh space of 0.125 nm . The systems were coupled to a Nosé-Hoover thermal bath.

For each protein studied, ten unfolded initial conformations were generated from high-temperature unfolding simulations ( 600 K for 20 ns ) and a subsequent thermalization at 300 K . All the starting conformations are at least 1 nm in RMSD from the native state and 0.5 nm from each other. The presence of residual contacts is less than $7 \%$ and the overlapping of the residual structure between them is in the range of $0 \%-4 \%$.

From each initial conformation a molecular-dynamics trajectory at 300 K is generated, ratcheting the system, along $d_{C M}$, as described in Sec. II D for $5 \times 10^{6}$ steps. In all cases a conformation with RMSD lower than $1.3 \AA$ is reached with respect to the pdb structures.

## B. The folding of the three proteins is rather hierarchic

The 30 folding simulations associated with the three proteins under study were analyzed as described in Sec. II B. The ordered values of $A_{j}$ are displayed in Fig. 2. The resulting values of the hierarchicity parameters $h i$, calculated from the linear fit of $A_{j}$ weighted by its standard deviations $\sigma_{j}$, are 0.91 for ACBP, 0.80 for CI2, and 0.72 for GB1. The analysis of the hierarchicity of the models discussed in Sec. II C, suggests that in the case of ten simulations a $h i=1$ indicates a perfectly hierarchic process, while $h i \sim 0.3$ indicates a nonhierarchic process. Accordingly, the folding of ACBP and CI2 appears rather hierarchic, while that of GB1 seems only mildly hierarchic.

The reason why the linear fit is carried out weighting the values of $A_{j}$ by their standard deviation is connected with the detailed shape of the $A_{j}$ curves. In the case of ACBP and CI2 one can detect three regions characterized by different slopes. The initial and final regions are steeper and display a smaller standard deviation, indicating that the associated contacts forms more hierarchically and more homogeneously in all ten simulations. The large central region displays larger standard deviation $\left(\sigma_{j} \approx 0.2\right)$ and a slope $(\sim 0.7)$ similar for the two proteins and also similar to the overall slope of GB1. Had one done an unweighted fit, the result would have been essentially determined by the numerous contacts associated with the central regions of the folding events. The weighted fit highlights the importance of the initial and final contacts, whose order of formation is more homogeneous among the


FIG. 2. The average and standard deviation of the fraction of native contacts $A_{j}$ which precede the formation of contact $j$, ordered according to its increasing value, calculated for the three proteins under study. The contact index $j$ is parametrized with a real number ranging from 0 to 1 . The dashed line is the linear fit of $A_{j}$, weighted by the associated standard deviation. The slopes of the fit $h i$ is 0.91 for ACBP, 0.80 for CI2, and 0.72 for GB1.
different simulations than those associated with the central region, are.

The low- $A_{j}$ contacts of $\operatorname{ACBP}\left(A_{j}<0.2\right)$, that is those which are formed before all others in all the simulations ( $\sigma_{j} \approx 0.08$ ) are all local and involve mainly the two terminals of helix $\alpha 4$ (regions 67-71 and 78-84), two contacts in helix $\alpha 2$ (25-29 and 28-32) and one in helix $\alpha 3$ (48-52). On the other hand, the contacts which are formed after all the others $\left(A_{j}>0.82\right)$ homogeneously in all the simulations ( $\sigma_{j}=0.02$ ) involve essentially the packing of the side chains of helix $\alpha 4$ with helices $\alpha 1$ and $\alpha 2$ (residues $8-73,11-77$, $15-81,15-86,20-84,27-76,33-69$, and 35-66) and the local contacts in the central regions of helix $\alpha 4$. In Ref. 41 the authors identify, by a combination of experimental techniques, a subset of residues which are critical for the correct folding of ACBP. These are: F5, A8, V12, M24-Y28, D56, N59, D68D75, V77, E78, and L80-K82. These residues match quite well the residues involved in early contacts of the ratcheted simulations.

The first contacts formed in CI2 $\left(A_{j}<0.35\right)$ display a standard deviation larger than $\operatorname{ACBP}\left(\sigma_{j} \sim 0.15\right)$ and involve mainly the formation of the $\alpha$-helix (hydrogen bonds 13-17, 14-18, 16-20, 17-21, 18-22, 20-24 and side chain contacts $16-19,17-20,18-21,20-23,22-25)$ except for some defects at its C-terminal and the docking of the N -terminal strand to the helix. Interestingly, among the early contacts there are few nonlocal contacts between the structure involving the N terminal strand and the $\alpha$-helix, and the C-terminal (5-63, $10-58,14-58)$. The contacts formed after all the others were formed ( $A_{j}>0.73, \sigma_{j} \approx 0.1$ ) involve the sheet built out of strands $\beta 3$ and $\beta 4$ and various elements distributed through-


FIG. 3. The distribution of distances between pairs of matrices $M_{i j}$ calculated from the ten simulations of GB1 (black solid curve), CI2 (green dashed curve), and ACBP (red dotted-dashed curve). The black dashed curve indicates the distribution of distances calculated on the matrices of GB1 belonging to the same pathway, keeping the same normalization constant as the full distribution associated with GB1 in order to facilitate the comparison. In the inset, the distribution of distances for the hierarchic model defined by Eq. (1) (solid magenta curve) and for the nonhierarchic model defined by Eq. (2) (dashed orange curve).
out the protein. The curve associated with GB1 in Fig. 2 seems quite different from that associated with the other two proteins, in that it does not display marked variations in the slope and in the value of $\sigma_{j}$.

## C. ACBP and Cl2 follow a single folding pathway, GB1 follows three different pathways

While so far we have analyzed the quantity $A_{j}$, which relates the formation of a contact to the average formation of the other contacts, it is interesting to study the order of formation of each specific pair of contacts. Figure 3 displays the distribution $p(d)$ of the distances between the matrices $M_{i j}$ associated with different trajectories (see Sec. II B). The distributions $p(d)$ calculated from the minimal models defined by Eqs. (1) and (2) are displayed in the inset and provide the reference curves for a perfectly hierarchic (solid magenta curve) and non-hierarchic (orange dashed curve) processes. ACBP (red dotted-dashed curve) and CI2 (green dashed curve) display a unimodal distribution centred at $d=0.32$ and $d$ $=0.34$, respectively. This means that, approximately, $70 \%$ of pairs of contacts display the same order of formation (see Sec. II C). We can interpret the unimodal distribution associated with ACBP and CI2 in terms of a single folding pathway, built out of sequences of events which typically are $70 \%$ similar. In fact, inspection of the folding trajectories of these proteins (cf. Fig. 4) show that ACBP always formed first the terminal parts of helix $\alpha 4$, while the first nonlocal contacts forms are between helices $\alpha 4$ and $\alpha 2$, the last local contacts formed are in the N -terminal of $\alpha 1$ and at the centre of $\alpha 4$ and the last non-local event is the docking of $\alpha 1$ to the rest of the protein. CI2 forms first the helix and the contacts between the helix and the N -terminal strand, followed by the nonlocal contacts between the N - and the C-terminal strands, the


FIG. 4. Schematic representation of the folding pathways of the three proteins from unfolded (below) to the native conformation (above). The conformations displayed are taken from the actual trajectories and are chosen to picture the main steps towards the native conformation. The resulting picture of the ACBP protein displays an overall agreement with that observed in Fig. 4 of Ref. 44.
formation of the $\beta$-sheet between $\beta 3$ and $\beta 4$ and the docking of this to rest of the protein (cf. Fig. 4).

Of notes that the formation of the helix $\alpha 4$ as the first event in folding of ACBP has been suggested on the basis of NMR analysis of its denatured state. ${ }^{41,42}$ While simulations show that the formation of most of $\alpha 4$ is the very first event along the folding pathway, the formation of few contacts at the centre of the helix results to be one of the last events to take place. The presence of a kink in the solution structure of the protein ${ }^{43}$ corresponding to the late-forming contacts suggests that, in this case, the interactions which stabilise the helix are poorly optimised. The order of contact formation resulting from ratcheted MD simulations indicate that the native interactions between $\alpha 1$ and the complex $\alpha 2 \alpha 4$ are the folding rate-limiting step of ACBP (cf. Sec. III B). This is in agreement with the results of secondary chemical shift analysis of mutated proteins ${ }^{44}$ and of paramagnetic relaxation enhancement studies. ${ }^{45}$ The overall folding picture which arises from the simulations is then remarkably similar to that described in Ref. 44.

Also in the case of CI2, NMR experiments in the denatured state indicate the formation of some contacts in the helix, ${ }^{46}$ contacts which simulations indicate as the first event in folding. Moreover, the fact that the last-formed contacts involve all parts of the protein agree with the idea of an extended folding nucleus arising from the analysis of $\varphi$ values. ${ }^{11}$

GB1, on the other hand, displays a bimodal distribution, with peaks centered at $d=0.32$ and 0.47 . This bimodal distribution is interpreted in terms of more folding pathways (nothing can be said yet about their number). Each pathway is built out of sequences of events $\approx 70 \%$ similar, while sequences of
events belonging to different pathways are $\approx 50 \%$ similar. Inspection of the folding trajectories of GB1 show that in seven cases out of ten folding starts from the binding of the helix to the first hairpin (in only one of these cases the second hairpin is formed together with the first one, but binds to it only later). In two cases it starts from the binding of the two hairpins and in one single case from the binding of the helix to the second hairpin. As a matter of fact, if one calculates the distribution $P(d)$ only within each pathway, one obtains an unimodal peak centered around $d=0.31$ (dashed black curve in Fig. 3). The early contacts of the principal pathway matches well the residual structure obtained in acid-denatured studies of GB1. ${ }^{47}$ Moreover, phi-values analysis indicates that the ratelimiting step towards folding is that associated with the formation of native contacts between the hydrophobic residues of the chain and the second hairpin. ${ }^{9}$ This is in agreement with the order of contact formation observed in all the three pathways obtained in the simulations.

The presence of different pathways agrees with the results obtained from Gō-model all atom simulations, ${ }^{48}$ which highlight three pathways, the most probable (59\%) starting from the binding of the first hairpin to the helix. Within this context, the value of $h i$ calculated for GB1 in Fig. 2 is not meaningful, as the associated matrix $M_{i j}$ is not selfaveraging. What can be done instead is to evaluated the degree of hierarchicity of the different folding pathways, which for the most visited pathway is $h i=0.83$.

## D. Non-native contacts along the folding trajectories

Non-native contacts have been shown to play an important role in protein folding. ${ }^{49-51}$ Operatively, the non-native
contact is considered established when two amino acids, lying more than three residues apart along the chain and which in the native conformation are more than $5 \AA$ apart, come closer than $4 \AA$. Non-native contacts present in the starting structures are not considered. As the ratcheted trajectories end up in the native conformation, the formation of non-native contacts is necessarily transient, and the duration of the non-native contact has no physical sense. To be statistically sound, we shall focus on those non-native contacts which are formed in at least six over ten trajectories.

Within this scenario the folding of ACBP is characterized by the formation of non-native salt bridges involving residues 11-16 (helix $\alpha 1$ ), 18-23 (between $\alpha 1$ and $\alpha 2$ ), and 62-66 (between $\alpha 3$ and $\alpha 4$ ). Also non-native hydrophobic contacts 7380 and $80-86$ are formed within helix $\alpha 4$. Further non-native contacts are formed between the loop and $\alpha 3(40-55)$ and, interestingly, between the N - and the C-terminal of the protein (4-70), as reported by the paramagnetic relaxation enhancement analysis of Ref. 45.

CI2 displays a group of non-native contacts involving residues which are distant along the sequence, namely contacts $7-20,7-63,8-61$ between the C - and the N -terminal regions, contacts $22-29$ between the helix and the $\beta$-sheet, and contacts $32-38,33-40$, and 41-47 in the regions involving the $\beta$-sheet and the active-site loop.

In GB1 contacts 19-26 and 21-26 stabilize a non-native turn which has been observed in a NMR study of the GB1 helix ${ }^{52}$ (see also Ref. 35). This turn is disrupted when the N-terminal turn of the helix is formed. Residues 31-40 form a non-native salt-bridge which stabilizes the C-terminal segment of the helix.

It is of note that the ratchet algorithm, which biases the folding trajectories towards the native conformation, does not prevent the formation of non-native contacts.

## E. Unfolding

In order to study the hierarchicity of the unfolding process we have performed ten simulations for each protein starting from the native states and ratcheting the system towards the initial conformation used for each of the folding simulation. The analysis of Sec. II B has been repeated for these simulations and the associated hierarchicity curves $A_{j}^{\prime}$ are shown in Fig. 5.

The resulting values of the hierarchicity parameters $h i$, calculated from the linear fit of $A_{j}^{\prime}$ weighted by its standard deviations $\sigma_{j}$, are 0.93 for ACBP, 0.84 for CI2, and 0.87 for GB1. Accordingly, the folding and unfolding of ACBP and CI2 display approximately the same degree of hierarchicity. On the other hand, the value of $h i$ for the unfolding of GB1 is larger than that of folding, averaged on the three pathways, but comparable with that of the major pathway.

The low- $A_{j}^{\prime}$ contacts of $\operatorname{ACBP}\left(A_{j}^{\prime}<0.2\right)$, that is those which are broken before all others in all the simulations are mainly nonlocal contacts between helix $\alpha 4$ and both helices $\alpha 1$ and $\alpha 2$ (residues $8-74,11-77,12-77,15-80,15-81,27-$ $76,30-72,33-69$, and 35-66); the local contacts that are broken first are all $i-(i+3)$ side chain contact within the helices $\alpha 1$ and $\alpha 4$ (2-5, 3-6, 75-78, and 76-79). Interestingly five


FIG. 5. The average and standard deviation of the fraction of native contacts $A_{j}^{\prime}$ which precede the breaking of contact $j$, calculated in ten unfolding simulations of each of the three proteins. The dashed line is the linear fit of $A_{j}^{\prime}$, weighted by the associated standard deviation. The slopes of the fit $h i$ is 0.93 for ACBP, 0.84 for CI2, and 0.87 for GB1.
out of nine nonlocal contacts that are broken first correspond to nonlocal contacts that are formed last in the folding trajectories (cf. Sec. III B). On the other hand the contacts which are broken after all the others $\left(A_{j}^{\prime}>0.82\right)$ homogeneously in all the simulations involve essentially the C-terminal loops of helix $\alpha 4$ (regions 78-84) and single loops in the other helices ( $2-6$ in $\alpha 1,26-30$ in $\alpha 2$, and $48-52$ in $\alpha 3$ ), it is of note the similarity found between these last contacts and the first contacts in the folding simulations.

The unfolding of CI2 begins ( $A_{j}^{\prime}<0.35$ ) with the undocking of the two $\beta$-strands including the active loop from the helix and the C - and N -terminal strands (breaking of contacts between regions $28-30$ and 46-50 and regions $6-$ $11,18-22$, and 60-64). The last events in the unfolding are ( $A_{j}^{\prime}>0.73$ ): the breaking of the N -terminal loops of the helix and the contact between these loops and the N -terminal strand (6-9, 8-12, 9-12, 12-16, 13-17, 14-17, 15-18, 16-20, and $17-21$ ) and the breaking of some residual contacts within the $\beta$-sheet (31-50, 33-50, 40-49, 42-47, 47-65, and 49-65).

The distribution $p(d)$ of distances between the matrices associated with unfolding of GB1 displays a single peak centred at $d=0.34$, suggesting that there is a single unfolding trajectory. This pathway is characterized by the early breaking of contacts involving the docking of a second hairpin with the rest of the protein (4-50, 26-52, 30-52, and 31-43) followed by the breaking of the helix and ending with the first hairpin (4-15, 5-16), few residual contacts within the helix (22-26, 33-37, 34-39), the turn of the second hairpin (4650 ), and between first and second hairpin (8-56 and 11-56) indicating that the protein unfoldnes along a pathway similar to the most visited folding pathway.

## IV. CONCLUSION

Folding and unfolding are stochastic events controlled by thermal motion. For this reason the understanding of these processes require a statistically meaningful collection of folding trajectories. This cannot be done with plain molecular dynamics simulations unless in the case of very small proteins and at the price of a very large computational effort. One can avoid such limitations by restricting the scope of the simulations to that of solely providing step sequence information. Such a program can be made operative with the help of a ratcheting algorithm which is able to generate the needed folding/unfolding trajectories at small computational cost, coupled to an analysis scheme which allows one to extract eventual regularities in the sequence of folding events which may lie in the complexity of the data. This scheme, which can also be applied to massive unbiased molecular dynamics simulations, was found to be instrumental in showing that proteins ACBP and CI2 fold following single pathways which are homogeneous, while protein GB1 folds through a small number (three) of different pathways. In all cases the different pathways are rather hierarchic, in the sense that most pairs of contacts take place in a sequential-like fashion. Furthermore, the results of the ratcheted simulations strongly indicate that unfolding can be viewed as the the sequencereverse phenomenon of folding.
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