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Introduction

Adams’ inequality [2] in its original form is nothing but the Trudinger-Moser inequality for
Sobolev spaces involving higher order derivatives. In this Thesis we present Adams-type
inequalities for unbounded domains in R"™ and some applications to existence and multiplic-
ity results for elliptic and biharmonic problems involving nonlinearities with exponential
growth.

The Thesis is divided into two parts. Part I is devoted to the study of higher order
exponential-type inequalities in R™ and Chapter 1 is an introduction to this part, containing
a brief historical overview of Trudinger-Moser and Adams inequalities. In Chapter 2, we
introduce a sharp Adams-type inequality in R™ proved in the following paper

e B. Ruf, F. Sani, Sharp Adams-type inequalities in R™, Trans. Amer. Math. Soc. to
appear

In view of applications to a class of biharmonic problems in R*, in Chapter 3, we focus
our attention in the 4-dimensional case proving some consequences of the Adams-type
inequality in R*.

Part II is devoted to applications of Trudinger-Moser and Adams inequalities to elliptic
and biharmonic equations. Chapter 4 is a review of past developments in the study of
elliptic and biharmonic problems involving nonlinearities in the critical growth range. In
Chapter 5, we give a mountain pass characterization of groud state solutions of a nonlinear
scalar field equation in R? with critical exponential nonlinearity. This characterization is
obtained in the following paper

e B. Ruf, F. Sani, Ground states for elliptic equations in R? with exponential critical
growth, submitted

Finally in Chapter 6 and 7, we study a class of biharmonic problems in the whole space R*
both in the case when the nonlinear term has subcritical and critical exponential growth.
These results are contained in the following papers

e F. Sani, A biharmonic equation in R* involving nonlinearities with subcritical expo-
nential growth, Adv. Nonlinear Stud. 11 (2011), No. 4, 889-904

e F. Sani, A biharmonic equation in R* involving nonlinearities with critical exponential
growth, Commun. Pure Appl. Anal. to appear
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Part 1

Exponential-type inequalities in R"



CHAPTER 1

A brief history of the problem

First order Sobolev embedding theorem and the limiting case

Sobolev inequalities are among the most famous and useful functional inequalities in ana-
lysis. They express a strong integrability or regularity property for a function u in terms
of some integrability properties for some derivatives of u. The most basic and important
applications of Sobolev inequalities are to the study of partial differential equations. These
inequalities provide some of the very basic tools in the study of existence, regularity and
uniqueness of solutions of all sorts of partial differential equations, linear and nonlinear,
elliptic, parabolic and hyperbolic.

Let Q C R™, n > 2, be a bounded domain. The Sobolev embedding theorem asserts
that if p < n then
np

Wol’p(Q)CLq(Q) 1§q§p*::n_p.

Equivalently,

sup / |ul?dx < 400 for 1 <q<p*,
ueWy P (Q), |Vulp<1 /9

where ||Vullp = [, [VulP dz denotes the Dirichlet norm of u, while

sup / lu|?dx = +o0 for any ¢ > p*.
u€Wy P (Q), || VulP<1 /€

The maximal growth |u[P" is the so called critical Sobolev growth. If we look at the limiting
Sobolev case p = n then
Wy ™M(Q) C LYQ)  Vg>1

and every polynomial growth is allowed. Since formally p* = % ~ 400 as p — n, one

may expect that a function u € WO1 ""(Q) is bounded, but it is well known that

W™ () & L=(Q) .
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For instance, denoted by | - | the standard Euclidean norm in R", we can define

() log |log|z|| for any z € R™ with 0 < |z < 1,
u(z) :=
0 elsewhere .

It is easy to see that

=

B dr Wn—1
V| = w, = &n
IVl = won 1/0 rllogr[® n-—-1"

where w,,_1 is the surface measure of the unit sphere S~ € R", and hence u € W& Q) for
any domain 2 C R" containing the unit ball centered at the origin; but clearly u ¢ L>().
However e" is integrable:

1
u e n—1 Wn—1 1 1
= _ 1 d prm— _ —_— .
el = wir [ g dr = 22 <+n)

The Trudinger-Moser inequality concerns this borderline case p = n.

The Trudinger-Moser inequality

To fill in the gap of the Sobolev embedding theorem, it is natural to look for the maximal
growth function g : R — R™ such that

sup / g(u)dr < 400,
u€Wy ™ (Q), | Vulln<1 /€2

where Q@ C R", n > 2 is a bounded domain. V. I. Yudovich [71], S. I. Pohozaev [56] and
N. S. Trudinger [70] proved independently that the maximal growth is of exponential type
and more precisely that there exist constants a,, > 0 and C,, > 0 depending only on n such
that .

sup / e U™ gy < €10 (1.1)

ueW, (), [Vuln<1 79
The proofs of Yudovich, Pohozaev and Trudinger relied on the same idea, namely developing
the exponential function in power series, the problem reduces to show that a series of LP-
norms converges. These proofs, however, will not produce the optimal exponent «,.
More precisely, the key tool in Trudinger’s proof is the Sobolev estimate

lully < calQ7 g 7 [Vuln  Yue WE™Q), Vg > 1, (1.2)

where ¢, > 0 is a constant depending only on n. Once proved inequality (1.2), then (1.1)
follows easily using the power series expansion of the exponential function. In fact

21 &= ak pon
sup /eo‘”|" dr < sup T |u|"n=T dx <
ueWy " (), [IVula<t /€2 ueWy ™ (), [Vulla<1 k=0 " /€

AN
5
ol
Mg
"L
| =
Pl
ol
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where the constant ¢, > 0 depends on n only; applying Stirling’s formula k! > (%)k,

n +m
sup / el g <1 Z(aéne)k < 400
weWy " (), [ Vulln<1 /S k=0

provided that a < 516.

Later J. Moser in [50] replaced these proofs by a more refined one and, at the same
time, he found the best exponent «,, proving the following sharp result

Theorem 1.1 ([50], Theorem 1). There exists a constant C,, > 0 such that

sup / ™ d < €19 Vo < ap (1.3)
weW, ™ (Q), [Vula<1 /€

where oy = nwrl/f(?fl) and wy_1 is the surface measure of the unit sphere S"~' C R".
Furthermore (1.3) is sharp, i.e. if a > o, then the supremum in (1.3) is infinite.

Therefore it turns out that there exists a positive number «,, such that (1.3) holds for
a < an and is false for a > «;,. The remarkable phenomenon is that the inequality still
holds for the critical value «,, itself.

In the literature (1.3) is known under the name Trudinger-Moser inequality. In what
follows we will refer to the sharpness of an inequality in the sense expressed in the second
part of Theorem 1.1.

Moser’s proof of inequality (1.3) relies strongly on Schwarz spherical symmetrization,
which preserves integrals of functions and does not increase the Dirichlet norm in I/VO1 P(Q)
with p > 1. To every function u € VVO1 'P(Q) is associated a spherically symmetric function
uf such that the sublevel-sets of uf are balls with the same measure as the corresponding
sublevel-sets of |ul, that is

{x e R" | vf(z) < c}‘ = ‘{x € Q| |u(z)| <c}| Ye>0.
Then uf is a nonnegative spherically nonincreasing function defined on a ball By ¢ R"

centered at the origin with radius R > 0, satisfying |Bg| = ||, and u* € Wol’p(BR). We
recall also that

ut(z) = u* (“’”*1 |x|”) z € Bp
n

where u* is the onedimensional decreasing rearrangement of u.
By construction, if F': R — R is a Borel measurable function such that either F > 0

or F(u) € L'(Q2) then
/F(u)dx:/ F(uf) dz .
Q Br

The monotonicity of Dirichlet norms under such a symmetrization is known as the Pdlya-
Szégo principle
IVully > Vel Yu e WyP(9) (1.4)

where u! is the decreasing rearrangement of wu.
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Therefore, making use of symmetrizations,

n n
n—1 fyn—1
sup /ea“|n dr < sup / W)™t gy
ueWy ™ (Q), [Vulln<1 /€ uteW, " (Bg), ||[Vut|[,<1 Y Br

and hence to prove Theorem 1.1 it is sufficient to consider the radial case. Moser, after the
change of variables

no1 1
r=lz|= Re™w and w(t) == nle;Z_luﬁ(r),

/ VUl " da = / (w)™ dt, / eI gy = |BR|/ eon!? dt
Br 0 Br 0

reduced the estimate to the following subtle one-dimensional calculus inequality.

Lemma 1.2 ([50], inequality (6)). Let ¢ : [0, +00) — R be a nonnegative measurable

function such that
+oo

o) dt < 1.
0

Then
+o00
/ e gt <,
0

where C,, > 0 is the same as in Theorem 1.1 and

F(t) ::t—</0t¢(s)ds>nnl.

In 2005, A. Cianchi [25] complemented the classical result of Moser obtaining a sharp
inequality for the space W1 (), i.e. without boundary conditions. However, the reduction
of the problem to a onedimensional inequality is more delicate, in fact, since functions
which do not necessarily vanish on 9 are allowed, Schwarz symmetrization is of no use
in this case. A key tool in the proof of Cianchi is instead an asymptotically sharp relative
isoperimetric inequality for domains in R".

Trudinger-Moser inequalities for unbounded domains

An interesting extension of (1.3) is to construct Trudinger-Moser type inequalities for do-
mains with infinite measure. In fact, we can notice that the supremum in (1.3) becomes
infinite, even in the case a < ay,, for domains Q C R" with |Q)| = 400 and consequently the
original form of the Trudinger-Moser inequality is not available in these cases. A weaker
inequality for unbounded domains has been proposed by D. M. Cao [19] for the case n = 2
and by J. M. do o) [30] for the general case n > 2. More precisely they proved that for
any u € WH™(R"™) with ||Vull, <m <1 and |jull, <M < 40

/ Planu|=T) dx < Clm, M) (1.5)
-
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where C'(m, M) > 0 is a constant independent of u and

n—2

LOETEDY

§=0

t
—. (1.6)
4!

Later S. Adachi and K. Tanaka [1] studied the best possible exponent in this weaker type
of inequalities, proving that for any a € (0, a,) there exists a constant C'(a)) > 0 such that

¢(a!u|ﬁ)daz <C(a)|ul|® Yue WH(R™) with ||[Vull, <1, (1.7)
R™
and this inequality is false for & > ay,. The proof of Adachi and Tanaka is based on Moser’s
idea, that is, making use of symmetrization of functions and Moser’s change of variables,
the estimate reduces to a one-dimensional calculus inequality. The limit exponent a, is
excluded in (1.7), which is quite different from Moser’s result (see Theorem 1.1). This
reveals the subcritical aspect of such inequalities.
However, in the case n =2 (i.e. for Wol’z(Q) with Q C R?), B. Ruf [61] showed that if
the Dirichlet norm is replaced by the standard Sobolev norm, namely

[ellyrn = [Vully + llully

then the result of Moser (Theorem 1.1) can be fully extended to unbounded domains and
the supremum in (1.3) is uniformly bounded independently of the domain :

Theorem 1.3 ([61], Theorem 1.1). There exists a constant C > 0 such that for any domain
Q0 C R?

sup /(e“u2 —1)dz <C (1.8)
ueWy (@), flullyy1,2<1 /€

and this inequality is sharp.

In [44], Y. Li and B. Ruf extended Theorem 1.3 to arbitrary dimensions n > 2, i.e. to
W(} Q) with 2 C R" not necessarily bounded and n > 2.

The proof given in [61] for the 2-dimensional case is based on symmetrization techniques,
more precisely it is sufficient to consider the case Q = R? and, as in the proof of Moser,
without loss of generality we may assume that w is spherically symmetric and nonincreasing.
Then, the integral in (1.8) can be divided into two parts

/ (64’”‘2 —1)dz = / (64’”‘2 —1)dz + / (64““2 —1)dzx
R? R?\ By, B

70
with 79 > 0 to be chosen. Concerning the integral on R? \By,, using the power series ex-
pansion of the exponential function and, to estimate the single terms, a pointwise estimate
for nonincreasing radial functions (see [15], Lemma A.IV), i.e.

lu(r)| < Vr >0, (1.9)

Ll
— U
T\/’TT 2
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it is easy to obtain an upper bound which depends on ry only. The key point in the proof
of Ruf is the estimate of the integral on the ball. Writing

u(r) = u(r) £ u(rg) =: v(r) + u(rg),

we obtain .
20 < 0%0) (14 gl ) + dlw) = w0 + ()
0

where d(rg) > 0 is a constant depending only on rg > 0 and w € VVO1 '?(By,). Hence

/ (647ru2 - 1) dr < 647Td(7‘0) e47rw2 doe < C
B

0 BTO

provided that ||[Vwl|2 < 1. But this is indeed the case if we choose ¢ > 0 sufficiently large,
in fact

1 1 1
IVwl = (1 n Quuus) Vol = (1 T guuué) 1Vl < (1 T Q\uué) A—flul?) <1
7TTO 7TTO 7TT0

provided that 7rr8 > 1.

We also recall that the proof given in [44] for the n-dimensional case is based on subtle
tecniques of blow-up analysis, however the enlightening method of proof introduced in [61]
can also be adapted to recover the general n-dimensional case (see Adimurthi and Y. Yang
[7]) and will enable us to treat the case of higher order derivatives in unbounded domains.
Moreover, arguing as in [61] it is easy to see that

sup (o |ul"1) do < 400 (1.10)
weWn (R, lfull 1, <1J/R™

where 7 > 0 and
lullyin - = [IVully + 7llully -

In fact, as shown also by Adimurthi and Y. Yang in [7], the value 7 = 1, appearing in
|l llwrn = -llwrn 1 as a multiplicative constant for the L"-norm, does not play any role
and can be replaced by any 7 > 0.

We can notice that for any u € WH*(R") with | Vull, <m < 1 and |jull, < M < +o0,
choosing

0<r<

we have that [|ul/y1.» » < 1 and thus (1.10) implies (1.5). Nevertheless, inequality (1.5)
implies only that fixed 7 > 0

sup w(alu\ﬁ) dx < 400
uEle"(]R"),HuHWLn’TSl R™

provided that o € (0, ;). Hence, (1.5) can be viewed as a subcritical inequality, while
(1.10) as a critical one.
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The Adams’ inequality

In 1988 D. R. Adams [2] obtained another interesting extension of (1.3) for Sobolev spaces
with higher order derivatives. For these spaces the Sobolev embedding theorem says that
if & C R" then .

W P(Q) € Lwm (9)

and hence the limiting case is p = . Let m be an integer and Q@ C R" with m < n,
Adams’ result can be stated as follows: for u € W™ P(Q) with 1 < p < 400, we will denote
by Viu, j € {1, 2 ..., m}, the j-th order gradient of u, namely

, A3y j even
Vi = i .
{VAJZ)lu j odd

Theorem 1.4 ([2], Theorem 1). Let m be an integer and let Q C R™ with m < n. There
exists a constant Cy, n > 0 such that

sup / L g e [9] (1.11)
wEWy" T (9), [Vmul <1 70
where .
i [W] o if m is even,
Bo = Bo(m, n) ==
wn,1 n +1) n
Zomp(mtly | nom .
[W] if m is odd.

Furthermore inequality (1.11) is sharp.

Adams’ approach to the problem is to express u as the Riesz potential of its gradient
of order m and then apply the following theorem

Theorem 1.5 ([2], Theorem 2). Let 1 < p < +00. There exists a constant ¢y = co(p, n)
such that for all f € LP(R™) with support contained in @ C R"

n ’Ia*f(w)
/ eon_1| 7Ty
Q

/
P

<co

where o = + = =1 and

n 1, 1
p>p P

s f(a)i= [ o=yl ) dy

is the Riesz potential of order «.

The reason why it is convenient to write w in terms of Riesz potential is that one cannot
use directly the idea of decreasing rearrangement u? to treat the higher order case, because
no inequality of the type (1.4) is known to hold for higher order derivatives. To avoid this
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problem, Adams applied a result of R. O’Neil [53] on nonincreasing rearrangements for
convolution integrals, if h := g x f then

“+oo
RO <t OO+ [ a6 () ds

where f**(t) := %fot f*(s)ds. Then, a change of variables reduces the estimate to a one-

dimensional calculus inequality

Lemma 1.6 ([2], Lemma 1). Let a : R x[0, +00) — R be a nonnegative measurable
function such that a.e.

0 foo ﬁ

a(s,t) <1 when0<s<t, and sup(/ —i—/ ap(s,t)ds> =:b < +oo
t>0 —00 t

where ;17 + I% = 1. Then there exists a constant co = co(p, b) such that for any ¢ : R — R

satisfying ¢ > 0 and
+00

(s)ds <1,

—00

the following inequality holds
+00
/ e F®) gt < ¢
0

where .

Flt) =t — (/+OO a(s, )6(s) ds>p .

— 00

We can notice that the one-dimensional technical inequality of Moser, see Lemma 1.2
above, corresponds to the case

(5, 1) 1 when 0 < s <t,
a(s, t) =
0 otherwise.

Later L. Fontana [36] proved that the complete analogues of Adams’ theorem, Theorem
1.4, is valid for every compact smooth Riemannian manifold M. In fact, the optimal
exponent By turn out to be the same for every such M as it is for domains in R™.

Adams’ inequalities for unbounded domains

As in the case of first order derivatives, one notes that the bound in (1.11) becomes infinite
for domains Q with || = +00. Let

B(t) := e — mz - (1.12)

where

jg::min{jG]N’jzﬁ}z .
m m

n
m
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If m is an even integer, T. Ogawa and T. Ozawa [52] in the case 7= = 2 and T. Ozawa [54]
in the general case proved the existence of positive constants o and C such that

/ Slafulm ) de < Cllullz  Yu e W™ (R™) with |[V™ul|» < 1.
R™ m m

The proof of this result follows the original idea of Yudovich, Pohozaev and Trudinger;
making use of the power series expansion of the exponential function, the problem reduces
to majorizing each term of the expansion in terms of the Sobolev norms in order that
the resulting power series should converge. More precisely the following sharp Sobolev
inequalities are involved

lully < Clm, m)g %IV ull s ™ lull 2 Vu € W (R, Vg € [, +o0) -
However the problem concerning the best possible exponent for this type of inequalities is
not solved with such a proof and it is still an open problem. We point out that indeed
the results of [52] and [54] are more general and more precisely recover also the case of
fractional derivatives.

In the case that m is even, namely m = 2k, in Chapter 2 we will show that replacing
the norm ||[V™u| = with the norm

m
2

ullm,n = I(=A+ D) Zull2 = [|(=A + I)*u]

where I denotes the identity operator, the supremum in (1.11) is bounded by a constant

independent of €.
The main result that we will prove in Chapter 2 is the following;:

Theorem 1.7. Let m be an even integer less than n. There exists a constant Cy, n > 0
such that for any domain  C R"

sup [ ¢ (alul™7) dx < €.

n
weWy" ™ (Q), [[ullm, n<1

and this inequality is sharp.

In [43] (see Theorem 1.2), Kozono et al. explicitely exhibit a constant 3y, ,, < fo, with
* = Bo(m, 2m), such that if 3 < 3}, |, then

m,2m

sup /n 10) (Blu\ﬁ> dx < C(B, m, n) (1.13)

u€W™ i (R™), |[uflm, n<1

where C(83, m, n) > 0 is a constant depending on 3, m and n, while if 5 > [y the supremum
is infinite. To do this they reduce the inequality to some equivalent form by means of
Bessel potentials, then they apply techniques of symmetric decreasing rearrangements and,
following a procedure similar to Adams’, they make use of O’Neil’s result [53] on the
rearrangement of convolution functions. But with these arguments they did not answer
the question whether or not the uniform boundedness in (1.13) holds also for the limiting

case B = fy.
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CHAPTER 2

Sharp Adams-type inequalities in R"

Adams’ inequality for bounded domains  C R* states that the supremum of

2,2
/6327ru dx
Q

over all functions u € VVO2 2(Q) with ||[Aulls < 1 is bounded by a constant depending on
Q only. This bound becomes infinite for unbounded domains and in particular for R*. In
this Chapter we prove that if ||Aul|2 is replaced by a suitable norm, namely || — Au + ul|2,

then the supremum of
/(63271'211,2 . 1) dax
Q

over all functions u € VVO2 '2(Q) with ||— Au+ul|2 < 1 is bounded by a constant independent

of the domain Q. Furthermore, we generalize this result to any Wgﬂ () with Q C R™
and m an even integer less than n. More precisely setting

Jjn —2
_ .t E z
Jj=0
where
Jjn ::mm{jE]N‘]Z—}Z—,
m m m

we will prove the following result:

Theorem 2.1. Let m be an even integer less than n, m = 2k < n with k > 1. There exists
a constant Cy, n > 0 such that for any domain Q@ C R"

_sup / ¢ (ﬁolulﬁ) dz < Co.n (2.1)
weWg™ ™ (@), ullm, n<1

where
[wllm,n = (A + D2 ullz = [[(=A+ )*ul
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and

B mn 722" gy
Bo = Bo(m, n) == 1[ () ] :

Furthermore inequality (2.1) is sharp.

To prove this theorem, the idea is to adapt the arguments in [61], but in order to do this
one encounters difficulties in the use of symmetrization techniques to reduce the general
problem to the radial case. Indeed, this cannot be done directly as in [61], since one
would have to establish inequalities between ||[V™u||= and ||[V™uf| =, where uf denotes
the symmetrized function of u, and such estimates "are unknown in general for higher
order derivatives. To get around this problem, the idea is to apply a suitable comparison
principle. For example, in [22] and [21], the authors used the well known Talenti comparison
principle (see [67]). Under suitable assumptions, this comparison principle leads to compare
a function u, not necessarily radial, with a radial function v in such a way that ||V™u||, =
IV™ ]|, and [Ju||, < [|v]|, for any p € [1, 400). Therefore, the Talenti comparison principle
is a suitable tool if one works with the LP-norm of the m-th order gradient. In our case,
since we want to obtain an estimate independent of the domain, we need to replace the
Dirichlet norm |[V™ul| = by a larger norm, and a natural choice is the norm

m
2

[wllm,n = [[(=A + 1)

uf

It is easy to check that the norm |||, » is equivalent to the Sobolev norm

m

m
n AN
!mwm;fOM@+§MWM3V
]:

n

and in particular, if u € Wéﬂ ™ (Q) (or u € W™ m (R™)) then

ullym, 2 < llullm,n (2.2)

But the Talenti comparison principle cannot be applied to the norm ||u||;,, since it
increases the || - ||, n-norm; however, the norm ||u||,, , is well-suited to apply (an iterated
version of) a comparison principle due to G. Trombetti and J. L. Vazquez which appears

in [69] (see also G. Chiti [24]). The iterated version of this comparison principle is stated
in Proposition 2.8.

Having reduced the problem to the radial case, in order to prove Theorem 2.1, we will

show that the supremum of
. o (i) o
B

R

over all radial functions with homogeneous Navier boundary conditions belonging to the
unit ball of

n n
m,a m,E

(Wi EaBr) 1= Wi (Be) A WA (Ba). -y 5 )
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is bounded by a constant independent of R > 0. Here and below, Br := {z € R" | |z| < R}
is the ball of radius R > 0, and

Wzrvn’%(BR) = {U € W™ (Bg) | Alulgp, = 0 in the sense of traces for 0 < j < %}
Wi (Br) = {ue W™ (Bp) |u@) = u(lz]) ae. in Br}

are respectively the space of Wm’%(BR)-functions with homogeneous Navier boundary
conditions and the space of radial W™ m (Bpr)-functions. This result is expressed in the
following:

Proposition 2.2. Let m be an even integer less than n. There exists a constant Cp, , > 0

such that

sup / ¢ (50!U\m> dr < Cpn (2.3)
Br

m, 1t
UGWN, TZL?I(BRL ”ullwm, n/m <1

independently of R > 0 and this inequality is sharp.
This ends an outline of the proof of Theorem 2.1.

We point out that, as W~ %(Q) C WK; %(Q), we have

sup /qu (ﬂo|u|#) dr < sup /qu (ﬁo\u|ﬁ> dx

n n
ueWy" ™ (9, [uflm, n <1 wEWR ™ (), [ullm, n <1

and actually we will also prove the following stronger version of the Adams-type inequality
(2.1):

Proposition 2.3. Let m be an even integer less than n. There exists a constant Cp, , > 0
such that for any bounded domain €2 C R"

o /Q & (Bolul ™) dz < Cip, (2.4)

m, 1L
ueWy " ™ (Q), lullm, n

and this inequality is sharp.

Comparing this last result with Theorem 2.1, in the case of bounded domains, it is
remarkable that the sharp exponent By does not depend on all the traces but only on the
zero Navier boundary conditions. This is not obvious, as shown by A. Cianchi in [25] in the
case of first order derivatives: with zero Neumann boundary conditions (i.e. in W1 "(Q)
instead of WO1 ""(Q)) the sharp exponent «,, in Theorem 1.1 strictly decreases.

The plan of the proofs of the results stated above is the following. In Section 2.1 we
recall the comparison principle of G. Trombetti and J. L. Vazquez [69] (see also G. Chiti
[24]) and we introduce an iterated version of it. In the following sections (Section 2.2 and
2.3), firstly we prove that the supremum of

[ o (ol o

over all radial functions belonging to the unit ball of (W™ m (R™), || n ) is bounded:

||mem
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Theorem 2.4. Let m be an even integer less than n. There exists a constant Cy, p > 0

such that

sup / 10) (/Bo\u|m) dx < Cpyn (2.5)
Rn

m’% n
weW, g™ (R™), [|u]l <1

wm,n/m =

where N
w'hm

rad

(R") := {u e W™ m (R™) | u(z) = u(|z]) a.e. in IR”}

Furthermore this inequality is sharp.

Secondly we will see that the proof of Theorem 2.4 can be easily adapted to prove
Proposition 2.2. To make transparent the main ideas of the proof, in Section 2.2 we prove
Theorem 2.4 and Proposition 2.2 in the simplest case m = 2, n = 4 and we give a general
proof for m > 2 even and n > m in Section 2.3. In Section 2.4 we prove the main theorem
(Theorem 2.1), and we end the Section with the proof of Proposition 2.3. The proof of the
sharpness of (2.1), (2.3), (2.4) and (2.5) is given in Section 2.5.

2.1. An iterated comparison principle

A crucial tool for the proof of Theorem 2.1 in the case m = 2 is the following comparison
principle of G. Trombetti and J. L. Vazquez [69] (see also G. Chiti [24]) which we state only
for balls B C R", n > 2, in order to simplify the notations and as this is the case of our
main interest. We will denote by |Bpr| the Lebesgue measure of Bg, namely |Bg| := o, R"
where o, is the volume of the unit ball in R"™.

Let u: Brp — R be a measurable function. The distribution funtion of u is defined by

() = o € Br | [u(@)] >t} ¥t20.
The decreasing rearrangement of u is defined by
u*(s) :=inf{t > 0| u,(t) < s} Vs €10, |Bgl] ,
and the spherically symmetric decreasing rearrangement of u by
uf(2) := u* (0|2 Vx € Br .

The function u! is the unique nonnegative integrable function which is radially symmetric,
nonincreasing and has the same distribution function as |u|.
Let u be a weak solution of

{—Au+u:f in Bg (2.6)

u e W, (Bg)

where f € L%(BR).
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Proposition 2.5 ([69], Inequality (2.20)). If u is a nonnegative weak solution of (2.6) then

sy <y s /Os(f* _u)dr  Vse (0, |Brl). (2.7)

We now consider the problem

{—Av—l—v:fji in Br (2.8)

v e Wy *(Bg)

Due to the radial symmetry of the equation the unique solution v of (2.8) is radially
symmetric and it is easy to see that
dv 1 s
e = i [ s Vs e 0, 1B (2.9)
5 0

n2o.

where 0(op|z|") :==v(z) Vz € Bpg.
The maximum principle, together with inequalities (2.7) and (2.9), leads as proved in
[69] to the following comparison of integrals in balls:

Proposition 2.6 ([69], Theorem 1). Let u, v be weak solutions of (2.6) and (2.8) respec-
tiely. For every r € (0, R) we have

/uﬁdxg/ vdx .

We are now interested to obtain a comparison principle for the polyharmonic operator,
which will allow us to reduce the proof of Theorem 2.1 to the radial case. To this aim let
m = 2k with k a positive integer and let u € W"2(Bpg) be a weak solution of

~A+DFu=f inB
( +m )2 uw=f in Bg (2.10)
u e VVN7 (BR)
where f € Ltz (BRr). If we consider the problem
~A+ DM =f" inB
( +m)2 v=f* in Bp (2.11)
NS WN’ (BR)

then the following comparison of integrals in balls holds.

Proposition 2.7. Let u, v be weak solutions of the polyharmonic problems (2.10) and
(2.11) respectively. For every r € (0, R) we have

/uﬁdxg/ vdx .
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Proof. Since equations in (2.10) and (2.11) are considered with homogeneous Navier bound-
ary conditions, they may be rewritten as second order systems:

—Aul +up = f in BR —Aui + U = Ui—q in BR .

(F1) 1,2 (P;) 1.2 i€42,3,...,k}
Uy € WO (BR) U; € WO (BR)

— —Avy + v = fjj in Bgr — —Av; +v; =v,_1 in Bp .

P L2 (P:) Lo i€{2,3, ..., k}
U] € WO (BR) Vi € WO (BR)

where uy, = u and v = v. Thus we have to prove that for every r € (0, R)

/u,ﬁcdxg/ vg dx . (2.12)
i B'f‘

When k = 1, inequality (2.12) is the inequality in Proposition 2.6. When k > 2 we proceed

by finite induction, proving that
/ uf dzx < / v; dx (2.13)

holds for every ¢ € {1, 2, ..., k}. By Proposition 2.6 it follows that if ¢ = 1 then (2.13)
holds. Now, assuming that inequality (2.13) has been proved for some i € {1, 2, ..., k—1},
we show that

/ ugﬂ dx < / Viy1 dT . (2.14)
B By

Without loss of generality we may assume that u; 1 > 0. Infact, let w;1 be a weak solution
of

—Aliy1 + U1 = |u;|  in B

_ 1,2

Uiy1 € Wy “(Br)

then by the maximum principle @w;+; > 0 and %;41 > ;41 in Bpg.
Since u;4+1 is a nonnegative weak solution of (P;y1) then (2.7) holds and since v;y; is a
weak solution of (P;41) also an analogue of (2.9) holds, namely

du’t 1 s
—TZSH(S) < 5 §n2 / (uj —ujyq)dr Vs € (0, |Bgrl|) ,
n2o.y 0
dv; 1 s .
L ) = g s / (0; — Vip1)dT Vs € (0, |Bgl) .
ds 7120'7? 0

Therefore for any s € (0, |Bg|)

d@i 1 duj 1 2_ s N % 1 2_ s * N
d+ (s) — dH(S)— 3 5" 2 / (Ui+1—ui+1)d7§ 3 S 2 / (uj — ;) dr .
S S 0

n2op 0 n2op

But as a consequence of the fact that inequality (2.13) holds for i we have that

/ (uf — ;) dr <0 Vs € (0, |Bxl)
0
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and we get
do; du® 1 s
Ot gy - P 1 2 / (Bis1 — ufyy)dr <0 Vs € (0, [Brl) .
ds ds 207 0
n

We can now proceed as in [69], setting

y(s) = /0 (i1 —ulyy) Vs € (0, [Brl)

so that

y" — L5y <0 in (0, |Bgl|)

n2o2
y(0) =y'(|Brl) =0

and the maximum principle leads us to conclude that y > 0 which is equivalent to (2.14).
O

Actually, in the proof of Theorem 2.1, we will not directly use the comparison of inte-
grals in balls, Proposition 2.7, to reduce the problem to the radial case, but the following
comparison principle:

Proposition 2.8 ([69], Corollary 1). Let u, v be weak solutions of (2.10) and (2.11) re-
spectively. For every convex nondecreasing function ¢ : [0, +00) — [0, +00) we have

o(lul)de < | ¢(v)da .
Br Br

This result is a direct consequence of Proposition 2.7 and a well-known result of
G. H. Hardy, J. E. Littlewood and G. Pdlya [?].

Proposition 2.9 ([38]). Let h, g : [a, b] = R be non-negative measurable functions. The
following conditions are equivalent:

b b
e for any convex function ¢ we have / o(g(t))dt < / o(h(t))dt;

o for any x € [a, b] we have / g (t)dt < / h*(t)dt and equality holds when x = b.

Proof of Proposition 2.8. From Proposition 2.7,

/xu*(t)dt§/$v(t)dt Vz € [0, |Brl).
0 0

Consequently, if
|BR] |BR|
/ u*(t)dt = / v(t) dt (2.15)
0 0

then, applying Proposition 2.9, we have

| BR| |Br|
o(Juf) do = /0 o(u (1)) dt < /0 o) dt= [ o(v)dz.

BR BR
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If (2.15) does not hold, it suffices to define

v(t) Vte 0, M],
0 vVt € (M, |Bgl],

with 0 < M < |Bg| such that

/OBRu*(t)dt:/OMv(t)dt.

Then, applying again Proposition 2.9 and exploiting the monotonicity of ¢, we obtain the
desired estimate. O

Remark 2.10. [t is easy to adapt the previous arguments to obtain a result for general
bounded domains. Let Q@ C R", n > 2 be a bounded domain, we consider the problems:

(~A+DFu=f inQ (A + kv = ft inQF
ue WiQ) v e Wi ()

where f € L%(Q) and QF is the ball in R™ centered at 0 € R™ with the same measure as
Q. Then for every convex nondecreasing function ¢ : [0, +00) — [0, +00) we have

/Qﬁb(]u\)d:c</m o(v)dx .

Remark 2.11. We can now explain how this last proposition may be used in the proof of
Theorem 2.1. Let m = 2k < n with k a positive integer. Let u € C5°(Br) with Bp C R"
and define f := (—=A+I)*u in Br. By construction u is the unique solution of (2.10). Let
v be the unique radial solution of (2.11), then by Proposition 2.8 it follows that

/BR¢<50|U’”7L”> dr < /B ¢(50|U\ﬁ) dx .

R

Since f € Lw (Bgr), we have that f* € Lw (Bg) and thus v € W;\?’fd(BR). Furthermore

[Vl = (=D +D*oll2 = [z = fllz = [(=A+ D*ull = = [lullm,n -

This means that, starting with a function v € C§°(Br), we can always consider a radial

function v € W;\Z’de(BR) which increases the integral we are interested in and which has

the same || - ||m,n-norm as u.
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2.2. An Adams-type inequality for radial functions in W??2(R*)

In this Section we will prove the first part of Theorem 2.4 in the case m = 2 and n = 4,
namely we will prove the existence of a constant C' > 0 such that

sup / (632”2“2 —1)de < C. (2.16)
R

weW2 I (RY), [lullyy2,2 <1

rad

To do this we follow the techniques adopted in [61] for the proof of Theorem 1.3, and
the key to adapt these arguments to the case of second order derivatives is the following
stronger version of Adams’ inequality:

Theorem 2.12 ([68]). Let © C R* be a bounded domain, then there exists a constant
C > 0 such that

2,2
sup / 6327r L < C’Q|
ueW?2:2(Q)NWy*(Q), || Aul2<1 /€

and this inequality is sharp.

Remark 2.13. We point out that Adams’ inequality, in its original form, deals with func-
tions in W02’2(Q) (see Theorem 1.4) which is the closure of the space of smooth compactly
supported functions. Note that W02’2(Q) is strictly contained in W*2(Q) N W01’2(Q) and

2,2 2,2
sup / 32Ty < sup / 3 dy
weWwg 2(Q), ||Aull2<1 /€2 weW22(Q)NWy 2(Q), [[Aull2<1 /O

therefore Theorem 2.12 improves Adams’ inequality showing that the sharp exponent 327>
does not depend on all the traces.

In [68] C. Tarsi obtained more general embeddings in Zygmund spaces and Theorem
2.12 is a particular case of these results. For the convenience of the reader, we give here an
alternative proof (see also C. S. Lin and J. Wei [46]). To do this we will follow an argument
introduced by H. Brezis and F. Merle (see the proof of Theorem 1 in [16]) constructing
an auxiliary function written in Riesz potential form and we will apply to this auxiliary
function the following theorem due to D. R. Adams:

Theorem 2.14 ([2], Theorem 2). For 1 < p < +o00, there is a constant co = co(p, n) such
that for all f € LP(R™) with support contained in Q, |Q| < 400

n ‘Ia*f(CL')
/ eon—1| 17Ty
Q

where % + :t% =1, wy_1 is the surface measure of the unit sphere S"~1 C R™ and

/
p

dr < ¢y

s f(@)i= [ o=yl ) dy

is the Riesz potential of order o := %.



Sharp Adams-type inequalities in R™ 20

Proof of Theorem 2.12. Let
Cy(Q) == {ue C®Q)NCQ)|ulpn =0} .

By density arguments, it suffices to prove that

2,,2
sup / 32 dr < O .
weCy (Q), |Aull2<1 JQ

Let u € C¥ () be such that ||Aulls <1 and set f := Au in , so that u is a solution of
the Dirichlet boundary value problem

Au=f in
u=20 on Q)

We extend f to be zero outside §2

= Jf@) zeQ
J@) = {0 r e RN\

and we define

1
4 2 _
u::< ) Iy * | f| in R*

W3327T2

so that —A% = |f| in R*. By construction @ > 0 in R* and from the maximum principle
it follows that w > |u| in Q. Furthermore

— 2
4 (I
327r2u2<( 2*|f|> in RY .

~ws \ £l

- PRETHION
/63271'21/,2 dm§/632w2u2 dm§/€“3< 712 ) dx
Q Q @

and the last integral is bounded by a constant which depends on §2 only as a consequence
of Theorem 2.14 with n =4 and p = 2. O

Therefore

We can now begin the proof of (2.16). Let u € Wi’dz(IR‘l) be such that |ul|y22 < 1.
Fixed r¢ > 0, set

I = / (3™ _ 1) dx I := / (3% _ 1)dx
By, R*\B,,
so that
/4(6327r2“2 B 1) de — Il +IQ .
R

During the proof we will show that it is possible to choose a suitable rg > 0 independent
of w such that Iy and I are bounded by a constant which depends on ry only, and so we
can conclude that (2.16) holds.
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Firstly, we write I» using the power series expansion of the exponential function

+oo 2\k
327
( k' ) IZ,ka IQJg ::/ ’U’Qk d(l?
: R*\ By,

We estimate the single terms I5 ;, applying the following radial lemma.

I =

k=1

Lemma 2.15 ([41], Lemma 1.1, Chapter 6). If u € era’dz(R‘l) then

1 1
u(@)] € —=57 lullw:.2
Vws |z[3/2

for a.e. x € R*, where ws = 2n% is the surface measure of the unit sphere S3 C R*.

Hence for &k > 2 we obtain

I [|u ’W12 /+OO I 5 HUHI%II%? rot =3 ||UHW12 4-3k
7o

S )t P Ve S
This implies that

k

400 2
1 (3272 ||ul|?
I, < 3277‘2||’LL||2 + wsrg Z x ( wgrog/[/l 2 < ¢(ro)

where the constant c¢(rp) > 0 depends only on ry since by assumption |ul2 < 1 and
Jullyr.e < 1.

To estimate I, the idea is to use Theorem 2.12, and in order to do this we have to
associate to u € W*2(B,,) an auxiliary function w € W2 2(B,,) N Wol’z(Bm) such that
[|[Aw|l2 < 1. Recalling that u € Wi’j(]R‘l), we define a radial function v = v(|z|) as

v(|z]) =: u(|z|) — u(ro) for 0 < |z| <rg

and we can notice that v € W2(B,,) N I/VO1 *2(B,,). Applying again the radial lemma, we
get for 0 < |z| < rg

() =5+ 20tr) )< )+ Q0 145
Pl + o2(ll) | 5oz ol ] S
Ael) [1+ 515 1guuuwl |+ dtro)
Now we define
1 1
w(|z|) == v(\x|)\/l+27r2ro3Hu||12/V172 for all 0 <|z| <y

so that w € W2 2(B,,) N W()1’2(Bro) and

u?(|z|) < w?(|z|) + d(ro) for all 0 <|z|<rg. (2.17)
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By construction

/ (Av)Qdm:/ (Au) dr < Al < 1 — [[ulr.e
B B

0 "0

and hence

2

o= [ {8 (o1 gl )| o=

2
1 27r2 o3 HUHW1 2) (1 = Jlullipr.2) <

2
<1+ 272 1o 3HUHW1 2) /B, (Av)*dx <
( .

2
- <1 2127, 3) el <1

0
%. From (2.17) it follows that

J,, (o

IN

IN

provided that >

I < 6327r2d(r0) / 6327r2w2 dx
B

70

and if 7o > ¢/ 5> —_—
which depends on 7y only, as a consequence of Theorem 2.12. This ends the proof of the
first part of Theorem 2.4 in the case m = 2 and n = 4; for the sharpness see Section 2.5.

then the right hand side of this last inequality is bounded by a constant

Remark 2.16. In the estimate of Iy we might expect to apply Adams’ inequality (1.11).
But to do this one would need to construct an auziliary function w which is in W02’2(BTO)
and this is not an easy task. However in view of Theorem 2.12 it is sufficient that w €
W22(B,,) N Wol’Q(BTO), |Awl|l2 < 1 to conclude that fBro (327w _ 1) dx is bounded by a

constant which depends on ry only.
We can easily adapt the arguments above to obtain a proof of Proposition 2.2 in the
case m = 2 and n = 4.

Proof of Proposition 2.2 in the case m =2 and n =4. Fix R > 0 and let u € W]%, id(BR)
be radial and such that ||ul|j2,2 < 1. First of all we recall that

W3?(Br) = W*2(Bg) N Wy *(Bg)

ol 2(Bgr) N VVO1 (BRr). To prove Proposition 2.2, we have to show that there
exists a constant C' > 0 independent of R and u such that

and so u € W2

/ (327 _1)dz < C'. (2.18)
Br

We have two alternatives:
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(1) R< ¢/ ﬁ As in particular [|Aul|3 < 1, we can apply Theorem 2.12 obtaining that

/ (%74 1) de < C|Bg| < O |B
Br V

3/_1
272

(II) R > {/5%. In this case we set

/ (6327T2u2 . 1) dw _ Il +IQ '
Br

To estimate I; and I» with a constant independent of R and u, we can use the same
arguments as in the proof of Theorem 2.4. It suffices to notice that the radial lemma
(Lemma 2.15) holds for any radial function in Wh2(R*) and, as u € W&’Q(BR), we
can extend u to be zero outside the ball B obtaining that u € W1 2(R*), further-
more:

[ullyr.2 ey = llullwrz(sg)

2.3. An Adams-type inequality for radial functions in W™ (R")

In this Section we will prove the first part of Theorem 2.4 in the case m = 2k with k a
positive integer and m < n. To this aim a crucial tool is the following extension of Adams’
inequality to functions with homogeneous Navier boundary conditions.

Theorem 2.17 ([68]). Let m = 2k with k a positive integer and let Q@ C R"™, with m < n,
be a bounded domain. There exists a constant Cy, n, > 0 such that
sup / Polul™™™ gy < Crn,n |9
weWy 7 (Q), [Vmul| n <1 7€
and this inequality is sharp.
We give an alternative proof, following the idea of the proof of Theorem 2.12:

Proof of Theorem 2.17. By density arguments, it suffices to prove that

sup / L g o (9]
weCE (), [Vrul » <1 Jo
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where
CF Q) :={uelC>®Q)n Cm_2(ﬁ) | ulpn = Aju|3g =0, 1<j<k}.

Let u € CP(9) be such that [|[V™ul|= = [|[AFul|» <1 and set f := AFu in Q, so that u is
a solution of the Navier boundary value problem

Afy=f in
u=Au=0 ondQ, Vjic{l,2 ..., k—-1}

We extend f by zero outside €2

<y flz) ze€Q
- o z € R?™\Q

and we define

n—m

N e T L
wn—150
so that (—1)*AFu = | f| in R". By construction @ > 0 in R" and

wa-1 \ [ fll=

m

To end the proof it suffices to show that u > |u| in Q. Indeed, if @ > |u| in Q, then

n n n Im*f|> nom
/650|U"m dr < / eﬁow\"*m de < / e‘”n—l (lf“ﬁl de
Q Q

Q

and the last integral is bounded by a constant depending on €) only, as a consequence of
Theorem 2.14 with p = = > 1.
To see that @ > |u|, consider the following systems:

Aup=f inQ Au; =u;—1 in e (2 .k}

up =0 on 0f u; =0 on 0f)

Aty = (—l)k’?‘ in Au; =w;— in Q .

e i ie{2,..., k}

u = AT on 0f) u; = A" '"u on 0f)
where obviously ux = v and U = @ in Q. Since for i € {1, 2, ..., k — 1} we have

kak—i— ] =0 deven . "

(—D)*A"'u _ in R",

<0 7odd

by finite induction, and with the aid of the maximum principle we can conclude that @ > |u|
in © and this ends the proof. O
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Now we begin the proof of the first part of Theorem 2.4. Let u € WZZAE(R") be such
that [[ull;,m, o < 1. Fixed ro > 0, set

I ::/B ¢(5O|u|ﬁ) dr, Ip:= /}Rn\B ¢(50|u\ﬁ) dz

0

so that
/ & (ﬁoyu\ﬁm) de =1, + Iy .
Rn

We can notice that the starting point is the same as in the proof of the case m =2, n =4
and, as before, we will show that it is possible to choose a suitable ry > 0 independent of
u such that I; and I» are bounded by a constant which depends on rg only.

In the estimate of Is there are no substantial differences to the case m = 2 and n = 4,
we first need a suitable radial lemma, namely an adaptation of [41], Lemmal.1, Chapter 6:

Lemma 2.18. If u € Wb (R") then

1\~ 1
@) < ()~ Il

mon)
for a.e. x € R™, where oy, is the volume of the unit ball in R™.

Applying this radial lemma and using the power series expansion of the exponential
function we get

Jjn —1
n < / o7 05 dp
(2 — 1)1 re g
n?*(m—-1) =1 Bollul o
+ UHTO 7‘ n—1 —
n — . j Lo n—mm
55 \ (ma) w2
Jjn —1

IN

60/ \u|ﬁ(j%_l) dx + c(m, n, 19) .
(2 — 1) Jmmmyg

To estimate the first term on the right hand side of this last inequality, we need the
continuity of the embedding of WZ&E(]R”) in suitable L%-spaces:

Lemma 2.19 ([48], Théoreme II.1). The embedding W:Zd% (R™) c LY(R™) is continuous
for -+ < q < +o0.

Now it suffices to notice that (j% - 1) > = to conclude that I < é(m, n, o).

To estimate I we apply, as in the case m = 2 and n = 4, Theorem 2.17 to an auxiliary
radial function w € W;’%(Bro) with [[V™w[|= <1 which increases the integral we are
interested in. But the construction of this auxiliary function is rather difficult with respect
to the case m = 2 and n = 4. In fact, in the case of second order derivatives, we only need
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to construct an auxiliary radial function which is zero on the boundary of B,,, while when

dealing with m-th order derivatives, with m > 2, the auxiliary radial function has to be zero

on the boundary of By, together with its j-th order Laplacian for any j € {1, 2, ..., k—1}.
If m = 2k > 2 then for each i € {1, 2, ..., k — 1} we define

gilz]) := |2["7* V€ By

so that g; € VVrad ( ro) and
: a2+ for je {1, ..., k—i
0 forje{k—i+1,..., k}

where
J
=[] n+m=-20+i)]m-20+h-1)] Vie{l, 2 ..., k—i}.
h=1

These functions will be helpful in the construction of the auxiliary radial function w. A
similar device was used in [37] to prove an embedding result for higher order Sobolev
spaces, but with another aim, namely to show that a radial function defined in a ball may
be extended to the whole space without increasing the Dirichlet norm while increasing the
LP-norm.

Let
(|$| |l’| Zalgl |:E‘ — ag Vo € Bro
where
AF=iy(rg) — ST g AFig(r
a; = (o) kz?“ 9i(ro) Vie{l,2,..., k—1},
AF=tg;(ro)

k=1
ar = wu(ro) — Zaigi(ro) :
=1

We point out that if m = 2k = 2, namely when we deal with second order derivatives, then
v reduces to
v(|z]) == u(]z|) — u(re) Va € By, .

By construction v € W]:,n " (Byy) N Wradi(BTO) and AFy = AFy in B,, or equivalently
V™ = V™u in B,,. Furthermore
Lemma 2.20. For 0 < |z| < ry we have

n

= n—m k— m c L n—m
u(|z]) < ol 1+cmn = lA Jull 2+l || . +
T T

j=1Tp 0

+ d(ma n, TO)

where ¢y, > 0 depends only on m and n and d(m, m, ro) > 0 depends only on m, n and
To.
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Proof. To simplify the notations let

g(|z]) : Zazgl |z|) +ar  Vx € By,

so that v(|z|) = u(|z|) — g(|z|) for all z € B,,. Fixed 0 < |z| < rg, we set r := |z| and so
0<r <.

Step 1. We want to dominate |u(r)| e with \v(r)]ﬁ up to multiplicative and additive
constants depending only on m, n, rg and g(r), and more precisely we will prove that

n m mn n
2n m m 2n-m (1] n-m | . (2.19
9(r)17 ) +275 (14 gl ) (219
To this aim we recall that the binomial estimate
(a+b)7 <al+ g2 (a? b + b9)

is valid for ¢ > 1 and @, b > 0. Using the definition of v and applying this binomial estimate
we get

)% < ol (14

Ju(r)| 7=

As Young’s inequality says that

< o)™ + ———27% (jo(r)| T lg(r)| +lg(r)[F=) . (2:20)

n —

n—m

ab < — (ab)m +

n
provided that ab > 0, we can estimate

o) g(r)] < o) 7 |g(r)] 5 +

and this together with inequality (2.20) gives (2.19).
Step 2. We have to obtain a suitable estimate for |g(r)|* and in particular we are
interested in the cases o = - so we will assume that a > 1. By convexity

arguments

n—m

- (2.21)

‘ 07

and o = ,
n—m

k—1
lg(r)|* < 2MTDTESY Tag| g (ro) + 2% Hu(ro)[*
i
We will prove in Step 8 below that

gl <@ 3 gt ‘Ak_ju(ro)’a Vie{1,2, ... k—1} (2.22)
j=1

where the constants ¢; > 0 depend on m and n only. As a consequence of (2.22) we get

G < IS S e ||+ 2 )l -

21]1

k-1
_ okla—1)+1 Z < o (m—2j) ’Aij(TO)‘QZCz) + 2% Hu(ro)|* =
i=j

_ okla—1)+1 Z &g ’Ak‘jU(To))a + 29 Hu(ro) [
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with
k—1

G=> ¢ Vie{l,2, ..., k-1}.

Now the radial lemma, Lemma 2.18, leads to

704 k—1
_ 27
|g(’r)|0‘ < 2k(o¢ 1)+1 <mU > Z : &r glm J— HAk juHa 5 n+
n
(2.23)

_ 1\ 1
+2 (ma ) —"‘1maHuH;ﬂ m
n r n

0

Step 3. We have to show that (2.22) holds. We proceed by finite induction on i. When
1 = 1, by the definition of a; and ¢g; we have

la1|* = ‘ A lu(rg) |* 1
AR=1g; (ro)

which is nothing but (2.22) provided that 7 := (cf1)=®. We now assume that (2.22)

holds for any j € {1, 2, ..., i} with i € {1, 2, ..., k — 2} and we show that

it1
|ait1]|* < €1 Z rg =9 ‘Ak_]u(ro)’

Jj=1

Using the definition of a;41 and g;+1 we get

ga—1 i1 o 9i(a—1) i1
a i « i—
ol® < [ u(ro)] +7(,€ s Ej\aj\ AF=i=1g. ()|
Cit1 Cit1

By finite induction assumption and by definition of g; with j € {1,2,...,4} we can

estimate

Za (Ak i-1g ro) Z;hz;c] yorp i+l h)‘A’“ Pu(ry)
' ) (zi:cj(cf_i_l)a> =

«

20(i+1—h) _
_ Oa(2+ ’Ak hu(ro)

h=1 Jj=h
¢ o
~ 2a(i+1-h —
= Zchroa(“‘ )‘Ak hu(’l”o)
h=1
with
i
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In conclusion

ga—1 i a gila—1) A 20(i+1—=h) | A k—h
’az‘-&-l‘a < W AT 1U(T’0) +(Ck_l._1)a20h7"0a(l )‘A (7“0) <
z+1 i+1 h=1
i+1 a
< Ty rg T AR ()
h=1

Step 4. Combining (2.19) and inequality (2.23) with o = we obtain that

n
n—m’

n n m m n
n—m < n—m 1 2n7m m d s R s
[u(r)| ™7 < o ( + 2w (1) )+ (m, n, 7o)

as ||Ak_juH <lforje{l,. — 1} and Jully,

1, n < 1. Now, a further application
of inequality ( 23 3) with o = > leads to

3R

S

n k C m
()| < o) m<1+6mn2 T Tl g+ el )+d<m, . 7o)
0

which easily implies the inequality expressed by the lemma. O

Now we define

Cm
w(|z|) = v(|z]) <1—|—cmnz 7z ||k Ju||m L+

Sl ) Vo€ B
=17y "o

ASUEW;\?i( Jnw’ 7( ),WehavethathW;\?;’i( Jnw’ 7( ,) and from

rad rad

Lemma 2.20 it follows that

+ d(m, n, ro) VO < |z| <7rp .

Since
kol . on n "
[V™0]|n = [|[V"ul| = < (1 = A Tl — n> 7
m m W m W5 m
Jj=1

and the inequality
(1-4)7<1-¢qA

holds for 0 < A <1 and for 0 < ¢ < 1, we have that

k— Mmoo
970l < (1—ZHA g - Sl )
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Therefore

k—1
1 n
197w = \vmvun(ucmn}j ATl g+ Sl ) <
=179 " 0

k—1

m i m n

L= =Y A% Tum, = —fuf™, . )
n 4 . Wo m n W5 m
j:

C
(1+Cmn2 s ARl o+ Sl )

IN

and in conclusion

C m _ P Cm,
vawH n <1 _|_Z( m, nl _ n)HAk JUHVT/I’% + <T ) ||l HWl n <1 (2.24)

n—
J=1 0 0

provided that rg > 0 is sufficiently large: this is our choice of ry > 0. In conclusion

I; < eﬁod(m’n’m)/ eﬁo‘w‘ﬁ dx

Br,

and the right hand side of this inequality is bounded by a constant depending on 7o only
as a consequence of Theorem 2.17.

We end this Section with the

Proof of Proposition 2.2. We want to adapt the above arguments to obtain a proof of
Proposition 2.2. The idea is to proceed exactly as in the case m = 2 and n = 4, but for
this we have to specify:

e how the radial lemma (Lemma 2.18) can be used to obtain pointwise estimates for u
and AJu with j € {1,2, ..., k—1},

e how to modify the argument (Lemma 2.19) used in the estimate of I to obtain an
uppur bound for the integral

/ 77 05 1) gy (2.25)
BRr\Br

independent of u and R.

Let u € W r;d(BR) with Bp C R". Since
aﬂ 17 s
Wy (Br) € Wy' ™ (Br)
we may extend u by zero outside Bp, and obtain u € Wra’dﬁ(Rn) with

HUHWL %(R") = HUHWI« %(BR)
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Thus we can apply Lemma 2.18 to u.
Similarly, for fixed j € {1, 2, ..., kK — 1}, we have

m— 2]77

Wy (Br) € Wy ™ (Bg)

m—27j,
and since AJu € Wy Norad

to be zero outside BR

(BRr), we have in particular AJu € Wg’ %(BR). We extend Alu
fiom AJu in B
77 lo in ]R”\BR '
As Alu € Wol’ " (Br) is radial, we have that f; € W (]R”) and f; satisfies the assumption

rad
of Lemma 2.18. Therefore, for a.e. x € Br we have

. 1\ 1
2l = e = (o) e s =
R
= o) e 18w e

It remains only to specify how to obtain an upper bound indepentent of and R for
the integral (2.25). Let u € W rad(BR) be such that [ul|m 2 <1. Asu € Wm’d’” (R™),
from Lemma 2.18, it follows that there exists r; = r1(m, n) > 0 independent of u and R

such that
lu(z)| < 1 for a.e. x € R"\B,, .

Therefore for R > r1 we can choose 0 < r; < rg < R so that

lu(z)] <1 for a.e. x € R"\ By, ,

n ) n
a-1)25
n—m \"m m

we obtain that

/ 72 (72 71) d:v</ \Mﬁ(j%*l) dx</ ufm de < 1.
BRr\Bry R™ \Br R™\Br

To conclude we can argue as in the proof of Proposition 2.2 in the case m = 2 and
n = 4, but now the two alternatives that we have to distinguish are R < R and R > R
with R > r; and such that (2.24) holds. O

and since

2.4. Proof of the main theorem (Theorem 2.1)

Let m = 2k with k a positive integer, m < n and 2 C R"™ be a domain. Since any

function u € W() E(Q) can be extended to be zero outside {2 obtaining a function in
(W™ m (R™), || - lm.n), we have that

sup /qﬁ Bolu|»=m m) dzr < _sup /nqﬁ(ﬂo\uh—nm) dx

n n
weWy" ™ (Q), |ullm, n< w€W™ m (R™), luflm, n<1
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and the proof of the first part of Theorem 2.1 reduces to the following inequality
| o (Blal™) do < Crun VW™ HE), Julmn =1 (220
Rn

for some constant C,, , > 0.

Let w € W™ m (R"™) be such that ||u|m,» = 1, then there exists {u;};>1 C C§°(R")
such that u; — win (W™ m (R"), || |lm,n) and ||t;||m,n =1 Vj > 1. Therefore u; — u a.e.
in R™, up to subsequences, and by Fatou’s lemma

/ o <ﬁo]u\ﬁ> dx < liminf/ o (50|uj’nfm) dzx .
But, for each fixed j > 1, there exists R; > 0 such that supp u; C Bg;, so:

/anb(ﬁolum’ln) d:c:/B ¢(ﬁ0|ujyﬁ> de |

Rj

It is clear that if we can bound the integral on the right hand side of this last equality with
a constant independent of j, then the proof of (2.26) is completed and hence Theorem 2.1
is thus proved. So it suffices to show that there exists a constant C,, , > 0 independent of
j such that

/B ¢ (50!%’!#) dr < Cypn Vj2>1. (2.27)
Bj

To this aim, for fixed j > 1, we define
fi = (=D + DFuy

and consider the problem

{(A + I)kvj = f]jj in BR]. ' (2.28)

v; € W*(Bg,)
We now apply Proposition 2.8 which leads to a comparison between the integral in (2.27)

and an analogous one involving v;, as pointed out in Remark 2.11. In this way we obtain
the following estimate

/BR]- ¢<50\Uj\ﬁ> dx < /BRj ¢(ﬂ0|uj|#) dr .

This estimate reduces the proof of (2.27) to the following inequality
Br;

for some constant Cy, ,, > 0 independent of j. But, as already noticed in Remark 2.11,
™ (Bg) and by (2.2)

,rad

m,

v € WN
[villyym. 2 < Nvjllm,n = llwjllm,n =1

m

Thus (2.29) is a consequence of Proposition 2.2. O

We end the Section with the proof of Proposition 2.3.
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Proof of Proposition 2.3. As in the proof of Theorem 2.17, by density arguments it suffices
to prove that (2.4) holds for functions in

Q) = {u e 0 N O™ Q) | ulpg = Alulpe =0, 1 <j < k= %} .

Let u € CX () be such that ||ul|;,, , < 1. We define
fi=(-A+Dku

and we consider the problem

2.30
v e Wi () (2:30)

{(—A +Dky=ff inQF
where QF is the ball in R" centered at 0 € R” with the same measure as €. Thus, as Q is a
bounded domain, we can apply the iterated version of the Trombetti-Vazquez comparison
principle (see Remark 2.10) obtaining that

[ 6 (olulm) do < [ o (solol ) o

and the last integral is bounded by a constant C), , > 0 independent of the domain (2 as
a consequence of Proposition 2.2. O

2.5. Sharpness

We have already mentioned in Chapter 1 that Kozono et al. ([43], Corollary 1.3) proved

that the supremum
sup / ¢ (/3|u|ﬁ) dx
wEW™ i (R™), f[uflm, n<1 /R

is infinite for 8 > By. To do this they argue by contradiction using Bessel potentials and
the sharpness of Adams’ inequality (1.11), while here we will exhibit a sequence of test
functions for which the integral in (2.1) can be made arbitrarily large, if the exponent S
is replaced by a number 5 > f.

In the case m = 2 and n = 4, we will consider a sequence of test functions that was
used in [49] to prove a generalized version of Adams’ inequality for bounded domains in
R*. The following Proposition gives the sharpness of inequality (2.1) in the case m = 2
and n = 4.

Proposition 2.21. Assume that > 3272, Then, for any domain Q C R*

sup /(eﬁ“2 —1)dz = +o0.
uEWs (), [lull2,4<1 92
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Proof. Without loss of generality we assume that the unit ball By C €. For £ > 0 we define

/_1 1 |z 1 4
log = — + x| < e
82n? 0B ¢ \/Sﬂ'QEIOg% \/871—2 log 1 o] < f

us(x) =9 —L_ _Jog L vVe<|z| <1 (2.31)

e |z| > 1

1 0
5= oo = 0 and

. One
where 7. € C§°(Q2) is such that n.|ap, = n:loo =0, —82 lop, = ——
n?log =

Ne, |Vnel, Ane are all O (1/ log %) If 0 < £ < 1 then we have that u. € W02’2(Q), easy
computations give

1 1 1
2 _ 2 _ 2 _
Jue3 = 0<10g1> |Vl = 0<log1> | Al =1+ 0(1og;>

3 3

1/2
and |Juc||2,4 = (||Au€||% + 2| Vue |3 + HuEH%) — 1 as € — 0. Now we normalize u.,

setting
Ug = e Wi 5 (Q
= Nl <0
for € > 0 sufficiently small. Since
1 1 1
Ue > ——1/ 52— log— on Bus,
© 7 uell2,a V 3272 &2 Ve
we have
Sup / (" ~1)dz > lim (7 — 1) dw >
weWs (@), [lull2, 4<1 2 >0t By,
1 B ol 47 Ve
> lim 272 (eHuaH? oz logs 1) T = 400
e—0t 4 0

The test functions u. with € > 0 defined in (2.31) of the above proof give also the
sharpness of inequalities (2.3), (2.4) and (2.5) in the case m = 2 and n = 4.

We now consider the general case m = 2k < n with k a positive integer. In this case
the sequence of test functions which gives the sharpness of Adams’ inequality in bounded
domains in [2] gives also the sharpness of Adams’ inequality in unbounded domains.

Proposition 2.22. Assume that 8 > Bm. Then, for any domain 2 C R"”

sup /¢<ﬁ|u|nnm) dr = 400 .

(), lJullm, n<1

m,

ueW,

3k
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Proof. Without loss of generality we assume that the unit ball By C Q. Let ¢ € C*°([0, 1])
be such that

6(0) = @(0)=--=¢""(0)=0,
¢(1) = ¢1)=1, ¢"(1)=---=¢""V1)=0.
For0<s<%weset
5¢(£) O0<t<e
t e<t<l—e¢
H(t) == l—ep (i) 1—e<t<l
1 1<t

and the choice of 0 < ¢ < % will be made during the proof. We introduce Adams’ test
functions
log |71\

log %

Vr(|]) ::H< ) Vo € R"\{0} .

By construction, for r > 0 sufficiently small, 1, € W, %(Q), ¥(|jz|) =1 for x € B, \ {0},
and Adams in [2] proved that
1\ m
<log > A,
r

3=

n
V™| % < wy—1a(m, n)
m

where
am, n) = L Ay = Ayl m) = [1+26<H¢,||oo—i—O((logl/T)_l))Zl] .
noy

Easy computations give also that for > 0 sufficiently small

33

1, _n-m ) n 1._n-m '
(2 :0<(10g;) m >, ||VJ1/JTH§ :0((10g;) m ) Vie{l,2,...,m—1}.

Now we define

wlel) = (log7) " yullal) Ve eR"\[0}.

n—m
n

We can notice that for r > 0 sufficiently small u, € Wgn’ %(Q), ur(|z]) = (log %) for

xz € B, \ {0} and

m—1
lurllfn < IV™ 5 + el + 3 V0| ) < wnora (m, n)(Ar +0(1)
j=1

so in particular
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Therefore, for » > 0 sufficiently small, we have

sup /qu(ﬁIUI"nm) dz > lim

V
B
o]

-
VR
)
R
=
3=§

3
N—
3
I |3
3
~__
.

n
ue€Wy " ™ (), [|ullm, n<1

> lim o,¢ — log — | r"

r—0t HU ||n7m r
r|im,n
logr<n ’8" )
. n—m

2 llm one ”uTHm,n .

r—0

If we choose 0 < ¢ < % so that

m

Bo < Bo(1+ 2¢]|¢|2) ™7 < 3

then

lim+<n—ﬁn>§n(1— b - m)<0
0 w7 Bo(1 + 2el|¢'[| &) »=m

and

logr (n— B T >
. n—m
lim oye lurllm, ™/ = 400

r—0t

O]

The same proof gives also the sharpness of inequalities (2.3), (2.4) and (2.5) in the
general case m = 2k < n with k a positive integer.
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CHAPTER 9

Consequences of the Adams-type inequality in R*

In view of applications to biharmonic equations in R?*, in order to simplify the notations,
we will write H2(R?) instead of W% 2(R*) and we will denote by || - || 2 the Sobolev norm

lullFre = 1(=A + Dull3 = [ Aul3 + 2 Vull3 + [[ull3 Vue H*(RY) .

In this Chapter we will prove some direct consequences of the Adams-type inequality
in R* (Theorem 2.1),

sup / (632”2“2 —1)dr < 400, (3.1)
ueH2(RY), |lul| y2<1 /R

which will allow us to study biharmonic equations in R* involving nonlinearities with
exponential growth.

We point out that (3.1) holds also if we replace the Sobolev norm || - |52 with the
equivalent norm

lullFpe, , = I(=A + rDull3 = |Aull3 + 72| Vull3 + rllull3) Vue H*(R?)

where 7 > 0. In fact, carefully reading the proof of (3.1), we can notice that the value
7 = 1, appearing in | - ||z = || - [|g2,1 as a multiplicative constant for the L?-norm of
the gradient and for the L?-norm of the function itself, does not play any role and can be
replaced by any 7 > 0. Hence we have indeed that the following inequality holds

sup / (632”2“2 —1)dx < 400 (3.2)
w€H2(RY), ||uf| g2 , <1 /R?

where 7 > 0 is arbitrarily fixed. Consequently, for fixed a, b > 0, we have also that

sup / (632”2“2 —1)dx < 400 (3.3)
U‘GHz(RAI):”u”HQ’aYbSI R*

where
ullFe o b = 1 AU]3 + al|Vull5 + bllull; Vue H*(RY).
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In fact, setting 7 := min {%, \/5}, it suffices to notice that

lull gz, - < llulle o Vo€ H*(RY).

In [49], G. Lu and Y. Yang proved the following Lions-type concentration-compactness
result

Lemma 3.1 ([49], Proposition 3.1). Let Q be a bounded domain in R*. Let {u,}, C H3()
be such that ||Auy|l2 =1 for anyn > 1 and u, — u in H3(Q). If [|Aulls < 1 then

> 3272
sup/ ePUn dr < 400 Vp € <O, ) .
n Jo 1—[|Au|3

Due to additional informations about the sequence, the exponent p appearing in this
concentration-compactness estimate is above Adams’ sharp exponent, see inequality (1.11),
provided ||Aullzs # 0. Now, we will establish a version of Lemma 3.1 for the whole space
R*.

Lemma 3.2. Let X C H%(R*) be a Hilbert space endowed with the norm |-|. Let {up}, C X
be such that |up| = 1 for any n > 1 and let w € X be the weak limit of {un}n in X. If
lu| <1 and

. . 2 <o 2
Jim o~y < lim i —u (3.4)

then

3272
Sup/ (ep“i —1)dx < 400 Vp e |0, 7”2 .
n JRA 1 — [ul

Proof of Lemma 3.2. We first consider the case u = 0. If p||u,|| g2 < 3272, at least for any
n sufficiently large, then nothing needs to be proved because of the Adams-type inequality
(3.1).
From (3.4) it follows that
lim unl2e <1,

n—-+o0o
therefore for any € > 0 there exists n. > 1 such that
||un||?{2 <l4e Vn>n.
and, since p < 3272, there exists € > 0 such that

p||un||§12 < 3272 Vn > Ne .

Now, we consider the case u # 0. Since, for arbitrarily fixed € > 0, the inequality
1
a®> < (1+e*)(a—b)?+ (1 + 52> b? (3.5)

holds for any a, b € R, for any € > 0 we have that

1
u%§(1+€2)(un—u)2+<1+2>u2 vn > 1
9
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and hence

1

/ (e"n — 1) da < / ep(lﬂz)(“"_“)zep(H?)uQ —1)de VYn>1.
R* It N
Using Young’s inequality,
1 1
ab—1< —(a? 1)+ (b7 —1) Ya, b>0, Vg > 1 (3.6)
q q

where %—i—% =1, we get for ¢ > 1 and for any ¢ > 0:

/ (ep“%—l) dx < ;/ (epq(1+52)(Un—U)2 — 1) da:—i—ql/ <epq/(1+sl2>”2 — 1) de Vn>1.
R* R* R*

Therefore if we prove that for some ¢ > 1 and for some € > 0
795 = / (P40 1) ar <o nz1,
R4

where C' > 0 is a constant independent of n, then we obtain the desired inequality. For
any n > 1 we can notice that

2
Ig’g :/ <€PQ(1+52)UnU§{2 (M::Ei;ﬁ;ﬂ) o 1) dx < C
]R4

provided that
pq(1+ ) |up — ul|3e < 3272 (3.7)

at least for any n > 1 sufficiently large, and thus to conclude it remains only to prove the
existence of ¢ > 1 and ¢ > 0 such that (3.7) holds. Since u, — uw in X and |u,| = 1 for
any n > 1, we have that

lm  |u, —uf? =1 — |uf*.

n—-+o0o
Consequently
dim ey = ulffe <1 ful®
and, using the fact that p < %, we get the existence of ¢ > 0 such that

pllun — ull?e < p(1 — |u*)(1 4 0) < 3272 Vn>n

where > 1 is sufficiently large. Therefore choosing ¢ > 1 sufficiently close to 1 and € > 0
sufficiently close to 0 we have

pq(1+ &) |lup — ul|fe < 3272 Vn>m.
O

Remark 3.3. We point out that, as a direct consequence of Lemma 3.2, we have indeed a
Lions-type concentration-compactness result in (H*(RY), || - || 2)-
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Now we introduce the subspace E of H?(R?) defined as
E—{UGHQIR4]/ uda;<+oo}
where V : R* — R is a continuous function bounded from below by a positive constant,
namely V satisfies

(Vo) V : R* = R is continuous and V(z) > Vj > 0 for any = € R*.

From (Vp), it follows that E is a Hilbert space endowed with the scalar product

(u, v) := AuAvdx + V(z)uv dz u,ve Ll
R* R*

to which corresponds the norm |ju|| := /(u, u). Applying an interpolation inequality, it is
easy to see that the embedding E < H? (]R4) is continuous.

Since our aim is to study biharmonic equations in R* which can be treated variationally
in F, we will need the following consequence of Lemma 3.2 for the space (E, | - ||)

Lemma 3.4. Assume (Vo). Let {up}n C E be such that ||u,| =1 for any n > 1 and let
u € E be the weak limit of {up}n in E. If |[ul| <1 and u, — u in L*(R*) then

2 32m?
sup/ (eP» —1)dx < 400 Vp € (0, > .
R 1 — ffu]l?

n

Proof. The strong convergence u,, — u in L*(R?*) together with the following interpolation
inequality

IV (un = w)3 < CllA®un = w)ll2llun — ull2 < Cllun —ull2 ¥n>1,

where C, C > 0 are constants independent of n, leads us to conclude that

: 2 _ 2
il = T A~ )< T [l — uf.
The proof is complete in view of Lemma 3.2. O

Let
(RY) := {u € H*[RY) | u(z) = u(|z]) ae. in R*}

rad

with k& > 1, we recall the radial lemma

Lemma 3.5. For any u € Hmd(IR‘L)

lu(x) a.e. in R* (3.8)

< Ll
= H!
v 2|g|3

where || - |1 is the standard Dirichlet norm, namely ||ull3, = [|[Vull3 + |lul|3 for any
u e HY(RY).
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Let

Frag := ENH24(RY) = {u € H2 (RY) | ) V(z)u?dx < +oo} ,
R

we have the following result

Lemma 3.6. Assume (Vp). Let {un}n C Epgq be such that ||u,| =1 for anyn > 1 and let
u € Eyaq be the weak limit of {uy}n in E. If 0 < ||lu|> < 1 then

322
sup/ (ep“’% —1)dzr < 40 Vp € <O, 7T2> .
n JR 1= [ul

Proof. The idea is to follow the proof of [63], Theorem 1.4 which is based on the techniques
introduced in [61]. Let R > 0 be arbitrarily fixed, we split the integral into two parts

/ (ep“%—l)dzvz/ (ep“%—l)d:n+/ (ep“%—l)dx Yn>1.
R* R*\Bgr Bgr

Applying the radial lemma (3.8), we can estimate

/ (P — 1) da < § +2n?Rles?m ¢ ¥n > 1
]R4 \BR 0

where C' > 0 is a constant independent of n. Therefore to end the proof it remains only to
show that

2 2
sup/ (ep“% —1)dz < +o0 Vp e (0, ?”T2> . (3.9)
n JBn 1 —{[|u]

Applying inequality (3.5) with a = u,, and b = u — u(R) + u,(R), observing that using
convexity arguments and the radial lemma (3.8) we have

b* < 2%(Jul® + [u(R)]” + [un(R)[*) < 2°(lu® + C(R)) ,

for any € > 0 we obtain the following estimate
1
uz < (1+¢e*)v2 + 22 <1 + 82) (Jul* + C(R)) ¥Yn>1

where

vn = ([un — un(R)] = [u— u(R)]) € H.

ra

4(Br)NH}(Bg) VYn>1.

Now, applying the Young’s inequality (3.6), we get for any € > 0

/ (e ~1)da < - / (eP+0E 1) dy = / (@ ()R gy v > 1
Br " 4qJBg q Br B

where 1 < ¢, ¢ < +o0, % + % = 1. As a consequence of the Adams’ inequality with zero
Navier boundary conditions (see Theorem 2.12), we have

sup/ (epq<1+52)”% —1)dr < +o0
Br

n
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provided that
pq(1+&3)||Av, |2 < 3272 Vn>7 (3.10)

with @ > 1 sufficiently large. Therefore if we prove that for some ¢ > 1 and £ > 0 inequality
(3.10) holds for any n > 1 sufficiently large then (3.9) follows and the proof is complete.
But, since by construction

1AV I3 = [[Aun = w13 < flun —ull® ¥r 21,
passing to the limit as n — 400 we obtain

: 2 _ 2
dim [ Avy 3 <1 u]

and choosing ¢ > 1 sufficiently close to 1 and £ > 0 sufficiently close to 0 it is easy to see (as
in the proof of Lemma 3.4) that (3.10) holds at least for any n > 1 sufficiently large. [

In the proof of the next result we will use the following

Lemma 3.7 ([31], Lemma 2.2). Let a > 0 and r > 1. Then for any 8 > r there ezists a
constant C () > 0 such that

(6082 - 1>T < C(B) (eo‘552 - 1) VseR .

For a proof of Lemma 3.7, the reader is referred to the proof of Lemma 2.2 in [31].

Remark 3.8. As a consequence of Lemma 3.7 and Hélder’s inequality, it is easy to see that
if >0 and g > 1 then the function [u|?(e®** — 1) belongs to L*(R*) for all u € H2(RY).

Lemma 3.9. Let o > 0 and ¢ > 2. If M > 0 and aM? < 3272 then there exists a constant
C(o, ¢, M) > 0 such that

[ e = Dlul"de < Clax 0. M)l (3.11)

holds for any u € H*(RY) with |lul|g2 < M.

Proof. As aM? < 3272, there exists r € R such that 1 < r < Z’ﬁ‘}z Furthermore there
exists 8 € R such that
32?2

aM?
and in particular afM? < 3272, Let u € H?(R') be such that |Ju|[z2 < M, then by
Lemma 3.7 it follows that

/ (eO‘“2 —1)"dz < C(a, M)/ (60‘5“2 —1)dzx < C(a, M)/ (e“’gM%‘2 —1)dz
R* R* R*

l<r<pg<

where 4 := —%—. Therefore
llull 2

/ (™" — 1) dz < C(a, M) (3.12)
]R4
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as a consequence of the Adams’ type inequaht (3. )
Now, applying Holder’s inequality w1th l, =1 and (3.12), we get

OL'U/2 Oéu2 T
/ (€™ = Dlul?dz < [Jullg, </ (e —1) dfﬂ) < Cla, M)|jullg,
R4 R4

and (3.11) follows easily as ¢r’ > 2 and the Sobolev embedding theorem states that H?(R?)
is continuously embedded in LP(R?) for any p € [2, +00). O

Lemma 3.9 is a generalization of Lemma 2.4 in [31] for second order derivatives. We
will also use the following version of Lemma 3.9.

Lemma 3.10. Leta > 0,7 > 1 and ¢ > 2. If M > 0 and arM? < 3272 then there exists
a constant C(c, v, q, M) > 0 such that

r q
/}R4(eau2 ~ )3l de < Cla, 7, g, M) Julf, (3.13)

holds for any u € H*(RY) with |Jul|g2 < M.

Proof. As arM? < 32r? there exists 3 > r such that afM? < 3272, Let u € H*(R*) be
such that ||ul|g2 < M. Asin the proof of Lemma 3.9, applying Lemma 3.7 and the Adams’
type inequality (3.1), we get

/ (e““2 —1)"dx < C(a, r, M) .
]R4

Now

1
r 3 é
/ (e — D)3 [ulf dz < (/ (e — 1)’”dm> lull§ < v/Cla, 7, M) [lull§
R R

and this ends the proof, in fact (3.13) follows by the Sobolev embedding theorem. O
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CHAPTER 4

Elliptic and biharmonic equations with exponential
nonlinearities

Elliptic and polyharmonic equations with critical growth nonlinearities have been widely
investigated in the last decades. In dimension n > 2k with & € IN, the critical growth for
problems of the form

(=A)u = f(z,u), inQCR" (4.1)

is given by the Sobolev embeddings. While equations with subcritical growth are solved by
standard variational methods, equations with critical growth need more specific methods
due to the loss of compactness. While the situation in dimension n > 2k is by now
well understood, the case n = 2k is quite different, and there are less results available.
In this case the natural space for a variational treatment of problems of the form (4.1)
is the Sobolev space H* and n = 2k is the limiting case for the corresponding Sobolev
embeddings. Therefore the notion of critical growth for such problems is governed by the
Trudinger-Moser and Adams inequalities introduced in Part I. In what follows we will
consider elliptic and biharmonic equations in the whole space R? and R*, respectively,
involving nonlinearities with exponential growth.

In this Chapter we firstly give a review of past developments in the study of elliptic
problems in R? with nonliearities having an exponential behaviour. In particular, we focus
our attention on results concerned with a mountain pass characterization of ground state
solutions, that we will treat in Chapter 5 for a particular nonlinear scalar field equation.
Secondly, after having specified the notion of exponential critical growth for problems which
can be treated variationally in the Sobolev space H?(R*), we will introduce the biharmonic
problems that we will study in Chapter 6 and 7.

The problem of loss of compactness

The problem of the loss of compactness in the Sobolev spaces has been extensively studied
in the last decades. In particular, it is well known that, given a bounded domain 2 C R",
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for 1 < p < n the subcritical embeddings

WhP(Q) s LUQ)  with 1 < g < —F
n—p
are compact and this implies that the supremum
Sp,q(Q) = sup / |u|? dz
Q

ueWy P (Q), | Vul|<1

is attained. Instead in the critical case, namely for p* := n"—_’;), the embedding
Wy (Q) = L7 (Q)

is no longer compact and this loss of compactness is at present well understood. Moreover
the supremum
Sp,p+ () 1= sup / lulP” dx
ueWs P (Q), | Vullp<1 /0
is independent of the domain €2 C R™ and is never attained for any domain different from
RR™. More precisely, for any 2 C R"

Sp,p* (Q) = Sp,p* (]Rn)

and Sp, p+(§2) is attained only for 2 = R".
On the other hand if we look at the Trudinger-Moser embeddings

AT < 4oo ifa<ay,,
Cn,a(ﬂ) = sup / eaM 1 dr ‘ n
ueWy ™ (), | Vuln<1 /92 =400 ifa>ay,

where Q C R" is a bounded domain, in the subcritical case, namely when o € (0, ay,), it
is easy to see that the supremum C), () is attained, and in the critical case we have the
following surprising result due to L. Carleson and S. Y. A. Chang [20] which is in striking
contrast with the Sobolev case

Theorem 4.1 ([20]). Let Q@ := By C R" be the unit ball in R™ then the supremum
Ch, an(B1) is attained.

After the celebrated paper [20], M. Struwe [66] proved that the supremum C), 4, () is
attained for domains 2 C R™ which are close to a ball in measure and M. Flucher showed
that this is indeed true for any bounded domain Q C R?. Finally K. C. Lin [47] extended
these results for smooth domains in all dimensions.

Concerning the supremum

n

Dy, () == sup /Q(eo‘“n1 -1) dm{

wEWy ™ (), [[ull 1, n <1

< 4oo ifa<ay,

=400 ifa>ay,,

B. Ruf [61] proved that Dj 4:(Q) is attained on balls and on R?, namely in the cases
Q = Bp C R? and Q = R?, and subsequently Y. Li and B. Ruf [44] showed that D,, o, (R™)
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is also attained in any dimension n > 2. The question, whether or not D,, ,,, (£2) is attained
for general domains 2 C R", is still an open problem in any dimension n > 2.

In the case of higher order derivatives there is a long way to go yet. At our knowledge,
the only result that has already been proved is due to G. Lu and Y. Yang [49]. More
precisely in [49] the authors proved that the supremum

2,,2
sup /e327r “dx
ueWg 2(Q), [|Aull2<1 /2

is attained for any smooth bounded domain Q C R*.

Elliptic problems with critical growth

Problems involving critical growth in second-order elliptic equations in bounded domains
of R™ with n > 3, i.e.
—Au= f(u) inQCR", (4.2)

have been extensively studied starting with the celebrated result due to H. Brezis and
L. Nirenberg [17]. In dimension n > 3 and in the case when the nonlinearity f has
critical polynomial growth, the functional associated to a variational approach of problem
(4.2) reveals a loss of compactness, in fact at certain levels the Palais-Smale compactness
condition fails. To overcome this difficulty, in [17] the authors uses special sequences of
functions to show that the critical levels of the functional avoid these noncompactness
levels. These sequences are obtained from the maximizing sequence for

2n
n—2"

So,2+(Q) == Sup
weH(Q), |Vull2<1

r, 2% :=

and are explicit concentrating functions converging weakly to zero.

Let © C R?, in dimension n = 2 the critical growth is given by the well known
Trudinger-Moser inequality (see Theorem 1.1 and Theorem 1.3). The Trudinger-Moser
embedding is critical and involves a lack of compactness similar to that of the Sobolev
embeddings in dimension n > 3.

Exploring the approach introduced in [17], Adimurthi et al. in [3], [4], [6] and [5]
obtained the solvability of second-order elliptic equations in bounded domains Q C R?
involving subcritical and critical nonlinearities. In the critical case, one again finds levels
of noncompactness; however, due to the fact that the best constant

C2,4x(2) = sup / A o
Q

uEH&, ([Vu|]2<1

is attained, there is no natural concentrating sequence to be used to show that these levels
are avoided. Thus, it is difficult to obtain optimal existence results. The sequence used in
[3], [4], [6] and [5] is the so-called Moser’s sequence which was proposed by Moser in [50]
to prove that the inequality (1.3) is sharp with respect to the constant 47 in the exponent.

Later D. G. de Figueiredo, O. H. Miyagaki and B. Ruf [28] improved the existence
conditions in [4] and extended the result to more general nonlinearities. Motivated by the
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Trudinger-Moser inequality, the authors in [28] introduced the notion of critical exponential
growth as follows. A nonlinearity f : R — R has subcritical exponential growth if

L G

|s|>+o0 €252 =0 Yo>0,

while f has critical exponential growth if for some ag > 0

o 1)) {0 for o > a

|s|—+oo €25’ +oo fora<ag.
Among the subsequent works, concerning elliptic equations in bounded domains of R?,
we mention in chronological order [27], [18], [51] and [29].

Nonlinear scalar field equations

In the study of nonlinear scalar field equations of the form
—Au=g(u) in R", (4.3)

independently of the subcritical or critical behaviour of the nonlinearity, we have to tackle
the problem of the loss of compactness due to the unboundedness of the domain. Problem
(4.3) has been widely investigated starting from the fundamental papers due to H. Beresty-
cki and P. L. Lions [15] and to H. Berestycki, T. Gallouét and O. Kavian [14]. We recall
that these papers are both concerned with subcritical nonlinearities, in particular in [15] the
authors treated nonlinearities with subcritical polynomial growth, while in [14] the authors
treated nonlinearities with subcritical exponential growth. From now on, we will focus our
attention in the case when the nonlinear term is of exponential type, since one of our aims
is to study problem (4.3) with a nonlinearity exhibiting a critical exponential growth. To
be more precise, in Chapter 5, we will study the following nonlinear scalar field equation

—Au+u= f(u) in R? (4.4)

in the case when the nonlinearity f has critical exponential growth.

The study of this kind of problems is motivated by applications in many areas of
mathematical physics. In particular, these problems appear in the search for stationary
states in nonlinear Klein-Gordon equations,

9¢

Frh Ap+V(z)p = f(9)
where ¢ : RxR? = C, ¢ = ¢(t, ) and V : R? — R, V = V(z) is a given potential. Also,
solutions of (4.4) provide stationary states for the nonlinear Schrédinger equation

(20
ot

where ¢: RxR? = C, ¢ =¢(t, ) and V: R 5 R, V = V(z).

—Ap+V(x)o = f(¢)
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Searching for stationary states for both the nonlinear Klein-Gordon and Schrédinger
equations is equivalent to solve

~Au+V(z)u= f(u) in R?.

If the potential V is constant and V (z) = 1 for any 2 € R? then this last equation is nothing
but (4.4) and, from a variational point of view, the energy functional associated to (4.4)
presents a loss of compactness due to the unboundedness of the domain R?. But, if the
potential V' is not constant and satisfies suitable assumptions then this loss of compactness
can be overcome. For existence results concerning potentials bounded away from zero and
large at infinitiy, in the case when the nonlinear term f has a critical exponential behaviour,
we refer the reader to the paper of J. M. do O, E. Medeiros and U. Severo [31], and the
references therein.

A first result concerning the existence of solutions of problem (4.4), in the case when
the nonlinearity f has critical exponential growth is due to D. M. Cao. [19]. Our aim
is, indeed, not only an existence result, but to obtain a mountain pass characterization of
ground state solutions of problem (4.4). Denoting I : H'(R?) — R the natural functional
corresponding to a variational approach to problem (4.4)

I(u) := ;/RQ(]VU\Q—Fuz)dx—/RQF(u)d:L’:

1
= 2/ ]Vu|2dx—/ G(u)dx
R? R?

F(s) := /05 f(t)dt and G(s):= /OS g(t)dt,

we recall that a solution u of problem (4.4) is a ground state if I(u) = m with

where

m :=inf {I(u) | u € H'(R?) \ {0} is a solution of (4.4)} .

In [40], L. Jeanjean and K. Tanaka enlighten a mountain pass characterization of ground
state solutions of the more general nonlinear scalar field equation (4.3) in the case when the
nonlinearity ¢ (not necessarily of the form f(s) — s) has a subcritical exponential growth.

Theorem 4.2 ([40]). Assume

(90) 9: R — R is continuous and odd;

(g1) lim@ =-v<0;

s—0 s
(g2) for any o > 0 there exists Co, > 0 such that |g(s)| < Coe™” for all s > 0;
(g3) there exists so > 0 such that G(sg) > 0.

Then the functional

I(u) = ;/}R ywﬁm-/ﬁg G(u) da
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is in C'(H'(R?), R) and has a mountain pass geometry. Moreover the mountain pass value

:= inf I(~(t
¢i= Inf max (v(t))

where
I:={yec(o,1], H(R?) | 4(0) = 0, v(1) = up € H'(R*)}  with I(ug) <0,

is a critical value and
O<ec=m.

Later in [10], C. O. Alves, M. Montenegro and M. A. S. Souto improved the arguments in
[40] obtaining, under suitable assumptions (see Chapter 5, Theorem 5.2), a mountain pass
characterization of ground state solutions of problem (4.4) in the case when the nonlinearity
f exhibits a critical exponential growth. In Chapter 5 (see Theorem 5.1), we will follow
the ideas introduced in [10] to obtain a similar result in the case when

f(s):= Ased™s Vs e R

with 0 < A < 1. We will also prove (see Theorem 5.3) that the result of Alves, Montenegro
and Souto still holds under the classical assumption

sf(s)

|$| =400 647732

250>07

introduced by D. G. de Figueiredo, O. H. Miyagaki and B. Ruf in [28] (see also [31]).

Biharmonic problems with critical growth

Recently, due to applications of higher order elliptic equations to conformal geometry,
there has been considerable interest in the Paneitz operator which enjoys the property of
conformal invariance. In R?, the Paneitz operator is the biharmonic operator A2 where A
is the Laplacian in R*. The study of superlinear problems involving powers of the Laplacian
started with the works [34], [33] of D. E. Edmunds, D. Fortunato and E. Jannelli, and [57],
[58] of P. Pucci and J. Serrin. We refer the reader to the paper [12] and the references
therein for various results on the polyharmonic operator.

The Adams-type inequality in R* expressed by Theorem 2.1 (see also (3.1) for easy
reference) will be a fundamental tool in the study of biharmonic problems of the form

A%+ V(z)u = f(u) in R* (4.5)

in the case when the nonlinear term f exhibits an exponential growth. We recall that
equations of the form

A%+ V(z)u = f(xz, u) in R"

with n > 5 and involving nonlinearities with polynomial growth, have been studied in [23],
[9] and [8].
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The natural space for a variational treatment of problem (4.5) is the Sobolev space H?
and R? is the limiting case for the corresponding Sobolev embeddings. Indeed, for R* the
notion of critical growth is given by the Adams-type inequality

< +4oo for a< 3272,
sup / (ea“2 —1)dz - 7T2
u€H2(RY), [|ul| 2 <1 /R =+oo for a> 327°,

where [|ul|%: = [[(=A + Dul|3 = ||Aul3 + 2[|Vu|3 + [|u]|3. In view of this inequality it is
natural to say that a nonlinearity f has subcritical exponential growth if
lim M =0 Va >0,

2
|s|] =400 e*s

u

while f has critical exponential growth if it behaves like e*° * as |s] = +oo for some ag > 0,

namely if there exists ag > 0 such that

O] {o if a > ag,

4o fa<ag.

2
[s|>+o0 €*

We will always assume that V' is a continuous positive potential bounded from below
by a positive constant, more precisely

(Vo) V: R* = R is continuous and V(z) > Vp > 0 for any = € RY,

and we will handle problem (4.5) by means of a variational approach.

Assuming (Vj) and some symmetry conditions on the potential V', in the case when the
nonlinearity f has subcritical exponential growth we will obtain a multiplicity result for
problem (4.5) (see Theorem 6.3, Theorem 6.4 and Theorem 6.5), while in the case when the
nonlinearity f has critical exponential growth we will obtain the existence of a nontrivial
radial solution of problem (4.5) (see Theorem 7.3). We point out that in both these results
the potential V is allowed to be constant, hence in particular for the biharmonic problem

A?u+Vou= f(u) in R*,

where Vy > 0 is a positive constant, we will obtain a multiplicity result in the case when
the nonlinear term f has subcritical exponential growth and the existence of a nontrivial
radial solution in the case when the nonlinear term f has critical exponential growth.

Finally, assuming (V) and that the potential V' is large at infinity, if the nonlinearity
f has critical exponential growth we will obtain the existence of a nontrivial solution of
problem (4.5), see Theorem 7.1.

In view of the Adams-type inequality (3.3) with the modified norm || - || 72, j for some
a, b > 0, the methods of proofs adopted to study equation (4.5), both in the case when f
exhibits a subcritical and critical exponential growth, apply to

A%y — div (U(x)Vu) + V(z)u = f(u) in R*

where U, V : R* — R are continuous and positive functions satisfying suitable assump-
tions, see Theorem 6.14 and Theorem 7.15.
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CHAPTER D

An elliptic equation in R* with exponential critical growth:

ground state solutions

This Chapter is concerned with the existence of solutions of a nonlinear scalar field equation

of the form
—Au = g(u) in R?
u € HY(R?) (5:1)
and in particular we will study the following problem
~Au+u=f(u) in R?
u € H'(R?) (5:2)

which is nothing but problem (5.1) with g(s) := f(s) —s.
We recall that the natural functional corresponding to a variational approach to problem

(5.2) is the functional I : H'(R?) — R defined as follows

I(u) := ;/RQ(]VUP—Fuz)dx—/RQF(u)dx:

= 1 u2 X — u X

- Q/RQIV\d /RQG()d

where s s
F(s) = /O F()dt and G(s) = /O o(t)dt .

We will say that I has a mountain pass geometry, if the following conditions hold

(Zo) 1(0) =0;
(I1) there exist o, a > 0 such that I(u) > a > 0 for any v € H'(R?) with |jul|g = o;

(I5) there exists ug € H'(R?) such that |Jug||z1 > ¢ and I(ug) <0 .

Our main result is concerned with the particular case when f(s) = Ase?™ where

0< A<,
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Theorem 5.1. Let 0 < A < 1 and let
f(s):= Asedms’ VseR . (5.3)
Then I € CY(HY(R?), R) has a mountain pass geometry, the mountain pass value

:= inf I(~(t
¢:= Inf max (v(t))

where
I':={yec(o, 1], H'(R?) | v(0) = 0, v(1) =up € H'(R*)}  with I(ug) <0,
1s a critical value and gives the ground state level, namely 0 < ¢ = m where
m = inf {I(u) | u € H'(R*)\ {0} is a solution of (5.2)} .

We also give a mountain pass characterization of ground state solutions of problem
(5.2) in the case when the nonlinearity f satisfies the following assumptions:

(fo) f: R — R is continuous and has critical exponential growth with ag = 47, i.e.

()] _ {0 if o > drr,

oo if a < 4w,

_f(s)
(f1) lim == =0;

(f2) there exists u > 2 such that 0 < puF'(s) < f(s)s for any s € R\{0} .

In [10] the authors obtained a mountain pass characterization of ground state solutions
of problem (5.2) assuming the further assumption on f

(f») there exist A > 0 and ¢q € (2, +00) such that f(s) > As?~! for all s > 0.
More precisely they prove
Theorem 5.2 ([10]). Assume (fo), (f1) and (f2). Assume also that (fx) holds with

q—2
—2\ ¢« g
A> <q> ger: (5.4)
q
where Cy > 0 is the best constant of the Sobolev embedding H'(R?) < LY(R?), namely
Collullg < llullfy,  Vue H'(R?).

Then the mountain pass value ¢ is a critical value and gives the ground state level, namely

O<c=m.
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Indeed in [10] the authors proved that Theorem 5.2 holds assuming, instead of the
Ambrosetti-Rabinowitz condition (f2), the weaker assumption:

(f5) f(s)s >2F(s) >0 for all s € R.

In the present paper, we need to assume the Ambrosetti-Rabinowitz condition (f2) only to
prove that the functional I behaves like a mountain pass and more precisely to prove that
I satisfies (I3).

Replacing assumption (fy) with the following more natural assumption

lim sf(s)

|s| 400 edms? 2 b0 >0

(f3)

we obtain the same result as in Theorem 5.2.

Theorem 5.3. Assume (fo), (f1), (f2) and (f3). Then I € C*(H'(R?), R) has a mountain
pass geometry, the mountain pass value ¢ is a critical value and

O0<ec=m.

We recall that assumption ( f3) for bounded domains was introduced in [28] to obtain an
existence result for elliptic equations with nonlinearities in the critical exponential growth
range in bounded domains of R2. In a subsequent paper, [31], (f3) was taken into account
to prove an existence result for analogous equations in the hole space R2.

To prove Theorem 5.1 and Theorem 5.3 we will follow the methods used in [10] which
are based on the ideas introduced in [40] to obtain the following result

Theorem 5.4 ([40]). Assume

(90) g: R — R is continuous and odd;

(o) tig 0 — v <0

s—0
(g2) for any o > 0 there exists Co > 0 such that |g(s)| < Cae® for all s > 0;
(g3) there exists so > 0 such that G(sg) > 0.
Then the functional

I(u) = ;/}Rz ]Vu|2dx—/]R2 G(u) da

is in C*(H'(R?), R) and has a mountain pass geometry. Moreover the mountain pass value
c is a critical value and
O0<c=m.

In the proof of Theorem 5.4 a key argument is the existence of a solution of problem
(5.1) given in [14]. In [14] it was shown that under the assumptions (go), (91), (92) and
(g3) the nonlinear scalar field equation (5.1) possesses a nontrivial ground state solution
by means of the constrained minimization method

inf{;/Rz\Vulzdx|u€H1(IR2)\{O}, /}R G(u)d:pzo} |
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The main difficulty highlighted in [10] for the proof of Theorem 5.2 is indeed to show that
the infimum

A inf{; /R Vul2dz | u € HYR2)\ {0}, /}R Glu) dz = 0}

is achieved, provided that (fo), (f1), (f2) and (f\) with A > 0 as in (5.4) hold. Therefore
we point out that, following [10], as a by-product of the proofs of Theorem 5.1 and Theorem
5.3 we have

Proposition 5.5. Assume either f is of the form (5.8) with 0 < A < 1 or assume (fo), (f1),
(f2) and (f3). Then A is attained and the minimizer is, under a suitable change of scale,
a solution of problem (5.2). In particular m < A.

This Chapter is organized as follows. In Section 5.1 we show that the functional I has
a mountain pass geometry and in Section 5.2 we introduce some preliminary results. In
Section 5.3 we obtain a precise estimate for the mountain pass level ¢ that will enable us to
prove, in Section 5.4, Proposition 5.5. Finally in Section 5.5 we prove the main theorems,
Theorem 5.1 and Theorem 5.3, and the following

Proposition 5.6. Assume either f is of the form (5.3) with 0 < A < 1 or assume (fo), (f1),
(f2) and (f3). Then the minimizer u € H'(R?) of A is a ground state solution of problem
(5.2), that is m = A.

5.1. Mountain pass geometry

If fisasin (5.3) with 0 < A < 1 then fixed ¢ > 1 we have the existence of two constants
c1, ca > 0 such that

F(s) < crs+ealsi(e®™ —1)  VseR . (5.5)
Since in this case N
F(s) = g(eMSQ ~1) VseR,

fixed ¢ > 2 we have that for any € > 0 there exists a constant C(q, €) > 0 such that
A 2 4ms?
F(s) < B +e|s°+Clq, e)ls|e -1) Vs eR . (5.6)

We can notice that (5.6) implies that F(u) € L'(R?) for any v € H'(R?) and thus the
functional I : H'(R?) — R is well defined. Furthermore, from (5.5) and using standard
arguments (see in [15], Theorem A.VI), it follows that I € C'(H'(R?), R).
Similarly, in the case when (fy) and (f;) holds, fixed ¢ > 2 we have for any € > 0 the
existence of a constant C(q, €) > 0 such that
) <els| +Clg, )ls| 7M™ ~1)  VsER.,
and if in addition (f2) holds then

F(s) € S5+ C(g sl (™ ~ 1) Vs€R (5.7)



An elliptic equation in R? with exponential critical growth: ground state solutions 56

Therefore also in the case when (fy), (f1) and (f2) holds we have that the functional I is
well defined and of class C' on H'(R?).
Obviously I(0) = 0, namely (Ip) holds. Now we prove that I satisfies also (I1).

Lemma 5.7. Assume either f is of the form (5.3) with 0 < X\ < 1 or assume (fo), (f1)
and (f2). Then there exist o, a > 0 such that I(u) > a > 0 for any u € H'(R?) with

[ull g = e

Proof. We begin considering the case when f is of the form (5.3) with 0 < A < 1. From
(5.6) it follows that, fixed ¢ > 2, for any € > 0

A
F(u)dz < ( + 5) w3 + Clq, 5)/ ]u!q(e4”“2 —1)dx Vuc HY (R?) .
R2 2 R2

In particular for any v € H'(RR?) we have

1

2 _
/ ul?(e 1) dr < [lull, ( / <e4”2—1>2dm) < Culullt, ( / <e8”2—1>d:c)
R2 R2 R2

where C; > 0 is a constant independent of u and we used the fact that the embedding
H 1(IRz) — L2q(]R2) is continuous for any ¢ > 2. Moreover, recalling the Trudinger-Moser
inequality in [61] (see also Theorem 1.3), we have the existence of a constant C's > 0 such

that 2
87llu 2 _u J—
/ (687ru2 —1)dx = / <e el (”““Hl) — 1) de < Cy
R? R?

for any u € H'(R?) with 8r[lu||%, < 4. Therefore, fixed ¢ > 2, for any ¢ > 0 we have
that

(NI

A — 1
[ Fde < (5 e) Tl + Cla ullys Vo€ R, sy < s

Let0<g<%. Fixed ¢ > 2, for any € > 0

1 _
I(u) > S (1= A =2)¢" = Clg, e)o"  Vu € H'(R?), lull iz = e,
and choosing € > 0 so that 1 — A — 2¢ > 0 and p sufficiently small we have that
1 _
a:= 5(1 —A—26)0> —C(q, €)0? > 0.

In the case when (fp), (f1) and (f2) holds, using (5.7) and arguing as before we obtain,
for fixed ¢ > 2 and for any € > 0, that
9 2 = q 1 2 1
<3 < —.
/]RQ F(u)de < Gllullpn + Ol e)llully Vu & H(RY), [lull g ge) < NG

Therefore, for fixed ¢ > 2 and for any € € (0, 1), we have

—_

I(w) > 5(1-€)e’ = Clg, €)e”  Yue H'(R?), [ull y1ge) = o

where 0 < g < %, and this leads to the desired conclusion choosing ¢ sufficiently small. [
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We end this section with the proof of (I3).

Lemma 5.8. Assume either f is of the form (5.3) with 0 < X\ < 1 or assume (fo), (f1)
and (f2). For anyu € H'Y(R?), we have that I(tu) — —oco ast — +oo. In particular, there
exists ug € H'(R?) such that |Juol|zn > 0 and I(ug) < 0.

Proof. We begin with the case when f is of the form (5.3). We fix u € H'(IR?). Then for
any t > 0, using the power series expansion of the exponential function, we get
A
/ F(tu)de > 282ul3 + Amt!Jull!
R2 2
Thus ) N
1(tu) < SE0Nullip — S8l — Aetlulld Ve >0

from which we deduce that I(tu) — —oo as t — +o00. In the case when (fy), (f1) and (f2)
holds, in particular we have that

F(s) > c1|s|* — ea|s]? Vs e R

with ¢1, co > 0. Therefore, fixed u € H'(R?), for any t > 0 we can estimate
1
I(tu) < St¥llullm + eot?|lull3 — ert|lull;

and recalling that p > 2 we can conclude that I(tu) — —oo as t — +00. O

5.2. Preliminary results
Let

HLY4(R?) == {u € H'(R?) | u(z) = u(|z|) a.e. in R*} ,
we recall that the following radial lemma holds

Lemma 5.9 ([41], Chapitre 6, Lemme 1.1)). For any u € H} (R?)

rad

|u(x) a.e. in R? . (5.8)

1 1
| < —=—=llullm
V21 /|2
This radial lemma will be a useful tool to prove the following result

Lemma 5.10. Assume that f is of the form (5.3) with 0 < A < 1. Let {uy}, C HL ;(R?)
be a sequence satisfying

(i) sup ||Vugl3 = 0 <1,
n

(i3) sup |Jun||5 = M < 4oc.
n

Then ) )
n—-+00
/ Plug)de — a3 "5 / Plu)dz — 2 ul
R2 R2

where u € H' (R?) is the weak limit of {un}n in H'(R?).

rad
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Proof. Recalling that

it suffices to prove that

[ = nde—anfunly 25 [ (@ 1) o~ mlul
R2

]RQ

The proof consists in three steps.
STEP 1 - There exists a > 47 such that

sup/ (ea“gz —1)dz < +00. (5.9)
]RQ

n
In fact, since p < 1, there exists ¢ > 0 such that o < 1 — ¢ < 1. Choosing

1—(o+0)

0
<7< M

we have that |lup |3, = < 1—o for any n > 1. Therefore applying inequality (1.10), we can
conclude that inequality (5.9) holds for any

4
O<a< il .
l1—-0

STEP 2 - We prove that for any R > 0
/ (e —1)dy "2 / (™ — 1) dz . (5.10)
Bgr Br

The idea is to apply the compactness lemma of Strauss (see Theorem A.I in [15]). Let
« > 4w be as Step 1, so that

sup/ (eau% —1)dz < 400
]RQ

n
and moreover, as « > 4m, we have that

2
e47rs -1

lim =0.

|s]|—4o00 exs® — 1
Since the embedding H  (R?) — LP(IR?) is compact for any p € (2, +o0), we have that
u, — u in LP(R?) for any p € (2, +00) up to a subsequence that we still denote with
{tn }n. Therefore in particular u,, — u a.e. in R? and thus

(emn —1)  "ZEC (7 1) ae in R? .

Then, applying the compactness lemma of Strauss, we can conclude that for any bounded
Borel set B C R?

2 2 n—+400
/ |edmin — AT g —=" 0.
B
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STEP 3 - Arbitrarily fixed R > 1, for any n > 1 we have

472 2
/ (™ — 1) dar - 47r/ de < - uh do + =20 (5.11)
R2\Bg R2\Bg R2\Bg R

Using the power series expansion of the exponential function we get

Aru 2 47T2 4 = (47.[.)j 27
(e —1)dx — 4w us dr < — und:c—i—z S u“ dx .
R?\Bp R2\Bg 2 Jr2\Bg S L) SRV

For any j > 3, applying the radial lemma (5.8), we can estimate

( .1) / u¥ dx < 7;”“%”?*;1 / I dz < — - A (2||U"H%F)J
7! R2\Bg J: R?*\Bgr |z L

and thus

e 2
/ (64”“31 —1)dx — 47r/ u? de < 7T/ ul do + T 2lunln
R2\Bg R?\Bg 2 Jr2\Bg R

STEP 4 - Let for any n > 1

7= || [ = Do afunlB] - | [ @ 1) do - anfulg
R? R?

we have to prove that

Y

Z,—0 asn— +4o00. (5.12)

To this aim we can estimate for any n > 1
T, <I +7*+ 13+ 1!

where

T}R) = / (64’”‘% —1)dx — 47r/ ulde Yn>1,
R2\Bp R?\Bgr

T*(R) := / (64”“2 —1)dz + 47‘(‘/ u? dx
R2 \BR R? \BR
/ (64”“% —1)dx — / (64”“2 —1)dz
Bpr Br

/uidw—/ u? dx
Br Br

T}(R) := Yn>1,

THNR) :=4r Vn>1,

with R > 1 to be chosen.
From (5.11) it follows that

472 2
I,IL(R) < 7T/ uﬁ dx + ISQ(HM) Vn>1.
2 ]RQ\BR R
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Since the embedding Hrlad(RQ) << L9(R?) is compact for any p € (2, +00), in particular
we have that u, — u in L*(R?) and for any ¢ > 0 there exists R > 1 such that

2
A <SS wvn>1
2 RQ\BR 3
and moreover )
ftdl 2(1+M)<E T2(R <E
RC sy TWH=3.

Hence for any € > 0 there exists R > 1 such that
I, <e+I3(R)+Ih(R) VYn>1
and passing to the limit as n — 400 we get

lim Z, <e Ve>0. (5.13)

n—-+00

In fact, since (5.10) holds, we have Z3 — 0 as n — +oc and, since u,, — u in L?(Bg), we
have also that Z} — 0 as n — +oo.
Now (5.12) follows directly from (5.13) letting £ — 0. O

We recall that in [10] the authors proved the following result

Lemma 5.11. Assume (fo) and (f1). Let {un}n C HL (R?) be a sequence satisfying (i)
and (ii) of Lemma 5.10. Then

/ F(uyp)dx — F(u)dx
R?2 R?

where u € HE (R?) is the weak limit of {u}, in H'(R?).
For the convenience of the reader, we give here a proof of this result.

Proof. As in Step 2 of the proof of Lemma 5.10, the idea is to apply the compactness lemma
of Strauss (see Theorem A.I in [15]). Arguing as in Step 1 of the proof of Lemma 5.10, we
have the existence of o > 47 such that

sup/ (ea”’% —1)dr < +o0.
RZ

n

As before we have that
F(s)

m —— =
|s| =400 €257 — 1

0,

since (fp) holds, and F(u,) — F(u) a.e. in R?. But moreover from (f) it follows that

lim F(s)

s—0 eas® — 1

=0

and u,(z) — 0 as |z| — 400 uniformly with respect to n, as a direct consequence of the
radial lemma (5.8). Therefore, using the compactness lemma of Strauss, we can conclude
that F(u,) — F(u) in L*'(R?). O
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We now prove that the infimum A is strictly positive, but before we point out that
whenever we deal with a minimizing sequence for A, that is a sequence {u,}, C H'(R?)\
{0} such that

1
= |V, |? de "I A
2 ]RQ

and

G(uy)dz =0 Vn>1,
IRQ

without loss of generality we may assume that {u,}, C HL ;(R?)\ {0} and that |ju,|j2 = 1.
In fact if {up,}, € H'(R?)\ {0} is a minimizing sequence for A then the sequence {u*}, C
H'(R?)\ {0}, where u} is the spherically symmetric decreasing rearrangement of u,, is a
minimizing sequence too. Furthermore letting

() 1= up(x||lul|2) for a.e. € R?

for any n > 1, we have that

1/ 9 1/ 9 / 1
- Vo,|* = = Vul|®, G(vp)de = —— G(up)dx =0
5 RQ\ " =3 R2! ! » (vn) Tl Jeo (

and [|vp)2 = 1.

Lemma 5.12. Assume either f is of the form (5.3) with 0 < XA < 1 or assume (fp) and
(f1). Then A > 0.

Proof. In the case that we assume (fp) and (f1), since Lemma 5.11 holds, we can argue as
in the proof of [10], Lemma 5.3 to conclude that A > 0. Therefore we only consider the
case when

f(s):= Asel™s Vse R

with 0 < A < 1. Obviously A > 0 and we argue by contradiction assuming that A = 0.
Let {un}, € H'(R?)\ {0} be a minimizing sequence for A, namely

1
= |V, |? d "ZEC ),
2 ]R2

G(up)dzr =0 Vn >1
]R,2

and, without loss of generality, we may assume that {u,}, C HL (R?)\ {0} and that
[unll2 = 1. Let u € HL ,(R?) be the weak limit of {u,}, in H*(R?), then from Lemma
5.10, it follows that

| Py e =St "5 [ P Sl
R? R?

Since

1 1
= G’(un)dx:/ F(up) dx—iﬂunﬂg :/ F(up)dx — 3
R2 R2 R2
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we have that )
F(up)de = -
R2 2

and thus
1

A
/ Plu)dz — Mull2 = 2(1 - A) >0
R2 2 2

from which it follows that u # 0. On the other hand, the weak convergence w,, — wu in
H'(R?) implies that

1 1
O:liminf/ |Vu,|? dz > / |Vu|>dz >0,
2 1R,2 2 ]R2

n—-+00

namely

/ |Vul?dz =0,
IRZ

and thus v = 0 which leads to a contradiction. UJ

We introduce the set P of non-trivial functions satisfying the Pohozaev identity

P {u e H'(R2)\ {0} | /]R Glu) dz — o}

and we can notice that

A = inf 1/ |Vl da .
2 RQ

ueP
Since A > 0, arguing as in the proof of [40], Lemma 4.1 we obtain the following result
Lemma 5.13. Assume either f is of the form (5.3) with 0 < A\ < 1 or assume (fy) and

(f1). Then for anyy €T
A(0, 1) NP £0.

This lemma leads to the following relation between the infimum A and the mountain
pass level ¢

Lemma 5.14. Assume either f is of the form (5.3) with 0 < XA < 1 or assume (fp) and
(f1). Then the infimum A satisfies the inequality A < c.

Proof. Let v € T and let ty € (0, 1] be such that y(tg) € P, the existence of such a t¢ is
guaranteed by Lemma 5.13. Since v(tg) € P, we have

I((0) = 5 /R |Vl ds

and thus

1
max I(v(8)) > I(v(to)) = / Vul2dz > A
te[0, 1] 2 Jr2

From the arbitrary choice of v € T" it follows that

max I(v(t)) > A VyeTl
tel0,1]

and this leads to the desired inequality. O
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5.3. Estimate of the mountain pass level ¢

In order to get an upper bound for the mountain pass level ¢ we will show the existence of
u € H'(R?) such that

(5.14)

N =

max [ (tu) <
t>0

Firstly we consider the case when f is as in (5.3) with 0 < A < 1. To obtain the
existence of u € H'(R?) which satisfies the inequality (5.14), the fact that

lim s/(s)

|s| =400 647r52

plays an important role. In particular we can notice from (5.15) it follows that fixed

Bo > % (5.16)

there exists 5 = 5(fp) > 0 such that
sf(s) > Boetms’ V|s| >3 (5.17)

We consider the modified Moser’s sequence introduced in [28]:

(logn)? 0< |z <1,
_ 1 1ogﬁ 1
Wplx) = — = + < <1,
n( ) \/57'[' (logn)% n — |SC| =
0 lz| > 1.

We can notice that @, € Hj(B1) € HY(R?), |[V@,|l2 = 1 and

_ 1
@l =0 (1577
ogn

Wn

as n — +oo. We then define

Wy 1= —— .
S [

Lemma 5.15. Assume f is of the form (5.8) with 0 < X\ < 1. Then there exists n > 1
such that

1
I(tw,) < 5 .
g on) < 3

Proof. We argue by contradiction assuming that
I(twy,) > L
max [ (tw —
>0 =9

Vn>1.
For any n > 1, let ¢,, > 0 be such that

1
I(t = I(t > —
(nwn) 1?288{ (Wn)_ 9
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then we can estimate

< - <
5 < I(tywy) 2tn||wnHH1 /]R? F(tpwy)dr < 275”
and
t2>1  vVn>1. (5.18)
At t =t,, we have
0= i](twn) =1, — / f(tpwn)wp dz
dt t=tn R2

which implies that

t2 = [ (tnwn)tnwny dx . (5.19)

IR,2
We claim that {t,,}, C R is bounded. In fact, since

tn 1 .
thwy, = ———— ——+/logn — +oco a.e. in B1
" ol vam Y z

from (5.17), it follows that at least for n > 1 sufficiently large

2
t
2—12n—logn
2 7r Znll2
eAm(tnwn)” g — — Boe fen . (5.20)
n

1
n

tgz > f(tnwn)tnwn dxr > BO/
B B

Consequently

2
tn

2= 2
1 2 7T/80€ Hwn”Hl

logn—2logt,—2logn

for n > 1 sufficiently large and {¢,},, must be bounded.
We claim that
t2 =1

as n — +oo. Arguing by contradiction, since (5.18) holds, we have to assume that

lim t2>1.

n—+400

Recalling (5.20), for n > 1 sufficiently large we have

2
210gn<|t"2—1>
w
to > 7hoe "l

and letting n — +o00 we get a contradiction with the boundedness of the sequence {t,}.
In order to estimate (5.19) more precisely, we define the sets

An = {.’IIGBl |tnwn($)zg}v Cn = Bl\An

where 5 > 0 is given in (5.17). With (5.19) and (5.17) we can estimate

t?@ > f(tnwn)tnwn dx > ,80/ 64“’21%2‘ dz + f(tnwn)tnwn dx — ,80/ 647”21“)% dx
B; B Ch n
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for any n > 1. Since w, — 0 a.e. in Bjp, from the definition of C,, we obtain that the
characteristic functions
Xxc, —+ 1 a.e. in By,

and the Lebesgue dominated convergence theorem implies that

/ f(tpwn)tpwn dz — 0,
C"L

2, .2
/ enn dy —s
Cn

as n — +oo. If we prove that

lim TR d > 27 (5.21)

then
1= lim 2 > 7fy

n—-+0o00

which is in contradiction with (5.16). To end the proof it remains only to prove that
inequality (5.21) holds. As a consequence of (5.18)

1
2,2 2
/ et dp > / en do = 21 / e
Bi\B1 Bi\B1 .
n n

and if we make the change of variable

2 1 2(1
@n |2, logn log (g)
Hl sds

1
L log
[@nll g1 logn

then we obtain the following estimate
S
/ 647rt%w,21 dx > 27T||wnHH1 1Ogn/lwnlﬂl 62log"rL(7—2_||wn||I_11’r) dr .
Bi\B1 0

Now it suffices to notice that

1

—[@nll g7 0<7< 55
T i~ ) () # ! et 72
Tonllgr — 19nEH )T = @Gallr ) T el 2Menllr =7 = ol
to conclude that (5.21) holds. O

Now we consider the case when (f2) and (f3) holds. In this case, as a consequence of
(f3), we have that for any € > 0 there exists s. > 0 such that

sf(s) > (Bo —e)e™™ Vs> s, .
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Let r > 0 be such that
B > L
0 7"27[' )

we consider the modified Moser’s sequence introduced in [31]:

(logn)% 0< |z <L,
Mn(l‘) - 1 logﬁ1 r < ‘:L" < r,
Vor | Gogmz ™ T 0T
0 lx| > 7.

We can notice that M,, € H}(B,) C H'(R?), |[VM,|]2 = 1 and

— 1
3,08 =0 (1077
ogn

M|z

and arguing as before (see also [31], Lemma 4.4) we have the following result

as n — +oo. We then define

n -

Lemma 5.16. Assume (f2) and (f3). Then there exists n € IN such that

1
I(tM —.
max (t n)<2

Lemma 5.15 and Lemma 5.16 give indeed more precise informations about the mountain
pass level ¢ both in the case when f is as in (5.3) with 0 < A < 1 and in the case when

(f2) and (f3). In fact, from these lemmas we get the existence of u € H'(R?) such that

1
I(t —.
max I(tu) < 3

Let ¢ > 0 be such that I(tu) < 0 and let ug := tu. If we consider the path

F:=t-tu Vtel0,1]

then 5 € T := {y € C([0, 1], H'(R?)) | v(0) = 0, ¥(1) = up € H'(R*)} and we have

N | =

< I(7(t)) < I(tu) <
¢S max (7(t)) < max I(tu)

5.4. The infimum A is attained

(5.22)

In this Section we will prove Proposition 5.5. We can notice that, either in the case when
f is of the form (5.3) with 0 < A < 1 or in the case when (fo), (f1), (f2) and (f3) hold, if
the infimum A is attained then the minimizer u € H1 ,(R?)\ {0} is a solution of problem

.2), under a sultable change of scale. In fact, 1if u € 1s such that
5.2), und itable ch f scale. In fact, if u € H. ;(R?)\ {0} is such th

1/ |Vul>de = A
2 R2
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and

G(u)dx =0
]RQ

then there exists a Lagrange multiplier 8 € R, namely

1
= Vu'Vvdx:tQ/ g(u)vdx Vo € HY(R?) .
2 R2 R?

Since it is easy to see that 6 > 0, we can set

up(z) = u (\%) (5.23)

for a.e. x € R%. We have that ug is a non-trivial solution of problem (5.2) and hence
m < I (UQ) .

Moreover
/ |Vu9|2dx:/ |Vul>de = A / G(up)dr =0 G( Ydr =0,
R2 R?

from which we get I(ug) = 5 [p2 |Vug|? dz = A and thus m < A.

Therefore to prove Proposition 5.5, it remains to show that the infimum A is achieved.
The proof in the case that we assume (fo), (f1), (f2) and (f3) can be easily reduced to the
proof of [10], Theorem 1.4. It suffices to notice that from Lemma 5.14 and from inequality

(5.22), it follows that

1
A< =
<2

and thus we are in the same framework of the proof of [10], Theorem 1.4.

Proof of Proposition 5.5 in the case f(s) := Ased™ Vs € R with 0 < A < 1. From Lemma
5.14 and from inequality (5.22), it follows that

1
A<
=2

Let {un}, € H'(R?)\ {0} be a minimizing sequence for A:

1
= |V, |? da "ZEC A,
2 ]R2

, G(up)dr =0 Vn>1. (5.24)
R
Without loss of generality we may assume that {u,}, C HL (R*)\{0} and that |u, |2 = 1.
We will prove that the weak limit u € HL (R?) of {u}, in H'(R?) is a minimizer for A.
Since
limsup/ |Vup|>de =24 <1,
R2

n——+oo
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from Lemma 5.10 it follows that
A A
[ Py e = Jlunlp "5 [ P Sl
R? R?
Furthermore, (5.24) leads to
1
/ F(uy)dx = = .
R? 2
Therefore
Flu)der — —|ull5==(1—-X) >0
R2 2 2
which in particular implies that u # 0.
From the weak convergence u, — u in H'(R?), we get
1 1
A= liminf/ |Vu,|? > / |Vul? .
n—+oo 2 [Rp2 2 Jg2
Hence, to conclude, it suffices to prove that
G(u)dxr =0.
R2
Since u, — u in H'(R?), we have
2 i i 2 _
ol < tim inf [ 3 = 1
and thus
Lo A 1 2
G(u)dz = Fu)de = Sllullz= | F(u)de = Jllull; + 54 = Dulz =
R?2 R2 R?2
1 1 1
= SA= N+ 0= Dl = 5~ ~ ul3) >0
If we argue by contradiction assuming that
G(u)dz #0
RQ
then we have necessarily
G(u)dx > 0. (5.25)
R2
Let )
t
h(t) := G(tu) dx = / F(tu)der — —|lull3 Vt>0.
R2 IR,Q 2
We can notice that for any ¢ € (0, 1) we have
A A AR (4r) :
/ F(tu)dz = / (64”2“2 — 1) de = St ||jul3 + = Z mt27/ u¥ dx <
R2 81 JRr2 2 8T = j! R2
+o00 ;
Ao 9, 4 (4m)? 2j _
< §t ||u||2+t gZT ]RQU dr =

j=2
_ A 2 2 4 A dmu?
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Hence for any ¢ € (0, 1)
h(t) < 1(A — D)2 ||u? +t4)\/ (™" — 1) dx
) 2707 81 JRe ’

from which we deduce that h(t) < 0 for ¢ > 0 sufficiently small. But h(1) > 0, as a
consequence of (5.25), and thus there exists ¢y € (0, 1) such that h(tyg) = 0, that is

G(tou)dx =0
R2
Therefore ) 1
A< / IV (tow)[2 dz = tg/ IVl dz < £24 < A
2 RQ 2 R2
which is a contradiction. O

5.5. Proofs of Theorem 5.1 and Theorem 5.3

In order to prove Theorem 5.1 and Theorem 5.3 we can notice that, both in the case when
f is of the form (5.3) with 0 < A < 1 and in the case when (fo), (f1), (f2) and (f3) hold,
from Proposition 5.5 we have m < A. Moreover, Lemma 5.14 tells us that A < ¢ and hence

m<c.

It remains only to show that
m>c (5.26)
to conclude that the mountain pass level ¢ gives the ground state level.

In [40] the authors proved the following result

Theorem 5.17 ([40], Lemma 2.1). Assume (g0), (91), (92) and (g3) as in Theorem 5.4.
Then for any solution u of (5.1) there exists a path v € T such that u € ([0, 1]) and

Iv() =m .
Jnax (v() =m

It is easy to see that the proof of this theorem works also under our assumptions and
this leads to (5.26).

Indeed, we can notice that in this way we proved that
m=A=c.

Hence if u € H'(R?) is a minimizer for A and we define ugy as in (5.23) then ug is a ground
state solution of problem (5.2). This gives a proof of Proposition 5.6.
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CHAPTER O

A biharmonic equation in R*: the subcritical case

In this Chapter we consider a biharmonic equation of the form

{A2u+V(|$|)u=f(u) in R (6.1)

u € H*(RY)

where the condition v € H?(R*) expresses explicitely that the biharmonic equation is to
be satisfied in the weak sense. Assuming that the potential V' satisfies some symmetry
conditions and is bounded away from zero and that the nonlinearity f is odd and has
subcritical exponential growth (in the sense of the Adams-type inequality (3.1), see also
Theorem 2.1), we prove a multiplicity result. More precisely we prove the existence of
infinitely many nonradial sign-changing solutions and infinitely many radial solutions in
H?(R*). The main difficulty is the lack of compactness due to the unboundedness of the
domain R* and in this respect the symmetries of the problem play an important role.

In order to obtain the existence of infinitely many nonradial sign-changing and radial
solutions for the biharmonic problem (6.1), we make the following assumptions on the
potential V and the nonlinearity f:

(V1) V € C(R*, R) is bounded from below by a positive constant Vp,
V(z)>Vo>0  VoecR*;

(Vo) V is spherically symmetric with respect to 2 € R*,
Viz) =V(|z|) Vz € RY;

(f1) f € C(R, R) has subcritical exponential growth, i.e.
)

|s]|—+o0 eas®

=0 VYa>0;

(f2) f(s) = o(]s]) as |s| = 0;



A biharmonic equation in R*: the subcritical case 71

(f3) fis odd.

We can notice that, as a consequence of assumption (f3), nonzero solutions of (6.1) occour
in antipodal pairs, namely if u is a solution of (6.1) then —u is a solution of (6.1) too.
Furthermore, setting F(s) := [ f(t) d¢, we will assume that:

(F1) 3p > 2 such that
uF(s) < sf(s) Vs €R;

(F») 35 > 0 such that |ifl>f*F(8) > 0.

Remark 6.1. (Fy) and (Fy) implies the Ambrosetti-Rabinowitz condition, namely
(A—R) 3u>2 suchthat 0<pF(s)<sf(s) Vs>5s.

As we will see during the proof, we need the stronger condition (Fy) to obtain the Palais-
Smale condition.

Example 6.2. The function f(s) := s(e?lsl — 1) Vs € R, where v > 0, satisfies conditions
(f1), (f2), (f3), (F1) and (Fy), for a proof see Proposition 6.15.

We can now state our main result:

Theorem 6.3. Assume that (V1), (Va), (f1), (f2), (f3), (F1) and (F») hold. Then there
exists an unbounded sequence {tuy}rew of sign-changing solutions of (6.1) which are not
radial. There also ezists an unbounded sequence {+uy}ren of radial solutions of (6.1).

Here and below the unboundedness of the sequences {ug}ren of solutions has to be
understood as follows:

/IR4 [(Aug)? + V(|z|)up] dz — +oo  as k — +o0 .

We point out that, since problem (6.1) is invariant under rotations, it is natural to look
for radially symmetric solutions. Therefore it seems to be more interesting the multiplicity
of nonradial solutions of (6.1). Concerning the unbounded sequence {uy}ren of sign-
changing solutions of (6.1) which are not radial, we can notice that the orbit of wuy

O4) xup :={uog : g€ O4)} C H* (R
is diffeomorphic to the quotient space O(4)/Z(uy), where
Z(ug) == {g € O4) : uk(gz) = uk(z) Yz € R*} C O(4)
is the isotropy group of ug. Since uy is not radial, it is possible that for some g € O(4)
u(gz) = u(z) Ve R,
but this cannot happen for all g € O(4), namely Z(uy) € O(4). Therefore

dimO(4) xup = dim O(4)/Z(uy) > 1
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and to each wuy corresponds a nontrivial O(4)-orbit of solutions to (6.1). Furthermore the
orbits O(4) x u, and O(4) * ug, with k; # ko and k1, k2 sufficiently large are disjoint
because

/4 (A (g 0.9))” + V(Jz]) (ug 0 9)?] dw =

R

= / [(Aup)? + V(|z])ui] dz — +00  as k — +oo .
IR4

It will be clear during the proof that it is possible to obtain an unbounded sequence of
nonradial sign-changing solutions of (6.1) without requiring the potential V' to be spheri-
cally symmetric with respect to z € R*. In fact we may replace the assumption (V2) on
the potential V' with the following weaker assumptions:

(V4) V is spherically symmetric with respect to x1, g € R?,

V(z) = V(] [za]) Vo = (21, 72) € R x R?;

(V3') V(1. |zo]) = V(Jaal, J21]) Va1, 22 € R? .
Theorem 6.4. Assume that (V1), (V3), (V3'), (f1), (f2), (f3), (F1) and (F3) hold. Then

there exists an unbounded sequence {+uy}rew of sign-changing solutions of

(6.2)

A%u+ V (|21, |z2))u = f(u) in R*
u € H*(RY)

which are not radial.

Furthermore, requiring only the potential V' to be spherically symmetric with respect
to x1, xo € R?, it is possible to obtain an unbounded sequence of solutions of (6.2).

Theorem 6.5. Assume that (V1), (V3), (f1), (f2), (f3), (F1) and (F) hold. Then (6.2)
possesses an unbounded sequence {Fug}ren of solutions.

To prove these theorems we will follow a variational approach. Let X be the subspace
of H*(R?) defined as

X = {u e H*(RY) ’ / [(Au)? + V(z)u?] dx < —i—oo} .
R4
By (V1), it follows that X is a Hilbert space endowed with the scalar product
(u, v) :—/ AulAv dx +/ V(z)uv dz u,veX
R* R*

to which corresponds the norm |lu|| := \/(u, u). Applying an interpolation inequality, it is
easy to see that the embedding X < H?(R*) is continuous.
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The solutions of (6.1) are critical points of the functional
L2
I(u) := —|Jul|* — F(u)dx Vue X
2 ]R4

which is well defined and differentiable on X, namely I € C!(X, R). The difficulty in
working in this variational framework is the lack of compactness, infact I fails to satisfy
the Palais-Smale condition in X. However, to gain compactness, we shall exploit the
symmetries of the problem imposing the invariance with respect to a group G acting on X.
Let X be the space of fixed points in X with respect to the action of the group G:

Xe:={ue X |u(gz) =u(z) Vg€ G and ae. :UGR4} CX.
We will prove the following result:
Proposition 6.6. Let G be a group acting on X wvia orthogonal maps such that:
(G1) I: X — R is G-invariant;
(G2) Xg is compactly embedded in LP(R*) for any p € (4, +00);
(G3) dim Xg = +o0.
Then I has an unbounded sequence of critical points lying on Xgq.

To prove Proposition 6.6, we will show that the problem reduces to the study of the
multiplicity of critical points of the restriction I|x, which behaves like a mountain pass
and satisfies the Palais-Smale condition. More precisely I|x,, satisfies the assumptions of a
generalized mountain pass theorem due to A. Ambrosetti and P. H. Rabinowitz [59] which
gives the multiplicity of critical points.

This Chapter is organized as follows. In Section 6.1, we will prove Proposition 6.6. In
Section 6.2, we will show the existence of a group G, which satisfies the assumptions of
Proposition 6.6, following an approach introduced by T. Bartsch and M. Willem in [13] (see
also [12]). This approach allows to obtain additional informations on the nodal structure of
the critical points. The existence of such a group together with Proposition 6.6 will allow
us to conclude that the main theorem, Theorem 6.3, holds. We will also explain how to
adapt these arguments to prove Theorem 6.4 and Theorem 6.5. As shown in Section 6.3,
these arguments can also be adapted to obtain similar results for biharmonic problems of
the form

A2y — div (U(x)Vu) + V(z)u = f(u) in R?
u € H*(RY)

under suitable assumptions on U, V : R* — R.
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6.1. Mountain pass structure and Palais-Smale condition
We consider the functional
I(u) = %HU\P _ /}R Fluds YueX.
We can notice that, as a consequence of (f1) and (f2), fixed @ > 0 and ¢ > 0, we have
the existence of two constants ¢1, ¢ > 0 such that
£(s)] < eals| + eals]7(e® = 1) VseR;
therefore, from (A — R), it follows the existence of two constants ¢;, ¢2 > 0 such that:
IF(s)| < @s|? +ea|s|”(e®” —1) VseR .

This together with Remark 3.8 implies that the functional I is well defined on X. Using
standard arguments, it is easy to see that I € C*(X, R),

I'(u)v = (u, v) — f(u)vdz Yu, v e X
R4

and the critical points of I are solutions of problem (6.1).

The main aim of this Section is the proof Proposition 6.6. Thus let G be a group acting
on X via orthogonal maps satisfying (G1), (G2) and (G3). Firsly we can notice that, as a
consequence of the principle of symmetric criticality [55], any critical point of the restriction
I|x, is a critical point of I too. Therefore the proof of Proposition 6.6 reduces to show
that I|x, has an unbounded sequence of critical points. To do this we apply the following
generalized mountain pass theorem.

Theorem 6.7 ([59], Theorem 9.12). Let (E, ||-||) be an infinite dimensional Banach space
over R and let I € C1(E, R) be an even functional such that I(0) = 0. We assume that:

(11) 3p, v > 0 such that I|g \j0y > 0 and I|sp, > v > 0 where
B,={ueF||lul <p}CE;
(Io) for any finite dimensional subspace E C E the set {u € E | I(u) > 0} is bounded;

(I3) the Palais-Smale condition holds.

Then I possesses an unbounded sequence of critical values ¢, — 400 as k — +00.

As mentioned above I € C'(X, R), moreover I is even and I(0) = 0. We have to show
that the functional I|x, satysfies the remaining hypotheses of Theorem 6.7 for £ = Xg
which is infinite dimensional by assumption (G3).

Lemma 6.8. Assume (f1), (f2) and (A — R). Then I|x, satisfies (I1).
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Proof. As a consequence of (f1), (f2) and (A — R), fixed & > 0 and ¢ > 1, we have that
for any 0 < ¢ < 1 there exists a constant C(«, ¢, ) > 0 such that

[F(s)| el + Cla, g, 2)]s|7(e™ 1) VseR . (6.3)

Thus in particular if we fix &« = 1 and ¢ > 3 then for any 0 < £ < 1 we have
/ F(u)dx < ellul|3 + C(q, 5)/ \u|q(e“2 —1)dz VYue Xg.
R* R*

Now, recalling that the embedding Xg < H?(R?) is continuous, namely there exists a
constant C' > 0 such that
[ullpz < Cllul|  Vue Xa,

we have that if [jul| < % then |lu|| g2z < 1. Applying Lemma 3.9

1

/ Fu)de < elull3 + Ci(g, )lul!  Vue Xe, flull < =
R4 C

1 —
and without loss of generality we may assume that [C1(q, €)]+—2 > C.
So for any u € X¢g with [jul| < % we have

1 1 €
I(u) > QIIUH2 —ellullz — Ci(q, &)|Jul| > < - > ull* = Ci(q, &)llul|* =

\%

2 W

(6.4)
—ul? (5 - 5 = Cala, a2 .

Now we choose 0 < € < 1 as follows

. 1 1
O<€<m1n{17 (2—2(1_2)%}

1
pi=——
2[C1(q; e)]2
Since p < %, (6.4) holds for any u € X with |lul]| = p and we have

and we set

1 € 1 € 1
IwW>pl=———C 2)=p2 (- — - — ) VueX = p.
(u) > p <2 7 1(q, €)p > AT A= ue Xg, [lull =p

Setting
1 € 1
2
= —_— = — 0
Yi=p (2 Vo 2q—2>> )
we get

>y Yue Xo flul =p.
In conclusion, if p; < p then applying (6.4) we have that for any v € X with ||ul| = p1

1 € _ 1 € _ ¥
I(u) > p3 <2 e Ci(q, €)p! 2) > pi (2 v Ci(q, €)p° 2) - p%? >0
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and this means that
Iw) >0  YueXe\ {0}, flull < p.

0
Lemma 6.9. Assume (f2) and (A — R). Then I|x, satisfies (I2).
Proof. As a consequence of (f2) and (A — R) there exist Cy, Cy > 0 such that
F(s) > Cy|s|* — Cy|s|? VseR .
Therefore for any u € Xg we have that
1 1 Oy
M) < P + Colll — il < (5 + 52 ) WP = Culal . (65)

Let E be a finite dimensional subspace of Xg.NSince all norms in F are equivalent, there
exists a constant C' > 0 such that for any u € E we have |jul|, > C|u||. Thus

1 C ~ ~
Iw) < (= 4+ 2 Ju)? - Cillul*  VYueE
2 W

and in particular for any u € E with |jul| = R

1 CQ 2 =~
<[ = _= — Ko
I(u)_<2+VO>R C1R

This means that for R > 0 sufficiently large
I(u) <0 Vu e E, |jul| > R
and the set {u € E | I(u) > 0} is bounded. O

Lemma 6.10. Assume (f1), (f2) and (F1). Then I|x, satisfies (I3).

Proof. Let {un}new C X be a Palais-Smale sequence, that is |I(uy)| < C; ¥n € IN and
I'(up,) — 0 as n — 4o0.
Firstly we prove that {u,}nen is bounded in X¢. For any u, v € X¢

I'(u)v = (u, v) — » flw)vdz

therefore, for any n € IN

As a consequence of (F}) we have that

[ (- )
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and so we obtain

1 1 1
Iun—I/ununZ(—> unl? VYn e NN. 6.6
(un) . (un) > % [Junl (6.6)
On the other hand
1, 1., Co
I(u,) — ﬁ I'(up)upn, < |I(up)| + ; [T (un)un| < Cy + FHunH VneN. (6.7)
From (6.6) and (6.7) it follows that
1 1 C
0< <—) HunH2§Cl+—2HunH Vn e N
2 %

which means that {uy}nen is bounded in X.

It remains to prove that {u,}n,eN converges up to subsequences. Since, by assumption,
(G2) holds and since {uy, }new is bounded in X¢, we have that u, — u in LP(R?) for any
p € (4, +00). Here and below, up to the end of the proof, convergence has to be understood
up to the passage to a subsequence.

Fix n € IN. Since

[ (un) = I'(w)](u = up) = [l — un | — /}R4 [f (un) = f(w)l(u = un) de

then
= un||* = [ (un) = I’ (w)] (v — un) +/ [f(un) = f(w)](u — up) dz .

R4
As {up }nen is a bounded Palais-Smale sequence we have that

[ (tn) = I'(w)](u = up) = 0

when n — +o00. If we show that for any 0 < € < 1 there exist constants C3 > 0 and
C4(e) > 0 such that

By = [ () = S~ un)do < Coe + Crl)u—uwall,  VneN (69
R

for some p > 4, then it follows that ||u — u,||> — 0 as n — +oo that is what we wanted to
prove.

Therefore to end the proof we have to show that (6.8) holds. At this aim we can notice
that as a consequence of (f1) and (f2), fixed @ > 0 and ¢ > 0, for any 0 < € < 1 there
exists a constant C'(«a, ¢, €) > 0 such that

[F(&)| Scls| +Cla, g, &) [s[7(e ") VseR .

Let o > 0 and ¢ > 0 to be choosen during the proof. Then for any 0 < € < 1 we have

By [ 15+ 1] =l do <

[ Jeunl+1ab +
R

+C(ay, q, €) <|un|q(eo‘“?L -1+ ’u‘q(eO‘UQ — 1))} |lu — up| de =
= 8El,n + C(Oé, q, 5) E2,n

IN
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where we have set
Ei, = /R4<|un|+|u|) lu — uy| dx VnelN,
By = /134 (yun|q(ea"% — 1) + w2 (e — 1)) lu—un|dz  VYneN,
We estimate E ,, as follows:

2
By < /R (4 uf) dr < 2 + ) < =l + []?) € Co V€ I,

To estimate Es , we apply Holder’s inequality with % + % = 1 obtaining that

4
5
E2,n < |:</ |un|iq(€a“%—1)idx> +
IR4
4
5
# ([ e = pian)” | u wls -

= (Bt + Enn)t] =l

where we have set

2

Eyp = / |un|%q(e°‘“” - 1)% dz Es = / |u|%q(eo‘“2 - 1)% dx Vn e IN.
R* R*

Now, it suffices to prove that E, ,, and E5 ,, are bounded by a constant independent of n to
conclude that (6.8) holds with p = 5. As {up }nen is bounded in X there exists a constant
M > 0 such that ||Jup||gz < M Vn € N and ||ul|gz < M. Thus, choosing o < g%}r; and
g > 2, we can apply Lemma 3.10 obtaining the desired estimate for Ey , and Es . This

completes the proof of Lemma 6.10. O

In conclusion I|x,, satisfies the assumptions of Theorem 6.7 and possesses a sequence
{ck ke of critical values such that ¢ — +o0 as k — 4o00. The associated sequence of
critical points {ug }ren lies in X and is unbounded. Infact, reasoning as in (6.5), we get

1 02 2
- < (=422
o= 1) < (5+ 52 ) I

from which it follows that ||ug|| — 400 as k — +o0.

6.2. Exploiting symmetries

We have to construct a group acting on X which satisfies the assumptions of Proposition
6.6, namely a subgroup G C O(4) acting on X and satisfying (G1), (G2) and (G3). As
already mentioned, at this aim we will follow an idea of T. Bartsch and M. Willem ([13],
see also [12]).
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Let H be the subgroup of O(4) defined as

H:=0(2) x 0(2) = {(g g) L abe cf)(z)} c o)

and consider
0 o
= . (¢!
r= (5 ) cow
where iy denotes the identity matrix in R%2. We can notice that 7=! = 7 and 7 is in the

normalizer of H in O(4), namely TH = H7. We define G :=< H U {7} >, an element
g € G can be written uniquely in the form

g=h or g=ht
with h € H. We consider the action of G on X defined by

hxu(z) = wuh 'z) for a.e. z € R*, Vh € H ,
hrxu(z) = —u(th 'z) for a.e. z € R, Vh e H

for any u € X. It is easy to see that this indeed defines an action of G on X, namely
igxg = g and (g1g2) *u = g1 * (g2 * u) for g1, g2 € G, u € X, and that this action is
continuous.
Remark 6.11. A special case of the action of G over X is the following:
Txu(z) = —u(rz) for a.e. z € R .

So in particular if u € Xg and & € R* with & = ha for some h € H then

—u(x) = u(tz) = u(rh lrz) = uw(h'2) = u(z)
and u(x) = 0. Therefore any u € X must necessarily be zero on the set

{x € R* | 72 = ha for some h € H} .

Since I is even according to (f3), I is G-invariant. In fact if we assume that (V2) holds
then the potential V' is spherically symmetric and in particular V is G-invariant

Vi(gz) =V (|lgz]) = V(|z]) = V(z) Vge G COM4),VeeR.
Also under the assumptions (V4) and (V3') on the potential V' we have that
V(ha) = V(lazi|, [bra]) = V(|ail, [22]) = V(2) ,
V(hrz) = V(lazs], [bx1]) = V(|22|, [z1]) = V (21, |22]) = V(2) ,

Vh = (g 2) € H, Vr1, 22 € R?
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and V is G-invariant. Therefore condition (G1) is satified. The compactness condition (G3)
is a consequence of a result due to E. Hebey and M. Vaugon (see [39], Corollary 4) which
generalize a well known result of P. L. Lions (see [48], Théoreme III.1). For the convenience
of the reader we report here below the part of this more general result that we will use.
If € R* then we write z = (1, x2) where x1, 9 € R? with respect to the splitting
R* = R?Z x R?%. Let W}{A(R‘l) the subspace of W 4(R*) consisting of all u € W1 4(R%)
radially symmetric with respect to z; € R? for i € {1, 2}

WHARY = {u e WHRY |hsu=u Vhe H}.

WI?4(IR4) is nothing but the space of fixed points in Wh4(R*) with respect to the action
of H.

Theorem 6.12 ([39], Corollary 4). For any p € (4, +00) the embedding
Wi (RY) = LP(RY)

is compact, i.e. W}{A(R‘l) s LP(RY).

Now, as a consequence of Theorem 6.12, the hypothesis (G2) of Proposition 6.6 easily
follows
Xg = W' (RY) << LP(RY)  Vpe (4, +0) .

Obviously we have also that G satisfies hypothesis (G3). Therefore, from Proposition 6.6,
we obtain the existence of an unbounded sequence {ug}rew C X¢ of critical points for the
functional I. These critical points are not radial, infact by construction

ug(z) = —uk(72) for a.e. z € RY, Vk € N

and, furthermore, are sign-changing (see Remark 6.11 above). This ends the proof of
Theorem 6.4 and of the first part of Theorem 6.3.

We can notice that it is easy to adapt the previous arguments to obtain a proof of
Theorem 6.5. In fact we can apply again Proposition 6.6 with the action of H defined by

hxu(zx) :=u(h™ 1) for a.e. z € R*, Vh € H .

Since the potential V is spherically symmetric with respect to z1, 2o € R? according to
(V3), I is H-invariant and condition (G1) is satisfied. Furthermore, from Theorem 6.12 we
have

Xy = WEHRY) —— LP(RY)  Vp e (4, +00)

and also condition (G2) is satisfied.

To conclude the proof of Theorem 6.3, it remains to prove the existence of an unbounded
sequence of critical points of I which are radial. At this aim it suffices to notice that the
orthogonal group O(4) satisfies the assumptions of Proposition 6.6 with respect to the
action defined by

g*u(z) = u(h™tz) for a.e. x € R*, Vg € O(4) .
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Infact, since the potential V' is spherically symmetric according to (V2), condition (Gy)
is satisfied and we have the following result of P. L. Lions [48] which states that O(4)
satisfies (Ga). Let H2 (R*) be the subspace of H2(R?*) consisting of all u € H?(R*) which

rad

are radially symmetric. Hfad(IR4) is nothing but the space of fixed points in H?(R*) with
respect to the action of O(4).

Theorem 6.13 ([48], Théoreme I1.1). For any p € (2, +00) the embedding

H? (R*) — LP(RY)

rad

is compact, i.e. H2 (R*) —— LP(R*).

Therefore, applying again Proposition 6.6 with G = O(4) we obtain an unbounded

sequence of critical points for the functional I lying on H2 4 (RY).

6.3. Final remarks

Nothing needs to be modified in the previous arguments, in order to obtain similar results
for equations of the form

{A2u —div (U(z)Vu) + V(z)u = f(u) in R* (6.9)

u € H*(RY)

where U, V : R* = R are continuous functions bounded away from zero and which satisfy
some suitable symmetry conditions. In fact, assume (V) and

(Up) U € C(R*, R) is such that U(z) > Uy >0 Va € R

Then the functional space for a variational treatment of problem (6.9) is the subspace X
of H?(R*) defined as

X = {u e H*(RY) ’ / [(AU)Q + U(x)|Vul® + V(x)uQ] dzr < —|—oo} cX,
R4
and, by (V1) and (U}), it follows that X is a Hilber space endowed with the scalar product
(u, v) g = AulAvdzr + U(z)Vu - Vudx +/ V(z)wdr u,veX

R4 R4 R4

to which corresponds the norm ||ul| ¢ := \/(u, u) 3. Moreover the embedding X < H?(RY
is continuous. The associated energy functional is

1 ~
I(u) := 2||u||§(—/]R4F(u)dx Vue X

and the following result holds
Theorem 6.14. Assume (U1), (V1), (f1), (f2), (f3), (F1) and (F).
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(1) Assume (V) and

(Up) U is spherically symmetric with respect to x € R, U(z) = U(|z|) for any
r € RL

Then there exists an unbounded sequence {tug}ren of sign-changing solutions of
(6.9) which are not radial. There also exists an unbounded sequence {tug}ren of
radial solutions of (6.9).

(i1) Assume (V3), (V3') and

(U}) U is spherically symmetric with respect to x1, xo € R?, U(x) = U(|z1|, |z2|) for
any © = (z1, v2) € R? x R?,
(U5) Ullz1l, l2l) = U(lzal, |21]) fro any a1, 2> € R?.

Then there exists an unbounded sequence {tug}tren of sign-changing solutions of
(6.9) which are not radial.

(it3) Assume (V4) and (Uj). Then (6.9) possesses an unbounded sequence {fuy}ren of
solutions.

We end this Section with the Example 6.2 mentioned in the introduction of this Chapter.

Proposition 6.15. Let v > 0. The function f(s) := s(e'*l — 1) Vs € R satisfies the
assumptions (f1), (f2), (f3), (F1) and (F2).

Proof. 1t is easy to see that (f1), (f2) and (f3) are satisfied. Since f is odd, we have that

F' is even and
1 1 2

‘ »

F(s) = ;sevs—ﬁ(ew—l) -3 Vs >0.
Exploiting the symmetry of F', to prove that (F}) and (F») hold it suffices to show that
g(s):=sf(s) —pF(s) >0 Vs>0 forsomepu>2, (6.10)
and
inf Fi(s) >0 for somes>0. (6.11)
§>s

But (6.11) is a direct consequence of

lim F(s) =400,

S—+00
and hence it remains only to prove (6.10). We can notice that g(0) = 0 and for any s > 0
g'(s) = 75°€” — (n—2)s(e™* = 1) > y5°™* — y(p — 2)s%€° = (3 — p)ys’e™ > 0

provided that p < 3. Therefore, choosing 2 < pu < 3 we have that g(s) > 0 for any s > 0
and (6.10) holds. O
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CHAPTER 7

A biharmonic equation in R*: the critical case

In this Chapter we give sufficient conditions for the existence of solutions of a biharmonic
equation of the form

A%u+V(z)u= f(u) in R? 71
u € H*(RY) (7-1)
where V' is a continuos positive potential bounded away from zero and the nonlinearity
f(s) behaves like €05” at infinity for some aq > 0.

In order to overcome the lack of compactness due to the unboundedness of the domain
R*, we require some additional assumptions on V. In the case when the potential V' is large
at infinity we obtain the existence of a nontrivial solution, while requiring the potential V'
to be spherically symmetric we obtain the existence of a nontrivial radial solution. In both
cases, the main difficulty is the loss of compactness due to the critical exponential growth
of the nonlinear term f.

For easy reference, we introduce now the conditions on the non linear term f appearing
in (7.1) which will be assumed in all theorems of this Chapter:

(fo) f: R — R is continuous and has critical growth with ag > 0, i.e.

o |f(s)|:{0 if a > ag,

2 .
|s| =400 €8 +o ifa<ap;

(f1) there exists p > 2 such that 0 < pF(s) = ,u/ f(t)dt < sf(s) for any s € R\{0};
0

(f2) there exist sg, Mp > 0 such that 0 < F(s) < Mp|f(s)| for any |s| > so;
sf(s)

2 ZBO>O-

s—+o00 eX0Ss

We will treat two different problems distinguished by the behaviour of the potential V.
The first result is concerned with the case when the potential V : R* — R is bounded from
below by a positive constant and unbounded at infinity, namely V' satisfies the following
conditions:



A biharmonic equation in R*: the critical case 84

(Vo) V: R* = R is continuous and V(x) >V > 0 for any = € R*;

(Vi) either lim V(z) = +oo or & € LY(RY).

|z| =400

The natural space for a variational treatment of the biharmonic problem (7.1) is the sub-
space E of H*(R?*) defined as

E = {u e H*(RY) | /]R4 V(z)u?dr < —i—oo} . (7.2)

From (Vp) it follows that E is a Hilbert space endowed with the inner product

(u, v) = AulAv dx +/ V(z)uv dz Yu,v € E
R* R*

to which corresponds the norm |ju|| := \/{(u, u).

Condition (Vp) implies that the embedding E < H?(R?) is continuos and thus the
embedding E < LP(R?) is also continuous for any p € [2, +00). Moreover, exploiting con-
dition (V1) and using standard arguments (see [26]), it is easy to prove that the embeddings

E —— LP(RY)  Vpe |2, +0)

are compact (see Proposition 7.7).

Thus, in the case when (V) and (V}) hold, the lack of compactness due to the un-
boundedness of the domain R* is recovered. In this case we obtain the following existence
result.

Theorem 7.1. Assume that the potential V' satisfies (Vo), (V1). Assume that the nonlin-
earity [ satisfies (fo) — (f3) and

(fa) f is odd, namely f(—s) = —f(s) for any s € R, and f : R™ — R™T is nondecreasing,
namely f(s1) < f(s2) for any 0 < s1 < s9.

Then problem (7.1) has a nontrivial solution.

Example 7.2. Let ag > 0. The functions f(s) = s(e®* —1) and f(s) = sign (s)(e®s* —1)
satisfy conditions (fo) — (fa), for a proof see Proposition 7.17 and Proposition 7.18.

If we require only the potential V' to be bounded from below by a positive constant,
namely (V) holds, then we still have the continuous embedding E < LP(R?) for any
p € [2, +00) but these embeddings are not compact. However in the case when the potential
V' is spherically symmetric, namely

(V) V(z) = V(|z|) for any = € R*,

then the lack of compactness due to the unboundedness of the domain R* can be overcome
by exploiting the spherical symmetry of the problem, obtaining the existence of a nontrivial
radial solution.

Theorem 7.3. Assume that the potential V' satisfies (Vy), (Va) and that the nonlinearity
f satisfies (fo) — (f3). Then problem (7.1) has a nontrivial radial solution.
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We point out that if the potential V' is constant, i.e.
V(z) =V >0 VzecR?,
then (V) and (V3) hold. Hence as a particular case we have the following

Corollary 7.4. Let Vy > 0 and assume that f satisfies (fo) — (f3). Then the biharmonic
problem

A?u+Vou = f(u) in R?

u € H*(RY)
has a nontrivial radial solution.

This Chapter is organized as follows. In Section 7.1 we study the geometric properties
of the functional associated to a variational approach to problem (7.1) and in particular
we prove that this functional has a mountain pass structure. This leads to consider the
minimax level given by the mountain pass theorem of Ambrosetti and Rabinowitz [11]. In
order to overcome the difficulties caused by the lack of compactness due to the critical
growth of the nonlinearity f, in Section 7.2 we introduce tests functions connected with
the sharp Adams’ inequality (see Theorem 2.1 or inequality (3.1) for easy reference) that
will enable us to obtain an upper estimate for the mountain pass level. In this estimate
assumption (f3) will be crucial; we recall that an analogue of (f3) for bounded domains
was introduced in [28] to obtain an existence result for elliptic equations with nonlinearities
in the critical growth range in bounded domains of R?. Finally in Section 7.3 we prove
Theorem 7.1 and in Section 7.4 we prove Theorem 7.3.

We end this Chapter showing, in Section 7.5, how to adapt these arguments in order
to obtain similar results for the following problem

A2y — div (U(2)Vu) +V(z)u = f(u) in R?
u € H*(RY)

under suitable assumptions on U, V : R* — R.

7.1. Variational approach

Let (E, (-, -)) be the Hilbert space introduced in (7.2) and assume (Vj). The natural
functional corresponding to a variational approach of problem (7.1) is

1
I(u) o= ol - /R Flwdr YuekE.

If the nonlinear term f satisfies (fo) and (f1), then f(s) = o(s) as s = 0, and for fixed
a > ap, ¢ > 1 and for any € > 0 we have

1F(s)] < els| + Cla, q, €)|s|7H(e™ —1)  VseR (7.3)

where C(«, q, €) > 0. Consequently, from (f1) we obtain easily that for fixed o > g and
for any € > 0 ,
|F(s)| < e|s|? + Cla, q, €)|s]9(e™*” — 1) VseR . (7.4)



A biharmonic equation in R*: the critical case 86

From (7.4) and Remark 3.8 it follows that F((u) € L'(R*) forany v € Eandthus I : £ — R
is well defined. Furthermore, using (7.3) and standard arguments (see [15], Theorem A.VI),
it is easy to prove that I € C!(E, R),

I'(u)v = (u, v) — f(u)vdz Yu,veE.
R4

The next lemma concerns the behaviour of I near v = 0.

Lemma 7.5. Assume that the potential V satisfies (Vo) and that the nonlinearity f satisfies
(fo) and (f1). Then there exist o, a > 0 such that

I(u)>a>0
for any u € E with ||ul| = o.

Proof. Fix a > ap and ¢ > 3. Using (7.4), we have for any ¢ > 0
/ F(u)dz < ¢|lul|3 + Cla, g, 5)/ |u\q(eo‘“2 —1)dz YueFE.
R* R*

Recalling that the embedding E < H?(R*) is continuous, namely there exists a constant
C > 0 such that
[ull gz < Cllull Vue E,

we have that if [ju|| < %\/& then |lu|| g2 < ﬁ and applying Lemma 3.9

_ 1
F(u)dz < ellul|2 4+ Cla, ¢, e)|lul|? YueE, |ju]| < = .
/]R4 (u) [ullz + Cles, g, e)|ull [[ull v

1

Therefore, for arbitrarily fixed ¢ > 0, we have for any u € E with |lul| <

Cva
Iw) > Lllul? — 2_@ o~ (1_ & 2_@ q
(u) = S llull® —ellullz = Cla, g, &)|ull = Il (a, g, &)ful?.
2 2 W
Let .
g( ) = <2 - ‘Z)) 82 - 6(055 q, E)SQ )
to complete the proof it suffices to choose € > 0 so small that g achieves its maximum in
0< o< ='-andset a:=g(p). O

Cyva

The next lemma concerns with the behaviour of I at infinity.

Lemma 7.6. Assume that the potential V satisfies (V) and that the nonlinearity f satisfies
(f1) and (f2). Then for any u € E

I(tu) — —o0

as |t| = 4o0.
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Proof. As a consequence of (f1) and (f2), there exist C1, Cy > 0 such that
F(s) > Cy|s|* — Cals|*> VscR .

Therefore for any u € E we have

1 1 C
r(tu) < 52l + ol — CalePlull < 5+ 2 ) Pl = il vt € R
and letting |t| — 400, we obtain that I(tu) — —oo. O

Under the assumptions (Vp) and (V1) on the potential V', we have the following compact
embeddings of the functional space E.

Proposition 7.7. Assume (V).

() If
lim V(z)=+4+o0 (7.5)

|s| =400
then the embedding E < LP(RY) is compact for any p € [2, +00).
i) If & € LY(R?) then the embedding E << LP(R*) is compact for any p € [1, 400).
v

Proof of (i). Recalling that the embedding E « H?(R*) «— LP(R") is continuos for any
p € [2, +00), it suffices to prove that u, — 0 in L?(R*) whenever u, — 0 in E.
Let {up}n C E be such that u,, — 0 in E, then {uy}, is bounded in E and there exists
a constant C' > 0 such that
lun|> <C  Vn>1.

Arbitrarily fixed € > 0, we have to show the existence of n. > 1 such that
unll3 < e Vn>1.

To this aim, we write

||un||§:/ uidm+/ ulde Yn>1
Br R*\Bg

with R > 0 to be choosen during the proof.
For any R > 0, we have that u, — 0 in L?(Bgr) and hence, to conclude, it suffices to
find an R > 0 such that

u%dwﬁf Vn > ne g
for some n. r > 1. From (7.5), it follows that there exists R > 0 such that
2C
V(r)>—=  VzeR'\Bg,
€
consequently
/ uidwﬁ £ V(:L‘)uid:ng < Vn>1.
R*\Bg 2C Jga \Bgr 2
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Proof of (it). Let {u,}, C E be such that u, — 0 in E and let C' > 0 be such that
lun|l < C Vn>1.

Arguing as in the proof of (i), arbitrarily fixed £ > 0, it suffices to prove that there exists
R > 0 such that
/ [t | dx <
R*\Bg
for some n. g > 1.
Since € L'(R"), we have the existence of R > 0 such that

1 2
/R4 s V) S (3¢)

Vn > ne g

| ™

hence, for any n > 1

1
Up|dx = / Viz)|u,|dx <
/w\BR‘ | [ wos TV

</IR4 \Br Vga;) d:r) 5 </]R4 B V(z)ul dx> ’ <

DN | ™

7.2. Estimate of the mountain pass level

In this Section we will assume that the potential V satisfies (Vp) and that the nonlinearity
f satisfies (f3). Furthermore, in order that the functional I has a mountain pass geometry,
we will also assume that (fp), (f1) and (f2) hold.

Let

[':={yeC([0,1], E) [ 7(0) = 0, »(1) = e}

with e € E to be chosen, our aim is to obtain a precise upper estimate for the mountain
pass level

:= inf I(~(t
c ;gpégg§](v())

In order to do this we will show the existence of ug € F,4q such that

1672
o

I .
max (tug) < (7.6)
and we can notice that this is indeed a maximum in view of Lemma 7.5 and Lemma 7.6.
Let t5 > 0 be such that

I(toup) = max I(tug)

and let t; > to be sufficiently large, so that I(t1ug) < 0. Choosing e := tjug, then we have

1672
€ < Craq < s
Qg
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where

rad (= f I
Crad 7elrrlmd Jmax 10y (v(®))

and
[raq i= {7 € C([Oa 1]7 Erad) | '7(0) =0, 7(1) = 6} cr.
In fact, defining the path vy € I';aq as

Yo :=1-t1ug vVt € [0, 1] s
we get

1672
Crad < max I(v(t)) = I(tou
it < e T(00(0)) = T{tau) < =
We point out that, to obtain the existence of ug € E satisfying (7.6), assumption (f3)
will play a crucial role. In particular, (f3) implies that for any e > 0 there exists s, > 0
such that

sf(s) > (Bo — 5)ea°52 Vs > se . (7.7)

Let r > 1 be such that 64
7.8
60 > 0507”4 ; ( )

we introduce the sequence {w,, },, where @, is defined for any n > 1 as

[logn |z|? 1 < <
o \/871’” logn * V/8r%logn 0<lel <

Wn(z) = T
" \/27r2 logn log || \f < ‘l’|

Mn lz| > r.

|/\ E‘

Here n,, is a smooth compactly supported function satisfying for some R > r independent
of n

77n|8BT = nn‘ﬁBR =0 )

I 1 On|
81/ BBT A/ 272 10gn7 ov OBRr

and 1y, |V, An, are all O (\/m> For any n > 1, we have that @, € E and easy
computations show that

1 1 1
w3 = — wnll3 = — AT, |2 =1 — .
Bl =0 (1)« IVealB=0 ()« IamE=1+0 (1

Furthermore ||w,,|| — 1 as n — 4o00. For any n > 1 we set
Wn
Wn = 17— »
[&n|

so that wy, € E and [jwy]| = 1.

A version of the next Lemma concerning the case of bounded domains in R? can be
found in [28] (see also [31] for the whole space R?) and our proof follows the same type of
arguments.
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Lemma 7.8. Assume that the potential V satisfies (V) and that the nonlinearity f satisfies
(fo) — (f3). Then there exists n > 1 such that

167
1
gt ten) < 755
and
1672
C < Craa < .
Qo
Proof. We argue by contradiction assuming that
1672

max [ (twy,) > T Yn>1.

t>0 (o7}
For any n > 1, let ¢, > 0 be such that

1672

I(tpwy) = T;gc](twn) > o

then, since (f1) holds and ||wy|| = 1, we can estimate
1672 1 1
o < I(thwn) = 5t%||wn\|2 - /]R4 F(tpwy)dr < 575% :
Hence )
32
2> wyp>1. (7.9)
&0
At t = t,, we have
0= L1t / Ftwon)oon d
= —I(tw =ty — W )wWp, AT
dt n bt n R nWn )Wn
which implies that
t% = [ (tnwn)tpwy, dz VYn>1. (7.10)
R4

We claim that {¢,}, C R is bounded. In fact, since

tn logn
|@n|l V 3272

tn logn .
tntin > —oy | o B_r
nrn =g Veeer M P

from (7.7) it follows that for n sufficiently large

— 4+00 asn — +oo

and

2 > / Ftnwn ) tnwn dz > (Bo — €) / X0t dp >
B 1 B

n n
o o (7.11)

t% logn

> (Bo — 5)/ e O Tonl? 3272 Jp — 2772(50 —€)e
P

logn

3.7 —logn

2

t
O 77’"’
=
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Consequently
t% logn

_tn_logn 1o 1042
1= 27"2(50 - €)ea0 onl? 32,2 _logn—logt;,

for n > 1 sufficiently large and {¢,},, must be bounded.
We claim that

2
lim 2 = 52 .
n—-+00 ap

Arguing by contradiction, since (7.9) holds, we necessarily have

3272
lim ti >
n—-+oo (e7s)

Recalling (7.11), for n > 1 sufficiently large we have

2
10gn<a0j7”2%—1>
tfl > 2772(ﬁ0 —e)e l[eon I 327

and letting n — +o00 we get a contradition with the boundedness of the sequence {t,},.
In order to estimate (7.10) more precisely, we define the sets

Ay i={x € B, | thwn > s}, Cn:=DB,\ 4,

where s. > 0 is given in (7.7). Using (7.10) and (7.7), we can estimate

t,% > [ (tpwn ) tpwn dz >
B;

(Bo —€) / e20tnn d 4

v

f(tnwn)thn dr — (60 — 5)/ ea()t?zwvzl dx
Ch .

for any n > 1. Since w, — 0 a.e in B,, from the definition of C,, we obtain that the
characteristic functions
xc, —+ 1 ae. in B, ,

and the Lebesgue dominated convergence theorem implies that

f(tpwn)tpwndz — 0,
Chn

2
/ eO0tn dp — Tyt
Cn 2
as n — 4o0. If we prove that

. 2,2
hIJJra ein@n dy > 2 (7.12)
n—-+0o0
By

then ) )
327 . 9 ™ 4
= > —e)—r*.
Qg nEI-SI-loo tn 2 (fo —¢) 2"
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Since the choice of € > 0 is arbitrary, we can let € — 0 obtaining that

2 2
oo > 50%7“4

@

which is in contradiction with (7.8). Therefore to end the proof it remains only to show
that (7.12) holds. From (7.9) it follows that

2r

T 16 1
2, 2 2, 2 6 1 r
/ eaotnwn dr > / 6327r Wi g = 271'2/ e llon |2 logn log 583 ds
r B,\B _r_

and, making the change of variable

T= =7 log—,
|| || log n s

we obtain that

1
2 92 . Aflwn | 2_ Al
/ e0tn@n dy > 2n2rd||@, || logn/ elog (167 ~Al@nll7) g7
0

T

Now, using the following estimates from below

€|
2

|

=
Bl
(@)
VA

\]
(VAN

_

1672 — 4|[w@, || >

(VAN
N
IN

(uwgnu - ”wn”) (‘” - *nwlnn) + oz~ 1

it easy to see that (7.12) holds. O

el

€
2

7.3. Proof of Theorem 7.1

In this Section we assume that the potential V' is bounded from below by a positive constant
and is large at infinity, namely that V satifies (V) and (V;). Furthermore we assume that
the nonlinear term f satifies (fo) — (f1)-

To prove Theorem 7.1 we will follow the ideas introduced in [28] to treat elliptic equa-
tions in R? with nonlinearities in the critical growth range. In particular we will apply the
well known mountain-pass theorem of Ambrosetti and Rabinowitz

Theorem 7.9 ([11]). Let E be a Hilbert space and let I € C*(E, R) be a functional such
that I(0) = 0. We assume that:

(I1) there exist o, a > 0 such that I(u) > a >0 for any u € E with ||u|| = o,
(I2) there exists e € E with |le|| > ¢ and I(e) < 0.
If I satisfies the Palais-Smale condition at the level c, where ¢ is the mountain pass level

;= inf I(~(t
¢:= Inf max (v(®))

and
[':={yeC([0, 1], E) [ v(0) =0, v(1) = ¢} ,

then c is a critical value of I.
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We recall that I satisfies the Palais-Smale condition at a level b € R, (PS), for short,
if any sequence {u,}, C E such that

I(up) = b (7.13)

and
<epllv|| YveE, (7.14)

(Up, V) — /]R4 f(up)vde

where £, — 0 as n — +o00, admits a strongly convergent subsequence. We will say that a
sequence {uy}, C E satisfying (7.13) and (7.14) is a (P.S)y-sequence or (PS)-sequence.
We have already proved in Section 7.1 that I : E — R, under our assumptions, is
a C'-functional which behaves like a mountain pass, namely I satisfies (I;) and (I3) (see
Lemma 7.5 and Lemma 7.6). Therefore, in order to apply the mountain-pass theorem of
Ambrosetti and Rabinowitz, we have to show that the functional I satisfies (P.S).. Since
we deal with a critical nonlinearity, the functional I satisfies the Palais-Smale condition
only at certain levels, and the main difficulty is to guarantee that the mountain pass level
c is inside the Palais-Smale region. We know from Lemma 7.8 that ¢ < % and thus if

we prove that I satisfies (PS);, for any —oco < b < % then we can conclude that (PS),.
holds. The rest of this Section is therefore devoted to the proof of the following

Proposition 7.10. Assume that the potential V satisfies (Vp), (Vi). Furthermore assume
(fo) — (f2) and (fs). Then I satifies (PS)y for all

1 2
be <—oo, om ) .
Qq

We first study some properties of (PS)-sequences that will be useful in the proof of
Proposition 7.10.

Lemma 7.11. Assume (Vy) and (f1). If {un}n C E is a (PS)-sequence then for anyn > 1

full<C. [ Juude<Cand [ Fludr<c
R4 R4

where C > 0 is a constant independent of n.

Proof. Let {un}n C E be a (PS)-sequence. Since (7.13) implies that {I(u,)}, C R is
bounded, there exists a constant C' > 0 such that

1
||uH2§C'+/ F(uy) dz Vn>1.
2 R4

From (f1) it follows that

/ F(uy)dx < 1 f(up)uy, dz | (7.15)
R* K JRA

and, using (7.14) with v = u,,, we obtain

/4 F (tn)ttn dz < pllt]] + un ]2 ¥ > 1 (7.16)
R
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Therefore 1 1
€
5”“71”2 <C+ n”UnH + *HunHQ Vn >1
I ©

and, since p > 2,
1 1 9 En
0< (55—~ )llunl” <C+ —unl Vn=>1
2 p p
from which we deduce that {u,}, must be bounded in E.
Using the boundedness of {u,}, in E together with inequalities (7.15) and (7.16) we

obtain the desired inequalities. O

Assuming also (V7), we can notice that from Lemma 7.11 it follows that, given a (PS)-
sequence {u,}, C E, we can always consider a subsequence denoted again by {u,}, such
that

Up — U in E
Up = U in LP(RY) Vp € [2, +00)
Up —> U a.e. in  R*

where u € E and the strong convergence in LP(R*) for any p € [2, +00) is a consequence
of the fact that under the assumptions (Vp) and (V}) on the potential V' the embedding

E << LP(RY)

is compact for any p € [2, +00), see Proposition 7.7.
Assumption (f4) together with (f1) will enable us to reduce the following convergence
result to the radial case.

Lemma 7.12. Assume that the potential V satisfies (Vo) and (V1). Furthermore assume
(fo) — (f2) and (f4). If {un}n C E is a (PS)-sequence and u € E is its weak limit, then

F(uy)dx — F(u)dx
R4 R*
up to subsequences.

Proof. Let {un}n C E be a (PS)-sequence and let u € E be its weak limit. We consider
the sequence {w}, where vx denotes the spherically symmetric decreasing rearrangement
of v € E. From (f1) and (f4) it follows that

/ F(uy)dz = F(uy)de Yn>1, / F(u)dx = / Fu*)dzx,
]R4 R4 4 IR,4

and to end the proof it suffices to show that

/ F(u)dx — F(u*)dx . (7.17)
R* R*
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Before proceeding with the proof we remark some properties of the sequence {w },.
We have that u, — u in L2(R*) and thus |u,| — |u| in L?(R*); since the rearrangement is
non-expansive on L?(R*) (see [45], Chapter 3, Section 3.4), namely

[y — u*lle < Jun| = |ulllz Yn>1,

we deduce that
ul —u* in LA(RY) .

Furthermore, since
[Vugll2 < [Vl ,

we have that {u}}, is bounded in H}(R?).
We divide the proof of (7.17) into several steps.
STEP 1. We claim that

f(ul) = f(u*) in LY(Bg) (7.18)

for any R > 0. Fixed R > 0, to prove (7.18), the idea is to apply [28], Lemma 2.1. We
can notice that, since u — u* in L?(R"), we have that u* — u* in L'(Bg). Furthermore,
from (f4) it follows that

)t de < / Ful )t dz = / Flun)undz ¥n > 1, (7.19)
Br R* R*
and Lemma 7.11 leads to

flup)uyde <C Vn>1.
Br

This last inequality together with the boundedness of the domain Br C R* ensures that
f(u}) and f(u*) are in L*(Bg); hence the assumptions of [28], Lemma 2.1 are satisfied and
the claim (7.18) follows.

STEP 2. From (7.18), we deduce that for any R > 0

/ F(u)dx — F(u*)dz . (7.20)
Br Br

Indeed (f2) leads to
0< F(u) < My|f(u?)] ae. in {z € R |u’ > s0}

and (f1) leads to

0< F(u) < 2f(u?) ae in{zeR* | < so},

n

and hence, applying the generalized Lebesgue dominated convergence theorem (see [60],
Chapter 4, Theorem 4.17), we can conclude that (7.20) holds for any R > 0.
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STEP 3. For any £ > 0 there exists R > 1 such that

[ )~ Fu)] de
R4\Bp

Let R > 1 arbitrarily fixed. Since (7.4) holds, we have the existence of Cy, Co > 0 such
that

<e Vn>1. (7.21)

/ Flu’) dz < Cy / ()2 dz + Co / W (W 1) dz Wn > 1.
R4 \Br R* \Br R* \Br

Using the power series expansion of the exponential function and estimating the single
terms with the radial lemma (3.8), we get for any n > 1

/ ufl(ea‘(“:)2 —1)dx = / ) e <
R*\Bgr R* \B

j i+l R7
27+1
222 (z) el 5 <

<
2
< i 3 (nlin)
>~ R Un Hlj 1], 271' >
~/ 2 [e]
= Zr | €32 1t

Therefore

/ F(uy)dz < C’l/ (uf)*dx + G Vn>1,
R*\Br R*\Bg R

where C'3 > 0 is a constant independent of n and R, provided that R > 1. Since u), — u*
in L?(R*), for any € > 0 there exists R > 1 such that

C'l/ (ul)? de <
R*\Bgr

% < 57 / F(u
R 3 ]R4\BR

In conclusion, for any € > 0 we have the existence of R > 1 such that

/ (F(ut) — P(u*)] da| < / Plut) da +/ Fluds<e Yn>1,
R*\Bg R*\Bg R*\Bgr

which is (7.21).
STEP 4. Combining (7.20) and (7.21) we get

lim ‘ / )] da
n—-+o0o R4

and letting € — 0 we obtain (7.17). O

Wl M

and moreover
dx <

\_/
00\0)

<eg Ve>0
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Arguing as in Step 1 of the proof of Lemma 7.12, it is easy to see that given a (PS)-
sequence {up}, C E
f(un) — f(u) in Llloc(R4) .

We can now give a proof of Proposition 7.10.

Proof of Proposition 7.10. Fix —oo < b < 167 Let {un}n C E be a (PS),-sequence and

@
let w € E be its weak limit, we have to prove that u, — u in F. Here and below the
convergence has to be understood up to subsequences.

We deduce, from (7.13) and Lemma 7.12, that

lim [ju,|* =2 <b+ /}R4 F(u) dx> (7.22)

n——+00

and, from (7.14), that

. o 2
lim fun)up dz = nll)r}rloo l|lun || - (7.23)

n—-+o0o R4

Combining (7.13), (7.23) and (f1), we have that b > 0.
Recalling that u,, — u in E and f(u,) — f(u) in L}

L (R, from (7.14) we also deduce
that u is a weak solution of (7.1), namely

(u, v) — flwvdr =0 YoveCPRY),
R4
and this in particular implies that

I(u):% lR4f(u)udm—/IRLlF(u)d:r20.

Now we distinguish three cases.
CASE 1: b=0. Using (7.22) with b=10

1 2
< < —limi — =
0<I(u) 2 %mlnf [l un ] /4 F(u)dx =0,

consequently I(u) = 0. This together with (7.22) implies that ||u,| — ||u|| as n — +o0
and thus u, — v in F.

CASE 2: b # 0 AND u = 0. We will prove that this case cannot happen. We show
below that

I, := /]R4 fup)upde — 0 (7.24)

as n — +oo. Using (7.14) with v = u,, and the boundedness of {u,}, in E, we get
Junl? < Coo+ [ | Cun)unde = Cen T, ¥n21,
R4

from which we deduce that ||u,||> — 0 as n — 4o0. On the other hand, from (7.22) it
follows that |lu,||> — 2b # 0 as n — +oo which is a contradiction.
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Therefore it remains to prove that (7.24) holds. Let @ > o and ¢ > 1, using (7.3) and
again the boundedness of {u,}, in E, for any £ > 0 we have

I, < Cie + C(a, q, 5)/ ]un]q(eo‘“% —1)dx Vn>1
]R4
and the proof of (7.24) reduces to show the existence of o > ag and ¢ > 1 such that
T = / lun|7( — 1) d — 0
R4

as n — +o0o. We estimate 7, applying Holder’s inequality with 1 < p, p’ < +o0, %—1—1% =1
to get

T, < C q aBu’ P
n < Cpllunllg, ]R4(e n—1)dax vn > 1

for any 5 > p.
We can notice that with a suitable choice of @ > ap and 8 > p > 1 we have that

sup/ (eaﬁu% —1)dr < +0. (7.25)
R4

n

In fact, in view of the Adams-type inequality (3.1) (see also Theorem 2.1), we have that
(7.25) holds provided that
o Jun[32 < 3277

for any n sufficiently large. Since u, — 0 in L?(R*) and ||Auy||s < C for any n > 1, using
the interpolation inequality

IVunl3 < CllAun|2llunllz ¥ =1,
where C' > 0 is a constant independent of n, we can notice that

: 2 1 2 : 2
i a3 = lim [ Aua} < timflun?

Furthermore, recalling that b < 1%27 from (7.13) we deduce that

0

3272
. 2
<
ngr—lr-loo HunHH2 - 2b <
and there exists € > 0 such that
3272
un|3s < 26+ < Vn > n.

@

with n. > 0 sufficiently large. Therefore choosing o > «q sufficiently close to ap and p > 1
sufficiently close to 1, so that also § > p can be choosen sufficiently close to 1, we have

that

3272
||UnH%(2 < Tﬂ Vn > ne
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and (7.25) holds.

Finally, since qp’ > ¢, choosing ¢ > 2 we have that u,, — 0 in L% (R*) and J, — 0 as
n — +00.

CASE 3: b# 0 AND u # 0. We claim that I(u) = b. If this is the case, from (7.22) we

deduce that
lim [ju,|? =2 < / F(u dﬂU) = Jlulf?
n—-+00

which implies that u,, — w in E. Therefore we have to prove that I(u) = b.
We argue by contradiction assuming that I(u) # b. As a consequence of (7.22) and the
weak convergence u, — u in F, we have

1
I(u) < = liminf [ju,|?* — / Fu)de=1b.
2 n—+oo R4

Consequently, we have necessarily that I(u) < b and thus

[|ul|* < 2 <b+ /R4 F(u) dm) :

We can notice that if we prove that u, — u in E then we get a contradiction with (7.22)
and we can conclude that I(u) = b.
To this aim we let

u Uy,
and v, =

U 0 e P o) el

so that v, = v in E, |jv,]| = 1 for any n > 1 and ||v|| < 1. Recalling that the embedding
E < L*(R*) is compact, we can apply Lemma 3.4 obtaining that

Vn>1, (7.26)

3272
sup/ (ep”’zb —1)dx < +o0 Vp € (0, 7r2> . (7.27)
R4 1 — o]l

n

Since u,, — u in FE, in order to prove that u, — u in F, it suffices to show that
(Upy Up —u) =0
as n — 400, and this is indeed the case if

) fun)(up —u)de — 0 (7.28)
R

as n — +o0o. Arguing as in Case 2, we can reduce the proof of (7.28) to show the existence
of a > ag and ¢ > 1 such that

Tn = / |7y, — u\(e‘w% —1)dz — 0
]R4

l,:l, we get

as n — +oo. Applying Holder’s inequality with 1 < p, p’ < +o0, % +5

T < Callfunl e — ) ( [ =) da:)
R4
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for any 5 > p.
From (2.19), it follows that

sup/4(e°‘ﬂu% —1)dx = sup/4(eo‘ﬂ||“"”2”’21 —1)dr < +o0
R R

n n

provided that o > «g, p > 1 and 8 > p can be chosen so that
3272 b+ [ge F(u)dx

afB||un|? < ———— = 32n2 (7.29)
1— o2 b—I(u)
at least for any n > 1 sufficiently large. From (7.13), we deduce that if
3272
2 — .
af < b= I(0) (7.30)

then (7.29) holds. Since I(u) > 0 and b < 16” , there exists o > ag such that

< 167T2
b—1I(u)
and choosing p > 1 sufficiently close to 1, so that also § > p can be chosen sufficiently close

to 1, we obtain (7.30).
Therefore with this choice of a > oy and 8 > p > 1, we have

T < Cpll(lunl® un = ul)lpr < Cllunllfy 1y orllun — ullyro

as a consequence of Holder’s inequality with 1 < o, ¢/ < +o00 and % + % = 1. Now, since
(¢g—1)p'c’ > q—1and p'o > o, choosing ¢ > 3 and o > 2 we have that {u,}, is bounded
in LO~VP7(R*) and u,, — u in LP?(R*), hence J,, — 0 as n — +oo. O

7.4. Proof of Theorem 7.3

In this Section we assume that the potential V' is spherically symmetric and bounded from
below by a positive constant, namely that (Vj) and (V2) hold. Furthermore we assume that
the nonlinearity f satisfies (fo) — (f3).

As proved in Section 7.1, we recall that I € C'(FE, R). Moreover Lemma 7.5 and Lemma
7.6 hold, consequently I has a mountain pass geometry.

Since (V) holds, as a consequence of the principle of symmetric criticality of Palais
[55], any critical point of the restriction I|g,_, is a critical point of I too and the proof of
Theorem 7.3 reduces to show that I|g,, satisfies the assumptions of the mountain pass
theorem of Ambrosetti and Rabinowitz, i.e. Theorem 7.9. More precisely we have to prove

that I|g,,, satisfies the Palais-Smale condition at the mountain pass level
rad (= f I
‘ ad ’Yélgrad trerf(?’}i] ( ( ))
with
Tiad = {’}/ S C([O 1] Erad) ’ "y 0) =0, (1) = 6} .
Since from Lemma 7.8 we know that c..q < 27, to complete the proof of Theorem 7.3

we have to show that (—oo, lg—z) is a Pala1s—Smale region for |, namely
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Proposition 7.13. Assume that the potential V' satisfies (Vp). Furthermore assume (fo) —
(f2). Then I|g,,, satisfies (PS)y for all

1672
be (oo, T ) .
%)

First, we can notice that Lemma 7.11 holds and thus any (PS)-sequence {uy,}n C Fraq
for I|g,,, satisfies

rad

rad

lun]l < C, /R Flun)undz < C and /R Flu)ds <C W¥n>1  (7.31)

where C' > 0 is a constant independent of n. Consequently, given a (P.S)-sequence {uy, }, C

Eraq for I|g,,,, without loss of generality, we may always assume the existence of u € Eyaq
such that

Up — U in E,

Up = U in LP(RY) Vp e (2, +o00),

Up — U ae. in R*.

Here the strong convergence in LP(R*) for any p € (2, +00) is given by the compact
embeddings
Fraq —— LP(RY)  Vp € (2, +00) .

Lemma 7.14. Assume that the potential V' satisfies (V). Furthermore assume (fo)—(f2).
If {un}n C Eygq is a (PS)-sequence for I|g,,, and u € E..q is its weak limit, then

rad

/ F(uy)dx — F(u)dx
R* R*

up to subsequences.

Proof. Arguing as in Step 1 and Step 2 of Lemma 7.12, it is easy to see that f(uy,) — f(u)
in LL (R*) and consequently for any R > 0

/ F(uy)dr — F(u)dx .
Br Br

Therefore the proof is complete if we show that for any 0 < € < 1 there exists R > 1 such
that

/ F(up)dr < Ce and / Fu)de <Ce VYn>1 (7.32)
R4\Bg R*\Bg

where C > 0 is constant independent of € and R.
Let 0 < e < 1. Fixed o > g, for any R > 1 we have

/ F(up) dz < €ljun |3 + C(a, 5)/ |un\2(e°‘“% —1)dz Vn>1,
R*\Bg R*\Bgr
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as a consequence of (7.4). Using the power series expansion of the exponential function
and the radial lemma (3.8) we get

: a0 =t

/IR4\B |t | (e — 1) dz < —fg 22 Vn>1,
R

and from (7.31) it follows that for any R > 1

/]R4\B F(un)deC’la—i—C?(;i’E) Vn>1.
R

Without loss of generality we may always assume that Ca(«, €) > 1, and choosing

_ Cy(a, ¢€)

R: >1
€
we have
/ F(up)de < (C1+1)e Yn>1.
R*\Br
Similarly
/ F(u)dz < (C1 + 1)
R*\Bg
and we get (7.32). O

As a by-product of this proof we have that given a (PS)-sequence {uy}, C E;aq for

]‘Erad
f(un) - f(u) in Llloc<]R4) .

Proof of Proposition 7.13. Fixed —oco < b < %, let {up}n C FEraq be a (PS)y-sequence
for I|g,,,, namely I(u,) — b as n — +oo and

<enllvll Yo € Eraa (7.33)

(Up, ) — /IR4 fupn)vdz

where ¢,, = 0 as n — +o0.
Arguing as in the proof of Proposition 7.10, it is easy to see that

lim [Ju,|/? = lim / f(un)up dz =2 (b—l—/ F(u) d:c> , (7.34)
nto+oo n—+00 JR4 R4
furthermore b > 0 and I(u) > 0.

Since in the case when b = 0 the same reasoning as in the proof of Proposition 7.10
leads us to conclude that uw, — v in E, we will focus our attention only in the remaining
two cases.

CASE 1: b# 0 AND u = 0. Our aim is to prove that u, — 0 in F, in this way we get a
contradiction with (7.34) and we can conclude that this case cannot happen. Using (7.33)
with v = wu,, and the boundedness of {u,}, in E, the proof reduces to show that

T, = fup)up de — 0 (7.35)
R4
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as n — —+oo then u, — 0in FE.
Let o > ap and ¢ > 1. Using (7.3) and again the boundedness of {u,}, in E, for any
e > 0 we have

In S C'15 + C(Oé, q, 6)/

|un|q(e°‘“% —1)dx VYn>1
R4

and if we prove the existence of & > ag and ¢ > 1 such that
T = / lun|7(* — 1) dar — 0
R4

as n — +oo then the proof is complete. Applying Holder’s inequality with 1 < p, p’ <
~+00, %+]§:1,W6get

T, < C q afu? %
n < Cpllunllg, R4Gz —1)da vn > 1

for any 58 > p.
We can notice that with a suitable choice of @ > ap and 8 > p > 1 we have that
sup/ (eaﬁu% —1)dz < +00. (7.36)
n JR4
In fact, since
3272
. 2 . 2
< =
Jim [ Au 3 < tim 2 = 2 < =

there exist §, o > 0 such that

3272

| Au||3 < 2046 <
ap

(1—0) Vn>n

with m > 1 sufficiently large. Consequently we can find 7 > 0 satisfying

3272
[unlF2,, < 70(1 —0o) Vn>n

and, from (3.2), it follows that (7.36) holds provided that

3272

1—o0)<3272.
o (1—-0) <327

af

Now it suffices to notice that this is indeed the case if we choose a > «a sufficiently close
to ap and p > 1 sufficiently close to 1, so that we can choose 8 > p > 1 sufficiently close
to 1 too.

Finally, since qp’ > ¢, choosing ¢ > 2 we have that u, — 0 in L% (R*) and J, — 0 as
n — +00.

CASE 2: b # 0 AND u # 0. Note that I(u) = b implies that u, — v in E, therefore
our aim is to show that I(u) = b. To do this, we argue by contradiction as in the proof of
Proposition 7.10, assuming that I(u) # b and defining v and the sequence {v, }, C Eraq as
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in (7.26). In this way v, — v in E, ||v,|| =1 for any n > 1 and 0 < ||v|| < 1, and applying
Lemma 3.6 we obtain that

2 2
sup/ (ep”% —1)dx <+o0 Vpe€ (0, 37T2> . (7.37)
n Jr 1— [|vf

We can notice that if we prove that u, — u in E then we get a contradiction with
(7.34) and we can conclude that I(u) = b. Since u,, — w in E, it suffices to prove that

(Upy up —u) =0

as n — 400, and this is indeed the case if
T, := fun)(up —u)dz — 0 (7.38)
R4

as n — +o00. Arguing as in Case 1, we can reduce the proof of (7.38) to show the existence
of a > ag and ¢ > 1 such that

T, = / |7 et — )% — 1) dr — 0
R4

as n — +00. Applying twice Holder’s inequality with 1 < p, p/, o, ¢/ < 400 and % + 1% =
14+ L =1, we get for any 8 > p

1
q—1 _ apu? P
o < Oslunlly ol =l ([ (2% = 1))

From (7.37), it follows that

sup/4(e°‘5“% —1)de = sup/4(e°‘6|“"2”721 —1)dr < +o0,
R R

n n

provided that a > ag is sufficiently close to o and p > 1 is sufficiently close to 1, so that
we can choose 3 > p > 1 sufficiently close to 1 too.

Since (¢ — 1)p'o’ > ¢—1 and p'o > o, choosing ¢ > 3 and o > 2 we have that {u,}, is
bounded in L@~V (R*) and u,, — u in LP7(R?), hence J,, — 0 as n — +oo0. O

7.5. Final remarks

The arguments of this Chapter can be easily adapted to obtain existence result for equations
of the form

{Azu —div (U(z)Vu) + V(z)u = f(u) in R* (7.39)

u € H*(R?)
under suitable assumptions on U, V : R* — R. More precisely, we will assume (V) and

(Ug) U : R* = R is continuous and U(z) > Uy > 0 for any = € R%.



A biharmonic equation in R*: the critical case 105

The following result holds
Theorem 7.15. Assume (Uy), (Vo) and (f1) — (f3).

(1) If the potential V satisfies (V1) and the nonlinearity f satisfies (fy) then problem
(7.39) has a nontrivial solution.

(ii) If U, V are spherically symmetric, i.e.
U) =U(lz]), V(z)=V(zl) VeeR
then problem (7.39) has a nontrivial radial solution.

We can notice that the functional space for a variational approach of problem (7.39) is
the subspace E of H*(R*)

E .= {u e H*(RY) ‘ / [U(z)|Vul* + V(2)u?] dz < —I—oo} CE,
R4
which is a Hilbert space endowed with the inner product
(u, v) g == AuAvdz + / U(z)Vu - Vudr + V(z)uvdzr Yu,v e E.
R* R* R*
We will denote by || - ||z the corresponding norm, i.e. ||lul|z := /{u, u)z for any u € E.
As a consequence of (Up) and (Vj), it is easy to see that the embedding E < H?(R*)
is continuous and, from (V}) it follows that the embedding
E << LP(RY)

is compact for any p € [2, +00).
The energy functional associated to problem (7.39) is

1 -
I(u) ::2\u||é/]R4 F(u)dz Yu € E,

and, in order to adapt the arguments in the previous sections to this functional, it suffices
only to specify how to recover the steps in which we applied the Adams-type inequality
(3.1) (see also Theorem 2.1) and the Lions-type concentration-compactness Lemmas 3.4
and 3.6.

To this aim, we recall the following version of Adams’ inequality (see (3.3))

sup / (63%2“2 —1)dr < +o0 (7.40)
R4

u€H2(RY), [lull g2, 17y, vy <1

where
lullFr2, vy v = 1Aul3 + Uol|Vull3 + Vollulls  Vu € H*(R?).

It is straightforward to notice that
lullgz v, vp < llullzg  Yue E,

and hence, to obtain (7.25) and (7.36), we can apply (7.40) instead of (3.1). Finally, the
following Lions-type concentration-compactness result holds
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Lemma 7.16. Let {u,}, C E be such that ||u,| z = 1 for anyn > 1 and let u € E be the
weak limit of {up}n in E. If ||ul|z <1 then

327
sup/ (ep“% —1)dr < +o0 Vp € <07 7r> .
n JR 1 — Jfull

Proof. Since
[un = ullg2, v, vy < llun —ullz VR =1,
the proof follows using the same arguments as in Lemma 3.2 and the modified version

(7.40) of Adams’ inequality. O

We end this Section with the Example 7.2 mentioned in the introduction of this Chapter.

Proposition 7.17. Let ag > 0. The function f(s) = s(e™* — 1) Vs € R satisfies the
assumptions (fo) — (f1)-

Proof. Obviously f satisfies (fo), (f3) and (f4). In order to show that f satisfies also
(f1), (f2), since f is odd and F' is even, it suffices to prove that

0 < pF(s) <sf(s) Vs>0, forsomep>2 (7.41)

and that there exist sg, My > 0 such that

F(s) < Myf(s) Vs > sp. (7.42)
We have that
+00 j
R AT 2 _ 1 O‘f) 2j
F(S)—T.éo(eo —018—1)—% ﬁs >0 V8>0,

consequently, for 0 < pu < 4 we have

LF(s) = QZ 02(3 D < Py 22 02]<S e’ _ 1) =sf(s) Vs>0

and (7.41) holds provided that 2 < p < 4.
Finally, for any s > 1 we have

1 2 1 2 1
F < — @0s” _ ]_ < — @0s™ _ ]_ [ —
(5) % 5 (e = 1) < S fsl(e 1) = 5 1(s)
which is nothing but (7.42) with so = ﬁ and My = 1. O

The following example has been introduced in [32].

Proposition 7.18. Let ag > 0. The function f(s) = sign(s)(e® —1) Vs € R satisfies
the assumptions (fo) — (f1)-
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Proof. As before, it suffices only to show that (7.41) and (7.42) holds. Let

1
F(s) = ;(6%52 —aps? —1) Vs >0,

then, using the power series expansion of the exponential function, we obtain that

3 -
§a0f(8) < F'(s) Vs > 0.
Consequently
92
F(s) < —F(s) Vs > 0. (7.43)
3040

Using again the power series expansion of the exponential function,

2 F(s)<sf(s) Vs>0

Qo -

which leads to

2 -
pF(s) < pu=——=r(s) < ﬁsf(s) Vs >0, Vu>D0.
3040 3

Therefore, choosing 2 < p < 3 we obtain (7.41) and hence (f1).
Moreover, (f2) follows easily by

F(s)<|f(s)]  Vs>1.

In fact, this last inequality together with (7.43) gives

F(s) < —|f(9)] Vs > 1.
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