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## Introduction

Adams' inequality [2] in its original form is nothing but the Trudinger-Moser inequality for Sobolev spaces involving higher order derivatives. In this Thesis we present Adams-type inequalities for unbounded domains in $\mathbb{R}^{n}$ and some applications to existence and multiplicity results for elliptic and biharmonic problems involving nonlinearities with exponential growth.

The Thesis is divided into two parts. Part I is devoted to the study of higher order exponential-type inequalities in $\mathbb{R}^{n}$ and Chapter 1 is an introduction to this part, containing a brief historical overview of Trudinger-Moser and Adams inequalities. In Chapter 2, we introduce a sharp Adams-type inequality in $\mathbb{R}^{n}$ proved in the following paper

- B. Ruf, F. Sani, Sharp Adams-type inequalities in $\mathbb{R}^{n}$, Trans. Amer. Math. Soc. to appear

In view of applications to a class of biharmonic problems in $\mathbb{R}^{4}$, in Chapter 3, we focus our attention in the 4 -dimensional case proving some consequences of the Adams-type inequality in $\mathbb{R}^{4}$.

Part II is devoted to applications of Trudinger-Moser and Adams inequalities to elliptic and biharmonic equations. Chapter 4 is a review of past developments in the study of elliptic and biharmonic problems involving nonlinearities in the critical growth range. In Chapter 5, we give a mountain pass characterization of groud state solutions of a nonlinear scalar field equation in $\mathbb{R}^{2}$ with critical exponential nonlinearity. This characterization is obtained in the following paper

- B. Ruf, F. Sani, Ground states for elliptic equations in $\mathbb{R}^{2}$ with exponential critical growth, submitted

Finally in Chapter 6 and 7 , we study a class of biharmonic problems in the whole space $\mathbb{R}^{4}$ both in the case when the nonlinear term has subcritical and critical exponential growth. These results are contained in the following papers

- F. Sani, A biharmonic equation in $\mathbb{R}^{4}$ involving nonlinearities with subcritical exponential growth, Adv. Nonlinear Stud. 11 (2011), No. 4, 889-904
- F. Sani, A biharmonic equation in $\mathbb{R}^{4}$ involving nonlinearities with critical exponential growth, Commun. Pure Appl. Anal. to appear
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## Part I

## Exponential-type inequalities in $\mathbb{R}^{n}$

## CHAPTER 1

## A brief history of the problem

## First order Sobolev embedding theorem and the limiting case

Sobolev inequalities are among the most famous and useful functional inequalities in analysis. They express a strong integrability or regularity property for a function $u$ in terms of some integrability properties for some derivatives of $u$. The most basic and important applications of Sobolev inequalities are to the study of partial differential equations. These inequalities provide some of the very basic tools in the study of existence, regularity and uniqueness of solutions of all sorts of partial differential equations, linear and nonlinear, elliptic, parabolic and hyperbolic.

Let $\Omega \subset \mathbb{R}^{n}, n \geq 2$, be a bounded domain. The Sobolev embedding theorem asserts that if $p<n$ then

$$
W_{0}^{1, p}(\Omega) \subset L^{q}(\Omega) \quad 1 \leq q \leq p^{*}:=\frac{n p}{n-p} .
$$

Equivalently,

$$
\sup _{u \in W_{0}^{1, p}(\Omega),\|\nabla u\|^{p} \leq 1} \int_{\Omega}|u|^{q} d x<+\infty \quad \text { for } 1 \leq q \leq p^{*}
$$

where $\|\nabla u\|_{p}^{p}=\int_{\Omega}|\nabla u|^{p} d x$ denotes the Dirichlet norm of $u$, while

$$
\sup _{u \in W_{0}^{1, p}(\Omega),\|\nabla u\|^{p} \leq 1} \int_{\Omega}|u|^{q} d x=+\infty \quad \text { for any } q>p^{*} .
$$

The maximal growth $|u|^{p^{*}}$ is the so called critical Sobolev growth. If we look at the limiting Sobolev case $p=n$ then

$$
W_{0}^{1, n}(\Omega) \subset L^{q}(\Omega) \quad \forall q \geq 1
$$

and every polynomial growth is allowed. Since formally $p^{*}=\frac{n p}{n-p} \sim+\infty$ as $p \rightarrow n$, one may expect that a function $u \in W_{0}^{1, n}(\Omega)$ is bounded, but it is well known that

$$
W_{0}^{1, n}(\Omega) \nsubseteq L^{\infty}(\Omega)
$$

For instance, denoted by $|\cdot|$ the standard Euclidean norm in $\mathbb{R}^{n}$, we can define

$$
u(x):= \begin{cases}\log |\log | x| | & \text { for any } x \in \mathbb{R}^{n} \text { with } 0<|x|<\frac{1}{e}, \\ 0 & \text { elsewhere } .\end{cases}
$$

It is easy to see that

$$
\|\nabla u\|_{n}^{n}=\omega_{n-1} \int_{0}^{\frac{1}{e}} \frac{d r}{r|\log r|^{n}}=\frac{\omega_{n-1}}{n-1}
$$

where $\omega_{n-1}$ is the surface measure of the unit sphere $S^{n-1} \subset \mathbb{R}^{n}$, and hence $u \in W_{0}^{1, n}(\Omega)$ for any domain $\Omega \subset \mathbb{R}^{n}$ containing the unit ball centered at the origin; but clearly $u \notin L^{\infty}(\Omega)$. However $e^{u}$ is integrable:

$$
\left\|e^{u}\right\|_{1}=\omega_{n-1} \int_{0}^{\frac{1}{e}} r^{n-1}|\log r| d r=\frac{\omega_{n-1}}{n}\left(\frac{1}{e}+\frac{1}{n^{2} e^{n-1}}\right) .
$$

The Trudinger-Moser inequality concerns this borderline case $p=n$.

## The Trudinger-Moser inequality

To fill in the gap of the Sobolev embedding theorem, it is natural to look for the maximal growth function $g: \mathbb{R} \rightarrow \mathbb{R}^{+}$such that

$$
\sup _{u \in W_{0}^{1, n}(\Omega),\|\nabla u\|_{n} \leq 1} \int_{\Omega} g(u) d x<+\infty
$$

where $\Omega \subset \mathbb{R}^{n}, n \geq 2$ is a bounded domain. V. I. Yudovich [71], S. I. Pohozaev [56] and N. S. Trudinger [70] proved independently that the maximal growth is of exponential type and more precisely that there exist constants $\alpha_{n}>0$ and $C_{n}>0$ depending only on $n$ such that

$$
\begin{equation*}
\sup _{u \in W_{0}^{1, n}(\Omega),\|\nabla u\|_{n} \leq 1} \int_{\Omega} e^{\alpha_{n}|u|^{\frac{n}{n-1}}} d x \leq C_{n}|\Omega| . \tag{1.1}
\end{equation*}
$$

The proofs of Yudovich, Pohozaev and Trudinger relied on the same idea, namely developing the exponential function in power series, the problem reduces to show that a series of $L^{p_{-}}$ norms converges. These proofs, however, will not produce the optimal exponent $\alpha_{n}$.

More precisely, the key tool in Trudinger's proof is the Sobolev estimate

$$
\begin{equation*}
\|u\|_{q} \leq c_{n}|\Omega|^{\frac{1}{q}} q^{1-\frac{1}{n}}\|\nabla u\|_{n} \quad \forall u \in W_{0}^{1, n}(\Omega), \forall q>1 \tag{1.2}
\end{equation*}
$$

where $c_{n}>0$ is a constant depending only on $n$. Once proved inequality (1.2), then (1.1) follows easily using the power series expansion of the exponential function. In fact

$$
\begin{aligned}
\sup _{u \in W_{0}^{1, n}(\Omega),\|\nabla u\|_{n} \leq 1} \int_{\Omega} e^{\alpha_{n}|u|^{\frac{n}{n-1}}} d x & \leq \sup _{u \in W_{0}^{1, n}(\Omega),\|\nabla u\|_{n} \leq 1} \sum_{k=0}^{+\infty} \frac{\alpha^{k}}{k!} \int_{\Omega}|u|^{k \frac{n}{n-1}} d x \leq \\
& \leq|\Omega| \sum_{k=0}^{+\infty} \tilde{c}_{n}^{k} \frac{\alpha^{k}}{k!} k^{k}
\end{aligned}
$$

where the constant $\tilde{c}_{n}>0$ depends on $n$ only; applying Stirling's formula $k!\geq\left(\frac{k}{e}\right)^{k}$,

$$
\sup _{u \in W_{0}^{1, n}(\Omega),\|\nabla u\|_{n} \leq 1} \int_{\Omega} e^{\alpha_{n}|u|^{\frac{n}{n-1}}} d x \leq|\Omega| \sum_{k=0}^{+\infty}\left(\alpha \tilde{c}_{n} e\right)^{k}<+\infty
$$

provided that $\alpha<\frac{1}{\tilde{c}_{n} e}$.
Later J. Moser in [50] replaced these proofs by a more refined one and, at the same time, he found the best exponent $\alpha_{n}$ proving the following sharp result

Theorem 1.1 ([50], Theorem 1). There exists a constant $C_{n}>0$ such that

$$
\begin{equation*}
\sup _{u \in W_{0}^{1, n}(\Omega),\|\nabla u\|_{n} \leq 1} \int_{\Omega} e^{\alpha|u|^{\frac{n}{n-1}}} d x \leq C_{n}|\Omega| \quad \forall \alpha \leq \alpha_{n} \tag{1.3}
\end{equation*}
$$

where $\alpha_{n}:=n \omega_{n-1}^{1 /(n-1)}$ and $\omega_{n-1}$ is the surface measure of the unit sphere $S^{n-1} \subset \mathbb{R}^{n}$. Furthermore (1.3) is sharp, i.e. if $\alpha>\alpha_{n}$ then the supremum in (1.3) is infinite.

Therefore it turns out that there exists a positive number $\alpha_{n}$ such that (1.3) holds for $\alpha \leq \alpha_{n}$ and is false for $\alpha>\alpha_{n}$. The remarkable phenomenon is that the inequality still holds for the critical value $\alpha_{n}$ itself.

In the literature (1.3) is known under the name Trudinger-Moser inequality. In what follows we will refer to the sharpness of an inequality in the sense expressed in the second part of Theorem 1.1.

Moser's proof of inequality (1.3) relies strongly on Schwarz spherical symmetrization, which preserves integrals of functions and does not increase the Dirichlet norm in $W_{0}^{1, p}(\Omega)$ with $p \geq 1$. To every function $u \in W_{0}^{1, p}(\Omega)$ is associated a spherically symmetric function $u^{\sharp}$ such that the sublevel-sets of $u^{\sharp}$ are balls with the same measure as the corresponding sublevel-sets of $|u|$, that is

$$
\left|\left\{x \in \mathbb{R}^{n} \mid u^{\sharp}(x)<c\right\}\right|=|\{x \in \Omega| | u(x) \mid<c\}| \quad \forall c \geq 0
$$

Then $u^{\sharp}$ is a nonnegative spherically nonincreasing function defined on a ball $B_{R} \subset \mathbb{R}^{n}$ centered at the origin with radius $R>0$, satisfying $\left|B_{R}\right|=|\Omega|$, and $u^{\sharp} \in W_{0}^{1, p}\left(B_{R}\right)$. We recall also that

$$
u^{\sharp}(x)=u^{*}\left(\frac{\omega_{n-1}}{n}|x|^{n}\right) \quad x \in B_{R}
$$

where $u^{*}$ is the onedimensional decreasing rearrangement of $u$.
By construction, if $F: \mathbb{R} \rightarrow \mathbb{R}$ is a Borel measurable function such that either $F \geq 0$ or $F(u) \in L^{1}(\Omega)$ then

$$
\int_{\Omega} F(u) d x=\int_{B_{R}} F\left(u^{\sharp}\right) d x .
$$

The monotonicity of Dirichlet norms under such a symmetrization is known as the PólyaSzëgo principle

$$
\begin{equation*}
\|\nabla u\|_{p} \geq\left\|\nabla u^{\sharp}\right\|_{p} \quad \forall u \in W_{0}^{1, p}(\Omega) \tag{1.4}
\end{equation*}
$$

where $u^{\sharp}$ is the decreasing rearrangement of $u$.

Therefore, making use of symmetrizations,

$$
\sup _{u \in W_{0}^{1, n}(\Omega),\|\nabla u\|_{n} \leq 1} \int_{\Omega} e^{\alpha|u|^{\frac{n}{n-1}}} d x \leq \sup _{u^{\sharp} \in W_{0}^{1, n}\left(B_{R}\right),\left\|\nabla u^{\sharp}\right\|_{n} \leq 1} \int_{B_{R}} e^{\alpha\left(u^{\sharp}\right)^{\frac{n}{n-1}}} d x
$$

and hence to prove Theorem 1.1 it is sufficient to consider the radial case. Moser, after the change of variables

$$
\begin{gathered}
r=|x|=R e^{-\frac{t}{n}} \quad \text { and } \quad w(t):=n^{\frac{n-1}{n}} \omega_{n-1}^{\frac{1}{n}} u^{\sharp}(r), \\
\int_{B_{R}}\left|\nabla u^{\sharp}\right|^{n} d x=\int_{0}^{+\infty}\left(w^{\prime}\right)^{n} d t, \quad \int_{B_{R}} e^{\alpha\left(u^{\sharp}\right)^{\frac{n}{n-1}} d x=\left|B_{R}\right| \int_{0}^{+\infty} e^{\frac{\alpha}{\alpha_{n}}|w|^{\frac{n}{n-1}}-t} d t} .
\end{gathered}
$$

reduced the estimate to the following subtle one-dimensional calculus inequality.
Lemma 1.2 ([50], inequality (6)). Let $\phi:[0,+\infty) \rightarrow \mathbb{R}$ be a nonnegative measurable function such that

$$
\int_{0}^{+\infty} \phi^{n}(t) d t \leq 1
$$

Then

$$
\int_{0}^{+\infty} e^{-F(t)} d t \leq C_{n}
$$

where $C_{n}>0$ is the same as in Theorem 1.1 and

$$
F(t):=t-\left(\int_{0}^{t} \phi(s) d s\right)^{\frac{n}{n-1}}
$$

In 2005, A. Cianchi [25] complemented the classical result of Moser obtaining a sharp inequality for the space $W^{1, n}(\Omega)$, i.e. without boundary conditions. However, the reduction of the problem to a onedimensional inequality is more delicate, in fact, since functions which do not necessarily vanish on $\partial \Omega$ are allowed, Schwarz symmetrization is of no use in this case. A key tool in the proof of Cianchi is instead an asymptotically sharp relative isoperimetric inequality for domains in $\mathbb{R}^{n}$.

## Trudinger-Moser inequalities for unbounded domains

An interesting extension of (1.3) is to construct Trudinger-Moser type inequalities for domains with infinite measure. In fact, we can notice that the supremum in (1.3) becomes infinite, even in the case $\alpha \leq \alpha_{n}$, for domains $\Omega \subseteq \mathbb{R}^{n}$ with $|\Omega|=+\infty$ and consequently the original form of the Trudinger-Moser inequality is not available in these cases. A weaker inequality for unbounded domains has been proposed by D. M. Cao [19] for the case $n=2$ and by J. M. do Ó [30] for the general case $n \geq 2$. More precisely they proved that for any $u \in W^{1, n}\left(\mathbb{R}^{n}\right)$ with $\|\nabla u\|_{n} \leq m<1$ and $\|u\|_{n} \leq M<+\infty$

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \psi\left(\alpha_{n}|u|^{\frac{n}{n-1}}\right) d x \leq C(m, M) \tag{1.5}
\end{equation*}
$$

where $C(m, M)>0$ is a constant independent of $u$ and

$$
\begin{equation*}
\psi(u):=e^{t}-\sum_{j=0}^{n-2} \frac{t^{j}}{j!} \tag{1.6}
\end{equation*}
$$

Later S. Adachi and K. Tanaka [1] studied the best possible exponent in this weaker type of inequalities, proving that for any $\alpha \in\left(0, \alpha_{n}\right)$ there exists a constant $C(\alpha)>0$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \psi\left(\alpha|u|^{\frac{n}{n-1}}\right) d x \leq C(\alpha)\|u\|_{n}^{n} \quad \forall u \in W^{1, n}\left(\mathbb{R}^{n}\right) \text { with }\|\nabla u\|_{n} \leq 1 \tag{1.7}
\end{equation*}
$$

and this inequality is false for $\alpha \geq \alpha_{n}$. The proof of Adachi and Tanaka is based on Moser's idea, that is, making use of symmetrization of functions and Moser's change of variables, the estimate reduces to a one-dimensional calculus inequality. The limit exponent $\alpha_{n}$ is excluded in (1.7), which is quite different from Moser's result (see Theorem 1.1). This reveals the subcritical aspect of such inequalities.

However, in the case $n=2$ (i.e. for $W_{0}^{1,2}(\Omega)$ with $\Omega \subseteq \mathbb{R}^{2}$ ), B. Ruf [61] showed that if the Dirichlet norm is replaced by the standard Sobolev norm, namely

$$
\|u\|_{W^{1, n}}^{n}:=\|\nabla u\|_{n}^{n}+\|u\|_{n}^{n}
$$

then the result of Moser (Theorem 1.1) can be fully extended to unbounded domains and the supremum in (1.3) is uniformly bounded independently of the domain $\Omega$ :

Theorem 1.3 ([61], Theorem 1.1). There exists a constant $C>0$ such that for any domain $\Omega \subseteq \mathbb{R}^{2}$

$$
\begin{equation*}
\sup _{u \in W_{0}^{1,2}(\Omega),\|u\|_{W^{1,2}} \leq 1} \int_{\Omega}\left(e^{4 \pi u^{2}}-1\right) d x \leq C \tag{1.8}
\end{equation*}
$$

and this inequality is sharp.
In [44], Y. Li and B. Ruf extended Theorem 1.3 to arbitrary dimensions $n \geq 2$, i.e. to $W_{0}^{1, n}(\Omega)$ with $\Omega \subseteq \mathbb{R}^{n}$ not necessarily bounded and $n \geq 2$.

The proof given in [61] for the 2-dimensional case is based on symmetrization techniques, more precisely it is sufficient to consider the case $\Omega=\mathbb{R}^{2}$ and, as in the proof of Moser, without loss of generality we may assume that $u$ is spherically symmetric and nonincreasing. Then, the integral in (1.8) can be divided into two parts

$$
\int_{\mathbb{R}^{2}}\left(e^{4 \pi u^{2}}-1\right) d x=\int_{\mathbb{R}^{2} \backslash B_{r_{0}}}\left(e^{4 \pi u^{2}}-1\right) d x+\int_{B_{r_{0}}}\left(e^{4 \pi u^{2}}-1\right) d x
$$

with $r_{0}>0$ to be chosen. Concerning the integral on $\mathbb{R}^{2} \backslash B_{r_{0}}$, using the power series expansion of the exponential function and, to estimate the single terms, a pointwise estimate for nonincreasing radial functions (see [15], Lemma A.IV), i.e.

$$
\begin{equation*}
|u(r)| \leq \frac{1}{r \sqrt{\pi}}\|u\|_{2} \quad \forall r>0 \tag{1.9}
\end{equation*}
$$

it is easy to obtain an upper bound which depends on $r_{0}$ only. The key point in the proof of Ruf is the estimate of the integral on the ball. Writing

$$
u(r)=u(r) \pm u\left(r_{0}\right)=: v(r)+u\left(r_{0}\right)
$$

we obtain

$$
u^{2}(r) \leq v^{2}(r)\left(1+\frac{1}{\pi r_{0}^{2}}\|u\|_{2}^{2}\right)+d\left(r_{0}\right)=: w^{2}(r)+d\left(r_{0}\right)
$$

where $d\left(r_{0}\right)>0$ is a constant depending only on $r_{0}>0$ and $w \in W_{0}^{1,2}\left(B_{r_{0}}\right)$. Hence

$$
\int_{B_{r_{0}}}\left(e^{4 \pi u^{2}}-1\right) d x \leq e^{4 \pi d\left(r_{0}\right)} \int_{B_{r_{0}}} e^{4 \pi w^{2}} d x \leq C
$$

provided that $\|\nabla w\|_{2} \leq 1$. But this is indeed the case if we choose $r_{0}>0$ sufficiently large, in fact
$\|\nabla w\|_{2}^{2}=\left(1+\frac{1}{\pi r_{0}^{2}}\|u\|_{2}^{2}\right)\|\nabla v\|_{2}^{2}=\left(1+\frac{1}{\pi r_{0}^{2}}\|u\|_{2}^{2}\right)\|\nabla u\|_{2}^{2} \leq\left(1+\frac{1}{\pi r_{0}^{2}}\|u\|_{2}^{2}\right)\left(1-\|u\|_{2}^{2}\right) \leq 1$
provided that $\pi r_{0}^{2} \geq 1$.
We also recall that the proof given in [44] for the $n$-dimensional case is based on subtle tecniques of blow-up analysis, however the enlightening method of proof introduced in [61] can also be adapted to recover the general $n$-dimensional case (see Adimurthi and Y. Yang [7]) and will enable us to treat the case of higher order derivatives in unbounded domains. Moreover, arguing as in [61] it is easy to see that

$$
\begin{equation*}
\sup _{u \in W^{1, n}\left(\mathbb{R}^{n}\right),\|u\|_{W^{1, n, \tau}} \leq 1} \int_{\mathbb{R}^{n}} \psi\left(\alpha_{n}|u|^{\frac{n}{n-1}}\right) d x<+\infty \tag{1.10}
\end{equation*}
$$

where $\tau>0$ and

$$
\|u\|_{W^{1, n}, \tau}^{n}:=\|\nabla u\|_{n}^{n}+\tau\|u\|_{n}^{n} .
$$

In fact, as shown also by Adimurthi and Y. Yang in [7], the value $\tau=1$, appearing in $\|\cdot\|_{W^{1, n}}=\|\cdot\|_{W^{1, n}, 1}$ as a multiplicative constant for the $L^{n}$-norm, does not play any role and can be replaced by any $\tau>0$.

We can notice that for any $u \in W^{1, n}\left(\mathbb{R}^{n}\right)$ with $\|\nabla u\|_{n} \leq m<1$ and $\|u\|_{n} \leq M<+\infty$, choosing

$$
0<\tau \leq \frac{1-m}{M}
$$

we have that $\|u\|_{W^{1, n}, \tau} \leq 1$ and thus (1.10) implies (1.5). Nevertheless, inequality (1.5) implies only that fixed $\tau>0$

$$
\sup _{u \in W^{1, n}\left(\mathbb{R}^{n}\right),\|u\|_{W^{1, n}, \tau \leq 1}} \int_{\mathbb{R}^{n}} \psi\left(\alpha|u|^{\frac{n}{n-1}}\right) d x<+\infty
$$

provided that $\alpha \in\left(0, \alpha_{n}\right)$. Hence, (1.5) can be viewed as a subcritical inequality, while $(1.10)$ as a critical one.

## The Adams' inequality

In 1988 D. R. Adams [2] obtained another interesting extension of (1.3) for Sobolev spaces with higher order derivatives. For these spaces the Sobolev embedding theorem says that if $\Omega \subset \mathbb{R}^{n}$ then

$$
W_{0}^{m, p}(\Omega) \subset L^{\frac{p n}{n-p m}}(\Omega)
$$

and hence the limiting case is $p=\frac{n}{m}$. Let $m$ be an integer and $\Omega \subset \mathbb{R}^{n}$ with $m<n$, Adams' result can be stated as follows: for $u \in W^{m, p}(\Omega)$ with $1 \leq p<+\infty$, we will denote by $\nabla^{j} u, j \in\{1,2 \ldots, m\}$, the $j$-th order gradient of $u$, namely

$$
\nabla^{j} u:= \begin{cases}\Delta^{\frac{j}{2}} u & j \text { even } \\ \nabla \Delta^{\frac{j-1}{2}} u & j \text { odd }\end{cases}
$$

Theorem 1.4 ([2], Theorem 1). Let $m$ be an integer and let $\Omega \subset \mathbb{R}^{n}$ with $m<n$. There exists a constant $C_{m, n}>0$ such that

$$
\begin{equation*}
\sup _{u \in W_{0}^{m, \frac{n}{m}}(\Omega),\left\|\nabla^{m} u\right\|_{\frac{n}{m} \leq 1}} \int_{\Omega} e^{\beta_{0}|u|^{\frac{n}{n-m}}} d x \leq C_{m, n}|\Omega| \tag{1.11}
\end{equation*}
$$

where

$$
\beta_{0}=\beta_{0}(m, n):=\frac{n}{\omega_{n-1}} \begin{cases}{\left[\frac{\pi^{\frac{n}{2}} 2^{m} \Gamma\left(\frac{m}{2}\right)}{\Gamma\left(\frac{n-m}{2}\right)}\right]^{\frac{n}{n-m}}} & \text { if } m \text { is even } \\ {\left[\frac{\pi^{\frac{n}{2}} 2^{m} \Gamma\left(\frac{m+1}{2}\right)}{\Gamma\left(\frac{n-m+1}{2}\right)}\right]^{\frac{n}{n-m}}} & \text { if } m \text { is odd } .\end{cases}
$$

Furthermore inequality (1.11) is sharp.
Adams' approach to the problem is to express $u$ as the Riesz potential of its gradient of order $m$ and then apply the following theorem

Theorem 1.5 ([2], Theorem 2). Let $1<p<+\infty$. There exists a constant $c_{0}=c_{0}(p, n)$ such that for all $f \in L^{p}\left(\mathbb{R}^{n}\right)$ with support contained in $\Omega \subset \mathbb{R}^{n}$

$$
\int_{\Omega} e^{\frac{n}{\omega_{n-1}}\left|\frac{I_{\alpha} * f(x)}{\|f\|_{p}}\right|^{p^{\prime}}} \leq c_{0}
$$

where $\alpha=\frac{n}{p}, \frac{1}{p}+\frac{1}{p^{\prime}}=1$ and

$$
I_{\alpha} * f(x):=\int_{\mathbb{R}^{n}}|x-y|^{\alpha-n} f(y) d y
$$

is the Riesz potential of order $\alpha$.
The reason why it is convenient to write $u$ in terms of Riesz potential is that one cannot use directly the idea of decreasing rearrangement $u^{\sharp}$ to treat the higher order case, because no inequality of the type (1.4) is known to hold for higher order derivatives. To avoid this
problem, Adams applied a result of R. O'Neil [53] on nonincreasing rearrangements for convolution integrals, if $h:=g * f$ then

$$
h^{* *}(t) \leq t g^{* *}(t) f^{* *}(t)+\int_{t}^{+\infty} g^{*}(s) f^{*}(s) d s
$$

where $f^{* *}(t):=\frac{1}{t} \int_{0}^{t} f^{*}(s) d s$. Then, a change of variables reduces the estimate to a onedimensional calculus inequality

Lemma 1.6 ([2], Lemma 1). Let $a: \mathbb{R} \times[0,+\infty) \rightarrow \mathbb{R}$ be a nonnegative measurable function such that a.e.

$$
a(s, t) \leq 1 \quad \text { when } 0<s<t, \quad \text { and } \quad \sup _{t>0}\left(\int_{-\infty}^{0}+\int_{t}^{+\infty} a^{p^{\prime}}(s, t) d s\right)^{\frac{1}{p^{\prime}}}=: b<+\infty
$$

where $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. Then there exists a constant $c_{0}=c_{0}(p, b)$ such that for any $\phi: \mathbb{R} \rightarrow \mathbb{R}$ satisfying $\phi \geq 0$ and

$$
\int_{-\infty}^{+\infty} \phi^{p}(s) d s \leq 1,
$$

the following inequality holds

$$
\int_{0}^{+\infty} e^{-F(t)} d t \leq c_{0}
$$

where

$$
F(t):=t-\left(\int_{-\infty}^{+\infty} a(s, t) \phi(s) d s\right)^{p^{\prime}} .
$$

We can notice that the one-dimensional technical inequality of Moser, see Lemma 1.2 above, corresponds to the case

$$
a(s, t)= \begin{cases}1 & \text { when } 0<s<t \\ 0 & \text { otherwise }\end{cases}
$$

Later L. Fontana [36] proved that the complete analogues of Adams' theorem, Theorem 1.4 , is valid for every compact smooth Riemannian manifold $M$. In fact, the optimal exponent $\beta_{0}$ turn out to be the same for every such $M$ as it is for domains in $\mathbb{R}^{n}$.

## Adams' inequalities for unbounded domains

As in the case of first order derivatives, one notes that the bound in (1.11) becomes infinite for domains $\Omega$ with $|\Omega|=+\infty$. Let

$$
\begin{equation*}
\phi(t):=e^{t}-\sum_{j=0}^{j_{m}-2} \frac{t^{j}}{j!} \tag{1.12}
\end{equation*}
$$

where

$$
j_{\frac{n}{m}}:=\min \left\{j \in \mathbb{N} \left\lvert\, j \geq \frac{n}{m}\right.\right\} \geq \frac{n}{m} .
$$

If $m$ is an even integer, T. Ogawa and T. Ozawa [52] in the case $\frac{n}{m}=2$ and T. Ozawa [54] in the general case proved the existence of positive constants $\alpha$ and $C$ such that

$$
\int_{\mathbb{R}^{n}} \phi\left(\alpha|u|^{\frac{n}{n-m}}\right) d x \leq C\|u\|_{\frac{n}{m}}^{\frac{n}{m}} \quad \forall u \in W^{m \frac{n}{m}}\left(\mathbb{R}^{n}\right) \text { with }\left\|\nabla^{m} u\right\|_{\frac{n}{m}} \leq 1
$$

The proof of this result follows the original idea of Yudovich, Pohozaev and Trudinger; making use of the power series expansion of the exponential function, the problem reduces to majorizing each term of the expansion in terms of the Sobolev norms in order that the resulting power series should converge. More precisely the following sharp Sobolev inequalities are involved

$$
\|u\|_{q} \leq C(m, n) q^{1-\frac{m}{n}}\left\|\nabla^{m} u\right\|_{\frac{n}{m}}^{1-\frac{n}{q m}}\|u\|_{\frac{n}{m}}^{\frac{n}{q m}} \quad \forall u \in W^{m, \frac{n}{m}}\left(\mathbb{R}^{n}\right), \forall q \in\left[\frac{n}{m},+\infty\right) .
$$

However the problem concerning the best possible exponent for this type of inequalities is not solved with such a proof and it is still an open problem. We point out that indeed the results of [52] and [54] are more general and more precisely recover also the case of fractional derivatives.

In the case that $m$ is even, namely $m=2 k$, in Chapter 2 we will show that replacing the norm $\left\|\nabla^{m} u\right\|_{\frac{n}{m}}$ with the norm

$$
\|u\|_{m, n}:=\left\|(-\Delta+I)^{\frac{m}{2}} u\right\|_{\frac{n}{m}}=\left\|(-\Delta+I)^{k} u\right\|_{\frac{n}{m}}
$$

where $I$ denotes the identity operator, the supremum in (1.11) is bounded by a constant independent of $\Omega$.

The main result that we will prove in Chapter 2 is the following:
Theorem 1.7. Let $m$ be an even integer less than $n$. There exists a constant $C_{m, n}>0$ such that for any domain $\Omega \subseteq \mathbb{R}^{n}$

$$
\sup _{u \in W_{0}^{m, \frac{n}{m}}(\Omega),\|u\|_{m, n} \leq 1} \int_{\Omega} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x \leq C_{m, n}
$$

and this inequality is sharp.

In [43] (see Theorem 1.2), Kozono et al. explicitely exhibit a constant $\beta_{m, n}^{*} \leq \beta_{0}$, with $\beta_{m, 2 m}^{*}=\beta_{0}(m, 2 m)$, such that if $\beta<\beta_{m, n}^{*}$ then

$$
\begin{equation*}
\sup _{u \in W^{m, \frac{n}{m}}\left(\mathbb{R}^{n}\right),\|u\|_{m, n} \leq 1} \int_{\mathbb{R}^{n}} \phi\left(\beta|u|^{\frac{n}{n-m}}\right) d x \leq C(\beta, m, n) \tag{1.13}
\end{equation*}
$$

where $C(\beta, m, n)>0$ is a constant depending on $\beta, m$ and $n$, while if $\beta>\beta_{0}$ the supremum is infinite. To do this they reduce the inequality to some equivalent form by means of Bessel potentials, then they apply techniques of symmetric decreasing rearrangements and, following a procedure similar to Adams', they make use of O'Neil's result [53] on the rearrangement of convolution functions. But with these arguments they did not answer the question whether or not the uniform boundedness in (1.13) holds also for the limiting case $\beta=\beta_{0}$.

## CHAPTER 2

## Sharp Adams-type inequalities in $\mathbb{R}^{n}$

Adams' inequality for bounded domains $\Omega \subset \mathbb{R}^{4}$ states that the supremum of

$$
\int_{\Omega} e^{32 \pi^{2} u^{2}} d x
$$

over all functions $u \in W_{0}^{2,2}(\Omega)$ with $\|\Delta u\|_{2} \leq 1$ is bounded by a constant depending on $\Omega$ only. This bound becomes infinite for unbounded domains and in particular for $\mathbb{R}^{4}$. In this Chapter we prove that if $\|\Delta u\|_{2}$ is replaced by a suitable norm, namely $\|-\Delta u+u\|_{2}$, then the supremum of

$$
\int_{\Omega}\left(e^{32 \pi^{2} u^{2}}-1\right) d x
$$

over all functions $u \in W_{0}^{2,2}(\Omega)$ with $\|-\Delta u+u\|_{2} \leq 1$ is bounded by a constant independent of the domain $\Omega$. Furthermore, we generalize this result to any $W_{0}^{m, \frac{n}{m}}(\Omega)$ with $\Omega \subseteq \mathbb{R}^{n}$ and $m$ an even integer less than $n$. More precisely setting

$$
\phi(t):=e^{t}-\sum_{j=0}^{j \frac{n}{m}-2} \frac{t^{j}}{j!},
$$

where

$$
j_{\frac{n}{m}}:=\min \left\{j \in \mathbb{N} \left\lvert\, j \geq \frac{n}{m}\right.\right\} \geq \frac{n}{m}
$$

we will prove the following result:
Theorem 2.1. Let $m$ be an even integer less than $n, m=2 k<n$ with $k \geq 1$. There exists a constant $C_{m, n}>0$ such that for any domain $\Omega \subseteq \mathbb{R}^{n}$

$$
\begin{equation*}
\sup _{u \in W_{0}^{m, \frac{n}{m}}(\Omega),\|u\|_{m, n} \leq 1} \int_{\Omega} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x \leq C_{m, n} \tag{2.1}
\end{equation*}
$$

where

$$
\|u\|_{m, n}:=\left\|(-\Delta+I)^{\frac{m}{2}} u\right\|_{\frac{n}{m}}=\left\|(-\Delta+I)^{k} u\right\|_{\frac{n}{m}}
$$

and

$$
\beta_{0}=\beta_{0}(m, n):=\frac{n}{\omega_{n-1}}\left[\frac{\pi^{\frac{n}{2}} 2^{m} \Gamma\left(\frac{m}{2}\right)}{\Gamma\left(\frac{n-m}{2}\right)}\right]^{\frac{n}{n-m}} .
$$

Furthermore inequality (2.1) is sharp.
To prove this theorem, the idea is to adapt the arguments in [61], but in order to do this one encounters difficulties in the use of symmetrization techniques to reduce the general problem to the radial case. Indeed, this cannot be done directly as in [61], since one would have to establish inequalities between $\left\|\nabla^{m} u\right\|_{\frac{n}{m}}$ and $\left\|\nabla^{m} u^{\sharp}\right\|_{\frac{n}{m}}$, where $u^{\sharp}$ denotes the symmetrized function of $u$, and such estimates are unknown $\dot{m}_{n}^{m}$ general for higher order derivatives. To get around this problem, the idea is to apply a suitable comparison principle. For example, in [22] and [21], the authors used the well known Talenti comparison principle (see [67]). Under suitable assumptions, this comparison principle leads to compare a function $u$, not necessarily radial, with a radial function $v$ in such a way that $\left\|\nabla^{m} u\right\|_{p}=$ $\left\|\nabla^{m} v\right\|_{p}$ and $\|u\|_{p} \leq\|v\|_{p}$ for any $p \in[1,+\infty)$. Therefore, the Talenti comparison principle is a suitable tool if one works with the $L^{p}$-norm of the $m$-th order gradient. In our case, since we want to obtain an estimate independent of the domain, we need to replace the Dirichlet norm $\left\|\nabla^{m} u\right\|_{\frac{n}{m}}$ by a larger norm, and a natural choice is the norm

$$
\|u\|_{m, n}:=\left\|(-\Delta+I)^{\frac{m}{2}} u\right\|_{\frac{n}{m}} .
$$

It is easy to check that the norm $\|u\|_{m, n}$ is equivalent to the Sobolev norm

$$
\|u\|_{W^{m}, \frac{n}{m}}:=\left(\|u\|_{\frac{n}{m}}^{\frac{n}{m}}+\sum_{j=1}^{m}\left\|\nabla^{j} u\right\|_{\frac{n}{m}}^{\frac{n}{m}}\right)^{\frac{m}{n}}
$$

and in particular, if $u \in W_{0}^{m \frac{n}{m}}(\Omega)$ (or $u \in W^{m, \frac{n}{m}}\left(\mathbb{R}^{n}\right)$ ) then

$$
\begin{equation*}
\|u\|_{W^{m}, \frac{n}{m}} \leq\|u\|_{m, n} \tag{2.2}
\end{equation*}
$$

But the Talenti comparison principle cannot be applied to the norm $\|u\|_{m, n}$ since it increases the $\|\cdot\|_{m, n}$-norm; however, the norm $\|u\|_{m, n}$ is well-suited to apply (an iterated version of) a comparison principle due to G. Trombetti and J. L. Vázquez which appears in [69] (see also G. Chiti [24]). The iterated version of this comparison principle is stated in Proposition 2.8.

Having reduced the problem to the radial case, in order to prove Theorem 2.1, we will show that the supremum of

$$
\int_{B_{R}} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x
$$

over all radial functions with homogeneous Navier boundary conditions belonging to the unit ball of

$$
\left(W_{N, \mathrm{rad}}^{m, \frac{n}{m}}\left(B_{R}\right):=W_{N}^{m, \frac{n}{m}}\left(B_{R}\right) \cap W_{\mathrm{rad}}^{m, \frac{n}{m}}\left(B_{R}\right),\|\cdot\|_{W^{m, \frac{n}{m}}}\right)
$$

is bounded by a constant independent of $R>0$. Here and below, $B_{R}:=\left\{x \in \mathbb{R}^{n}| | x \mid<R\right\}$ is the ball of radius $R>0$, and

$$
\begin{aligned}
W_{N}^{m, \frac{n}{m}}\left(B_{R}\right) & :=\left\{u \in W^{n, \frac{n}{m}}\left(B_{R}\right)\left|\Delta^{j} u\right|_{\partial B_{R}}=0 \text { in the sense of traces for } 0 \leq j<\frac{m}{2}\right\} \\
W_{\mathrm{rad}}^{m, \frac{n}{m}}\left(B_{R}\right) & :=\left\{\left.u \in W^{m, \frac{n}{m}}\left(B_{R}\right) \right\rvert\, u(x)=u(|x|) \text { a.e. in } B_{R}\right\}
\end{aligned}
$$

are respectively the space of $W^{m, \frac{n}{m}}\left(B_{R}\right)$-functions with homogeneous Navier boundary conditions and the space of radial $W^{m, \frac{n}{m}}\left(B_{R}\right)$-functions. This result is expressed in the following:

Proposition 2.2. Let $m$ be an even integer less than $n$. There exists a constant $C_{m, n}>0$ such that

$$
\begin{equation*}
\sup _{u \in W_{N, r a d}^{m, \frac{n}{m}}\left(B_{R}\right),\|u\|_{W^{m, n / m} \leq 1}} \int_{B_{R}} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x \leq C_{m, n} \tag{2.3}
\end{equation*}
$$

independently of $R>0$ and this inequality is sharp.
This ends an outline of the proof of Theorem 2.1.
We point out that, as $W_{0}^{m, \frac{n}{m}}(\Omega) \subset W_{N}^{m, \frac{n}{m}}(\Omega)$, we have

$$
\sup _{u \in W_{0}^{m, \frac{n}{m}}(\Omega),\|u\|_{m, n} \leq 1} \int_{\Omega} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x \leq \sup _{u \in W_{N}^{m, \frac{n}{m}}(\Omega),\|u\|_{m, n} \leq 1} \int_{\Omega} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x
$$

and actually we will also prove the following stronger version of the Adams-type inequality (2.1):

Proposition 2.3. Let $m$ be an even integer less than $n$. There exists a constant $C_{m, n}>0$ such that for any bounded domain $\Omega \subset \mathbb{R}^{n}$

$$
\begin{equation*}
\sup _{u \in W_{N}^{m, \frac{n}{m}}(\Omega),\|u\|_{m, n} \leq 1} \int_{\Omega} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x \leq C_{m, n} \tag{2.4}
\end{equation*}
$$

and this inequality is sharp.
Comparing this last result with Theorem 2.1, in the case of bounded domains, it is remarkable that the sharp exponent $\beta_{0}$ does not depend on all the traces but only on the zero Navier boundary conditions. This is not obvious, as shown by A. Cianchi in [25] in the case of first order derivatives: with zero Neumann boundary conditions (i.e. in $W^{1, n}(\Omega)$ instead of $\left.W_{0}^{1, n}(\Omega)\right)$ the sharp exponent $\alpha_{n}$ in Theorem 1.1 strictly decreases.

The plan of the proofs of the results stated above is the following. In Section 2.1 we recall the comparison principle of G. Trombetti and J. L. Vázquez [69] (see also G. Chiti [24]) and we introduce an iterated version of it. In the following sections (Section 2.2 and 2.3 ), firstly we prove that the supremum of

$$
\int_{\mathbb{R}^{n}} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x
$$

over all radial functions belonging to the unit ball of $\left(W^{m, \frac{n}{m}}\left(\mathbb{R}^{n}\right),\|\cdot\|_{W^{m}, \frac{n}{m}}\right)$ is bounded:

Theorem 2.4. Let $m$ be an even integer less than $n$. There exists a constant $C_{m, n}>0$ such that

$$
\begin{equation*}
\sup _{u \in W_{r a d}^{m, \frac{n}{m}}\left(\mathbb{R}^{n}\right),\|u\|_{W^{m, n / m} \leq 1}} \int_{\mathbb{R}^{n}} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x \leq C_{m, n} \tag{2.5}
\end{equation*}
$$

where

$$
W_{\text {rad }}^{m, \frac{n}{m}}\left(\mathbb{R}^{n}\right):=\left\{\left.u \in W^{m, \frac{n}{m}}\left(\mathbb{R}^{n}\right) \right\rvert\, u(x)=u(|x|) \text { a.e. in } \mathbb{R}^{n}\right\}
$$

Furthermore this inequality is sharp.

Secondly we will see that the proof of Theorem 2.4 can be easily adapted to prove Proposition 2.2. To make transparent the main ideas of the proof, in Section 2.2 we prove Theorem 2.4 and Proposition 2.2 in the simplest case $m=2, n=4$ and we give a general proof for $m \geq 2$ even and $n>m$ in Section 2.3. In Section 2.4 we prove the main theorem (Theorem 2.1), and we end the Section with the proof of Proposition 2.3. The proof of the sharpness of (2.1), (2.3), (2.4) and (2.5) is given in Section 2.5.

### 2.1. An iterated comparison principle

A crucial tool for the proof of Theorem 2.1 in the case $m=2$ is the following comparison principle of G. Trombetti and J. L. Vázquez [69] (see also G. Chiti [24]) which we state only for balls $B_{R} \subset \mathbb{R}^{n}, n \geq 2$, in order to simplify the notations and as this is the case of our main interest. We will denote by $\left|B_{R}\right|$ the Lebesgue measure of $B_{R}$, namely $\left|B_{R}\right|:=\sigma_{n} R^{n}$ where $\sigma_{n}$ is the volume of the unit ball in $\mathbb{R}^{n}$.

Let $u: B_{R} \rightarrow \mathbb{R}$ be a measurable function. The distribution funtion of $u$ is defined by

$$
\mu_{u}(t):=\left|\left\{x \in B_{R}| | u(x) \mid>t\right\}\right| \quad \forall t \geq 0
$$

The decreasing rearrangement of $u$ is defined by

$$
u^{*}(s):=\inf \left\{t \geq 0 \mid \mu_{u}(t)<s\right\} \quad \forall s \in\left[0,\left|B_{R}\right|\right],
$$

and the spherically symmetric decreasing rearrangement of $u$ by

$$
u^{\sharp}(x):=u^{*}\left(\sigma_{n}|x|^{n}\right) \quad \forall x \in B_{R} .
$$

The function $u^{\sharp}$ is the unique nonnegative integrable function which is radially symmetric, nonincreasing and has the same distribution function as $|u|$.

Let $u$ be a weak solution of

$$
\left\{\begin{array}{l}
-\Delta u+u=f \quad \text { in } B_{R}  \tag{2.6}\\
u \in W_{0}^{1,2}\left(B_{R}\right)
\end{array}\right.
$$

where $f \in L^{\frac{2 n}{n+2}}\left(B_{R}\right)$.

Proposition 2.5 ([69], Inequality (2.20)). If $u$ is a nonnegative weak solution of (2.6) then

$$
\begin{equation*}
-\frac{d u^{*}}{d s}(s) \leq \frac{1}{n^{2} \sigma_{n}^{\frac{2}{n}}} s^{\frac{2}{n}-2} \int_{0}^{s}\left(f^{*}-u^{*}\right) d \tau \quad \forall s \in\left(0,\left|B_{R}\right|\right) \tag{2.7}
\end{equation*}
$$

We now consider the problem

$$
\left\{\begin{array}{l}
-\Delta v+v=f^{\sharp} \quad \text { in } B_{R}  \tag{2.8}\\
v \in W_{0}^{1,2}\left(B_{R}\right)
\end{array} .\right.
$$

Due to the radial symmetry of the equation the unique solution $v$ of (2.8) is radially symmetric and it is easy to see that

$$
\begin{equation*}
-\frac{d \hat{v}}{d s}(s)=\frac{1}{n^{2} \sigma_{n}^{\frac{2}{n}}} s^{\frac{2}{n}-2} \int_{0}^{s}\left(f^{*}-\hat{v}\right) d \tau \quad \forall s \in\left(0,\left|B_{R}\right|\right) \tag{2.9}
\end{equation*}
$$

where $\hat{v}\left(\sigma_{n}|x|^{n}\right):=v(x) \quad \forall x \in B_{R}$.
The maximum principle, together with inequalities (2.7) and (2.9), leads as proved in [69] to the following comparison of integrals in balls:

Proposition 2.6 ([69], Theorem 1). Let $u$, $v$ be weak solutions of (2.6) and (2.8) respectively. For every $r \in(0, R)$ we have

$$
\int_{B_{r}} u^{\sharp} d x \leq \int_{B_{r}} v d x .
$$

We are now interested to obtain a comparison principle for the polyharmonic operator, which will allow us to reduce the proof of Theorem 2.1 to the radial case. To this aim let $m=2 k$ with $k$ a positive integer and let $u \in W^{m, 2}\left(B_{R}\right)$ be a weak solution of

$$
\left\{\begin{array}{l}
(-\Delta+I)^{k} u=f \quad \text { in } B_{R}  \tag{2.10}\\
u \in W_{N}^{m, 2}\left(B_{R}\right)
\end{array}\right.
$$

where $f \in L^{\frac{2 n}{n+2}}\left(B_{R}\right)$. If we consider the problem

$$
\left\{\begin{array}{l}
(-\Delta+I)^{k} v=f^{\sharp} \quad \text { in } B_{R}  \tag{2.11}\\
v \in W_{N}^{m, 2}\left(B_{R}\right)
\end{array}\right.
$$

then the following comparison of integrals in balls holds.
Proposition 2.7. Let $u, v$ be weak solutions of the polyharmonic problems (2.10) and (2.11) respectively. For every $r \in(0, R)$ we have

$$
\int_{B_{r}} u^{\sharp} d x \leq \int_{B_{r}} v d x .
$$

Proof. Since equations in (2.10) and (2.11) are considered with homogeneous Navier boundary conditions, they may be rewritten as second order systems:
$\left(P_{1}\right)\left\{\begin{array}{l}-\Delta u_{1}+u_{1}=f \quad \text { in } B_{R} \\ u_{1} \in W_{0}^{1,2}\left(B_{R}\right)\end{array}\right.$
$\left(P_{i}\right)\left\{\begin{array}{l}-\Delta u_{i}+u_{i}=u_{i-1} \quad \text { in } B_{R} \\ u_{i} \in W_{0}^{1,2}\left(B_{R}\right)\end{array} \quad i \in\{2,3, \ldots, k\}\right.$
$\left(\bar{P}_{1}\right)\left\{\begin{array}{l}-\Delta v_{1}+v_{1}=f^{\sharp} \quad \text { in } B_{R} \\ v_{1} \in W_{0}^{1,2}\left(B_{R}\right)\end{array}\right.$
$\left(\bar{P}_{i}\right)\left\{\begin{array}{l}-\Delta v_{i}+v_{i}=v_{i-1} \quad \text { in } B_{R} \\ v_{i} \in W_{0}^{1,2}\left(B_{R}\right)\end{array} \quad i \in\{2,3, \ldots, k\}\right.$
where $u_{k}=u$ and $v_{k}=v$. Thus we have to prove that for every $r \in(0, R)$

$$
\begin{equation*}
\int_{B_{r}} u_{k}^{\sharp} d x \leq \int_{B_{r}} v_{k} d x . \tag{2.12}
\end{equation*}
$$

When $k=1$, inequality (2.12) is the inequality in Proposition 2.6 . When $k \geq 2$ we proceed by finite induction, proving that

$$
\begin{equation*}
\int_{B_{r}} u_{i}^{\sharp} d x \leq \int_{B_{r}} v_{i} d x \tag{2.13}
\end{equation*}
$$

holds for every $i \in\{1,2, \ldots, k\}$. By Proposition 2.6 it follows that if $i=1$ then (2.13) holds. Now, assuming that inequality (2.13) has been proved for some $i \in\{1,2, \ldots, k-1\}$, we show that

$$
\begin{equation*}
\int_{B_{r}} u_{i+1}^{\sharp} d x \leq \int_{B_{r}} v_{i+1} d x . \tag{2.14}
\end{equation*}
$$

Without loss of generality we may assume that $u_{i+1} \geq 0$. Infact, let $\bar{u}_{i+1}$ be a weak solution of

$$
\left\{\begin{array}{l}
-\Delta \bar{u}_{i+1}+\bar{u}_{i+1}=\left|u_{i}\right| \quad \text { in } B_{R} \\
\bar{u}_{i+1} \in W_{0}^{1,2}\left(B_{R}\right)
\end{array}\right.
$$

then by the maximum principle $\bar{u}_{i+1} \geq 0$ and $\bar{u}_{i+1} \geq u_{i+1}$ in $B_{R}$.
Since $u_{i+1}$ is a nonnegative weak solution of $\left(P_{i+1}\right)$ then (2.7) holds and since $v_{i+1}$ is a weak solution of ( $\bar{P}_{i+1}$ ) also an analogue of (2.9) holds, namely

$$
\begin{array}{ll}
-\frac{d u_{i+1}^{*}}{d s}(s) \leq \frac{1}{n^{2} \sigma_{n}^{\frac{2}{n}}} s^{\frac{2}{n}-2} \int_{0}^{s}\left(u_{i}^{*}-u_{i+1}^{*}\right) d \tau & \forall s \in\left(0,\left|B_{R}\right|\right), \\
-\frac{d \hat{v}_{i+1}}{d s}(s)=\frac{1}{n^{2} \sigma_{n}^{\frac{2}{n}}} s^{\frac{2}{n}-2} \int_{0}^{s}\left(\hat{v}_{i}-\hat{v}_{i+1}\right) d \tau & \forall s \in\left(0,\left|B_{R}\right|\right) .
\end{array}
$$

Therefore for any $s \in\left(0,\left|B_{R}\right|\right)$

$$
\frac{d \hat{v}_{i+1}}{d s}(s)-\frac{d u_{i+1}^{*}}{d s}(s)-\frac{1}{n^{2} \sigma_{n}^{\frac{2}{n}}} s^{\frac{2}{n}-2} \int_{0}^{s}\left(\hat{v}_{i+1}-u_{i+1}^{*}\right) d \tau \leq \frac{1}{n^{2} \sigma_{n}^{\frac{2}{n}}} s^{\frac{2}{n}-2} \int_{0}^{s}\left(u_{i}^{*}-\hat{v}_{i}\right) d \tau .
$$

But as a consequence of the fact that inequality (2.13) holds for $i$ we have that

$$
\int_{0}^{s}\left(u_{i}^{*}-\hat{v}_{i}\right) d \tau \leq 0 \quad \forall s \in\left(0,\left|B_{R}\right|\right)
$$

and we get

$$
\frac{d \hat{v}_{i+1}}{d s}(s)-\frac{d u_{i+1}^{*}}{d s}(s)-\frac{1}{n^{2} \sigma_{n}^{\frac{2}{n}}} s^{\frac{2}{n}-2} \int_{0}^{s}\left(\hat{v}_{i+1}-u_{i+1}^{*}\right) d \tau \leq 0 \quad \forall s \in\left(0,\left|B_{R}\right|\right) .
$$

We can now proceed as in [69], setting

$$
y(s):=\int_{0}^{s}\left(\hat{v}_{i+1}-u_{i+1}^{*}\right) \quad \forall s \in\left(0,\left|B_{R}\right|\right)
$$

so that

$$
\left\{\begin{array}{l}
y^{\prime \prime}-\frac{1}{n^{2} \sigma_{n}^{\frac{2}{n}}} y \leq 0 \quad \text { in }\left(0,\left|B_{R}\right|\right) \\
y(0)=y^{\prime}\left(\left|B_{R}\right|\right)=0
\end{array}\right.
$$

and the maximum principle leads us to conclude that $y \geq 0$ which is equivalent to (2.14).

Actually, in the proof of Theorem 2.1, we will not directly use the comparison of integrals in balls, Proposition 2.7, to reduce the problem to the radial case, but the following comparison principle:

Proposition 2.8 ([69], Corollary 1). Let $u$, $v$ be weak solutions of (2.10) and (2.11) respectively. For every convex nondecreasing function $\phi:[0,+\infty) \rightarrow[0,+\infty)$ we have

$$
\int_{B_{R}} \phi(|u|) d x \leq \int_{B_{R}} \phi(v) d x .
$$

This result is a direct consequence of Proposition 2.7 and a well-known result of G. H. Hardy, J. E. Littlewood and G. Pólya [?].

Proposition 2.9 ([38]). Let $h, g:[a, b] \rightarrow \mathbb{R}$ be non-negative measurable functions. The following conditions are equivalent:

- for any convex function $\phi$ we have $\int_{a}^{b} \phi(g(t)) d t \leq \int_{a}^{b} \phi(h(t)) d t$;
- for any $x \in[a, b]$ we have $\int_{a}^{x} g^{*}(t) d t \leq \int_{a}^{x} h^{*}(t) d t$ and equality holds when $x=b$.

Proof of Proposition 2.8. From Proposition 2.7,

$$
\int_{0}^{x} u^{*}(t) d t \leq \int_{0}^{x} v(t) d t \quad \forall x \in\left[0,\left|B_{R}\right|\right) .
$$

Consequently, if

$$
\begin{equation*}
\int_{0}^{\left|B_{R}\right|} u^{*}(t) d t=\int_{0}^{\left|B_{R}\right|} v(t) d t \tag{2.15}
\end{equation*}
$$

then, applying Proposition 2.9, we have

$$
\int_{B_{R}} \phi(|u|) d x=\int_{0}^{\left|B_{R}\right|} \phi\left(u^{*}(t)\right) d t \leq \int_{0}^{\left|B_{R}\right|} \phi(v(t)) d t=\int_{B_{R}} \phi(v) d x .
$$

If (2.15) does not hold, it suffices to define

$$
\bar{v}(t):= \begin{cases}v(t) & \forall t \in[0, M] \\ 0 & \forall t \in\left(M,\left|B_{R}\right|\right]\end{cases}
$$

with $0<M \leq\left|B_{R}\right|$ such that

$$
\int_{0}^{B_{R}} u^{*}(t) d t=\int_{0}^{M} v(t) d t
$$

Then, applying again Proposition 2.9 and exploiting the monotonicity of $\phi$, we obtain the desired estimate.

Remark 2.10. It is easy to adapt the previous arguments to obtain a result for general bounded domains. Let $\Omega \subset \mathbb{R}^{n}, n \geq 2$ be a bounded domain, we consider the problems:

$$
\left\{\begin{array} { l } 
{ ( - \Delta + I ) ^ { k } u = f \quad \text { in } \Omega } \\
{ u \in W _ { N } ^ { m , 2 } ( \Omega ) }
\end{array} \left\{\begin{array}{l}
(-\Delta+I)^{k} v=f^{\sharp} \quad \text { in } \Omega^{\sharp} \\
v \in W_{N}^{m, 2}\left(\Omega^{\sharp}\right)
\end{array}\right.\right.
$$

where $f \in L^{\frac{2 n}{n+2}}(\Omega)$ and $\Omega^{\sharp}$ is the ball in $\mathbb{R}^{n}$ centered at $0 \in \mathbb{R}^{n}$ with the same measure as $\Omega$. Then for every convex nondecreasing function $\phi:[0,+\infty) \rightarrow[0,+\infty)$ we have

$$
\int_{\Omega} \phi(|u|) d x \leq \int_{\Omega^{\sharp}} \phi(v) d x .
$$

Remark 2.11. We can now explain how this last proposition may be used in the proof of Theorem 2.1. Let $m=2 k<n$ with $k$ a positive integer. Let $u \in \mathcal{C}_{0}^{\infty}\left(B_{R}\right)$ with $B_{R} \subset \mathbb{R}^{n}$ and define $f:=(-\Delta+I)^{k}$ u in $B_{R}$. By construction $u$ is the unique solution of (2.10). Let $v$ be the unique radial solution of (2.11), then by Proposition 2.8 it follows that

$$
\int_{B_{R}} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x \leq \int_{B_{R}} \phi\left(\beta_{0}|v|^{\frac{n}{n-m}}\right) d x .
$$

Since $f \in L^{\frac{n}{m}}\left(B_{R}\right)$, we have that $f^{\sharp} \in L^{\frac{n}{m}}\left(B_{R}\right)$ and thus $v \in W_{N, \text { rad }}^{m, \frac{n}{m}}\left(B_{R}\right)$. Furthermore

$$
\|v\|_{m, n}=\left\|(-\Delta+I)^{k} v\right\|_{\frac{n}{m}}=\left\|f^{\sharp}\right\|_{\frac{n}{m}}=\|f\|_{\frac{n}{m}}=\left\|(-\Delta+I)^{k} u\right\|_{\frac{n}{m}}=\|u\|_{m, n} .
$$

This means that, starting with a function $u \in C_{0}^{\infty}\left(B_{R}\right)$, we can always consider a radial function $v \in W_{N, \text { rad }}^{m, \frac{n}{m}}\left(B_{R}\right)$ which increases the integral we are interested in and which has the same $\|\cdot\|_{m, n}$-norm as $u$.

### 2.2. An Adams-type inequality for radial functions in $W^{2,2}\left(\mathbb{R}^{4}\right)$

In this Section we will prove the first part of Theorem 2.4 in the case $m=2$ and $n=4$, namely we will prove the existence of a constant $C>0$ such that

$$
\begin{equation*}
\sup _{u \in W_{\text {rad }}^{2,2}\left(\mathbb{R}^{4}\right),\|u\|_{W^{2,2}} \leq 1} \int_{\mathbb{R}^{4}}\left(e^{32 \pi^{2} u^{2}}-1\right) d x \leq C \tag{2.16}
\end{equation*}
$$

To do this we follow the techniques adopted in [61] for the proof of Theorem 1.3, and the key to adapt these arguments to the case of second order derivatives is the following stronger version of Adams' inequality:

Theorem 2.12 ([68]). Let $\Omega \subset \mathbb{R}^{4}$ be a bounded domain, then there exists a constant $C>0$ such that

$$
\sup _{u \in W^{2,2}(\Omega) \cap W_{0}^{1,2}(\Omega),\|\Delta u\|_{2} \leq 1} \int_{\Omega} e^{32 \pi^{2} u^{2}} d x \leq C|\Omega|
$$

and this inequality is sharp.

Remark 2.13. We point out that Adams' inequality, in its original form, deals with functions in $W_{0}^{2,2}(\Omega)$ (see Theorem 1.4) which is the closure of the space of smooth compactly supported functions. Note that $W_{0}^{2,2}(\Omega)$ is strictly contained in $W^{2,2}(\Omega) \cap W_{0}^{1,2}(\Omega)$ and

$$
\sup _{u \in W_{0}^{2,2}(\Omega),\|\Delta u\|_{2} \leq 1} \int_{\Omega} e^{32 \pi^{2} u^{2}} d x \leq \sup _{u \in W^{2,2}(\Omega) \cap W_{0}^{1,2}(\Omega),\|\Delta u\|_{2} \leq 1} \int_{\Omega} e^{32 \pi^{2} u^{2}} d x
$$

therefore Theorem 2.12 improves Adams' inequality showing that the sharp exponent $32 \pi^{2}$ does not depend on all the traces.

In [68] C. Tarsi obtained more general embeddings in Zygmund spaces and Theorem 2.12 is a particular case of these results. For the convenience of the reader, we give here an alternative proof (see also C. S. Lin and J. Wei [46]). To do this we will follow an argument introduced by H. Brezis and F. Merle (see the proof of Theorem 1 in [16]) constructing an auxiliary function written in Riesz potential form and we will apply to this auxiliary function the following theorem due to D. R. Adams:

Theorem 2.14 ([2], Theorem 2). For $1<p<+\infty$, there is a constant $c_{0}=c_{0}(p, n)$ such that for all $f \in L^{p}\left(\mathbb{R}^{n}\right)$ with support contained in $\Omega,|\Omega|<+\infty$

$$
\int_{\Omega} e^{\frac{n}{\omega_{n-1}}\left|\frac{I_{\alpha * f(x)}}{\|f\|_{p}}\right|^{p^{\prime}}} d x \leq c_{0}
$$

where $\frac{1}{p}+\frac{1}{p^{\prime}}=1, \omega_{n-1}$ is the surface measure of the unit sphere $S^{n-1} \subset \mathbb{R}^{n}$ and

$$
I_{\alpha} * f(x):=\int_{\mathbb{R}^{n}}|x-y|^{\alpha-n} f(y) d y
$$

is the Riesz potential of order $\alpha:=\frac{n}{p}$.

Proof of Theorem 2.12. Let

$$
C_{D}^{\infty}(\Omega):=\left\{u \in C^{\infty}(\Omega) \cap C^{0}(\bar{\Omega})|u|_{\partial \Omega}=0\right\}
$$

By density arguments, it suffices to prove that

$$
\sup _{u \in C_{D}^{\infty}(\Omega),\|\Delta u\|_{2} \leq 1} \int_{\Omega} e^{32 \pi^{2} u^{2}} d x \leq C|\Omega| .
$$

Let $u \in C_{D}^{\infty}(\Omega)$ be such that $\|\Delta u\|_{2} \leq 1$ and set $f:=\Delta u$ in $\Omega$, so that $u$ is a solution of the Dirichlet boundary value problem

$$
\begin{cases}\Delta u=f & \text { in } \Omega \\ u=0 & \text { on } \Omega\end{cases}
$$

We extend $f$ to be zero outside $\Omega$

$$
\bar{f}(x):= \begin{cases}f(x) & x \in \Omega \\ 0 & x \in \mathbb{R}^{4} \backslash \Omega\end{cases}
$$

and we define

$$
\bar{u}:=\left(\frac{4}{\omega_{3} 32 \pi^{2}}\right)^{\frac{1}{2}} I_{2} *|\bar{f}| \quad \text { in } \mathbb{R}^{4}
$$

so that $-\Delta \bar{u}=|\bar{f}|$ in $\mathbb{R}^{4}$. By construction $\bar{u} \geq 0$ in $\mathbb{R}^{4}$ and from the maximum principle it follows that $\bar{u} \geq|u|$ in $\Omega$. Furthermore

$$
32 \pi^{2} \bar{u}^{2} \leq \frac{4}{\omega_{3}}\left(\frac{I_{2} *|\bar{f}|}{\|\bar{f}\|_{2}}\right)^{2} \quad \text { in } \mathbb{R}^{4}
$$

Therefore

$$
\int_{\Omega} e^{32 \pi^{2} u^{2}} d x \leq \int_{\Omega} e^{32 \pi^{2} \bar{u}^{2}} d x \leq \int_{\Omega} e^{\frac{4}{\omega_{3}}\left(\frac{I_{2} * \mid \bar{f}(x)}{\|f\|_{2}}\right)^{2}} d x
$$

and the last integral is bounded by a constant which depends on $\Omega$ only as a consequence of Theorem 2.14 with $n=4$ and $p=2$.

We can now begin the proof of (2.16). Let $u \in W_{\text {rad }}^{2,2}\left(\mathbb{R}^{4}\right)$ be such that $\|u\|_{W^{2,2}} \leq 1$. Fixed $r_{0}>0$, set

$$
I_{1}:=\int_{B_{r_{0}}}\left(e^{32 \pi^{2} u^{2}}-1\right) d x, \quad I_{2}:=\int_{\mathbb{R}^{4} \backslash B_{r_{0}}}\left(e^{32 \pi^{2} u^{2}}-1\right) d x
$$

so that

$$
\int_{\mathbb{R}^{4}}\left(e^{32 \pi^{2} u^{2}}-1\right) d x=I_{1}+I_{2} .
$$

During the proof we will show that it is possible to choose a suitable $r_{0}>0$ independent of $u$ such that $I_{1}$ and $I_{2}$ are bounded by a constant which depends on $r_{0}$ only, and so we can conclude that (2.16) holds.

Firstly, we write $I_{2}$ using the power series expansion of the exponential function

$$
I_{2}=\sum_{k=1}^{+\infty} \frac{\left(32 \pi^{2}\right)^{k}}{k!} I_{2, k}, \quad I_{2, k}:=\int_{\mathbb{R}^{4} \backslash B_{r_{0}}}|u|^{2 k} d x .
$$

We estimate the single terms $I_{2, k}$ applying the following radial lemma.
Lemma 2.15 ([41], Lemma 1.1, Chapter 6). If $u \in W_{\text {rad }}^{1,2}\left(\mathbb{R}^{4}\right)$ then

$$
|u(x)| \leq \frac{1}{\sqrt{\omega_{3}}} \frac{1}{|x|^{3 / 2}}\|u\|_{W^{1,2}}
$$

for a.e. $x \in \mathbb{R}^{4}$, where $\omega_{3}=2 \pi^{2}$ is the surface measure of the unit sphere $S^{3} \subset \mathbb{R}^{4}$.

Hence for $k \geq 2$ we obtain

$$
I_{2, k} \leq \frac{\|u\|_{W^{1,2}}^{2 k}}{\left(\omega_{3}\right)^{k}} \omega_{3} \int_{r_{0}}^{+\infty} \frac{1}{\rho^{3 k}} \rho^{3} d \rho=\frac{\|u\|_{W^{1,2}}^{2 k}}{\left(\omega_{3}\right)^{k-1}} \cdot \frac{r_{0}{ }^{4-3 k}}{3 k-4}<\frac{\|u\|_{W^{1,2}}^{2 k}}{\left(\omega_{3}\right)^{k-1}} r_{0}{ }^{4-3 k} .
$$

This implies that

$$
I_{2} \leq 32 \pi^{2}\|u\|_{2}^{2}+\omega_{3} r_{0}^{4} \sum_{k=2}^{+\infty} \frac{1}{k!}\left(\frac{32 \pi^{2}\|u\|_{W^{1,2}}^{2}}{\omega_{3} r_{0}^{3}}\right)^{k} \leq c\left(r_{0}\right)
$$

where the constant $c\left(r_{0}\right)>0$ depends only on $r_{0}$ since by assumption $\|u\|_{2} \leq 1$ and $\|u\|_{W^{1,2}} \leq 1$.

To estimate $I_{1}$, the idea is to use Theorem 2.12, and in order to do this we have to associate to $u \in W^{2,2}\left(B_{r_{0}}\right)$ an auxiliary function $w \in W^{2,2}\left(B_{r_{0}}\right) \cap W_{0}^{1,2}\left(B_{r_{0}}\right)$ such that $\|\Delta w\|_{2} \leq 1$. Recalling that $u \in W_{\mathrm{rad}}^{2,2}\left(\mathbb{R}^{4}\right)$, we define a radial function $v=v(|x|)$ as

$$
v(|x|)=: u(|x|)-u\left(r_{0}\right) \quad \text { for } 0 \leq|x| \leq r_{0}
$$

and we can notice that $v \in W^{2,2}\left(B_{r_{0}}\right) \cap W_{0}^{1,2}\left(B_{r_{0}}\right)$. Applying again the radial lemma, we get for $0<|x| \leq r_{0}$

$$
\begin{aligned}
u^{2}(|x|) & =v^{2}(|x|)+2 v(|x|) u\left(r_{0}\right)+u^{2}\left(r_{0}\right) \leq v^{2}(|x|)+\left[v^{2}(|x|) u^{2}\left(r_{0}\right)+1\right]+u^{2}\left(r_{0}\right) \leq \\
& \leq v^{2}(|x|)+v^{2}(|x|)\left[\frac{1}{2 \pi^{2}} \frac{1}{r_{0}^{3}}\|u\|_{W^{1,2}}^{2}\right]+1+\frac{1}{2 \pi^{2}} \frac{1}{r_{0}^{3}}\|u\|_{W^{1,2}}^{2} \leq \\
& \leq v^{2}(|x|)\left[1+\frac{1}{2 \pi^{2}} \frac{1}{r_{0}^{3}}\|u\|_{W^{1,2}}^{2}\right]+d\left(r_{0}\right) .
\end{aligned}
$$

Now we define

$$
w(|x|):=v(|x|) \sqrt{1+\frac{1}{2 \pi^{2}} \frac{1}{r_{0}^{3}}\|u\|_{W^{1,2}}^{2}} \quad \text { for all } 0 \leq|x| \leq r_{0}
$$

so that $w \in W^{2,2}\left(B_{r_{0}}\right) \cap W_{0}^{1,2}\left(B_{r_{0}}\right)$ and

$$
\begin{equation*}
u^{2}(|x|) \leq w^{2}(|x|)+d\left(r_{0}\right) \quad \text { for all } 0<|x| \leq r_{0} . \tag{2.17}
\end{equation*}
$$

By construction

$$
\int_{B_{r_{0}}}(\Delta v)^{2} d x=\int_{B_{r_{0}}}(\Delta u)^{2} d x \leq\|\Delta u\|_{2}^{2} \leq 1-\|u\|_{W^{1,2}}^{2}
$$

and hence

$$
\begin{aligned}
\int_{B_{r_{0}}}(\Delta w)^{2} d x & =\int_{B_{r_{0}}}\left[\Delta\left(v \sqrt{1+\frac{1}{2 \pi^{2}} \frac{1}{r_{0}^{3}}\|u\|_{W^{1,2}}^{2}}\right)\right]^{2} d x= \\
& =\left(1+\frac{1}{2 \pi^{2}} \frac{1}{r_{0}^{3}}\|u\|_{W^{1,2}}^{2}\right) \int_{B_{r_{0}}}(\Delta v)^{2} d x \leq \\
& \leq\left(1+\frac{1}{2 \pi^{2}} \frac{1}{r_{0}^{3}}\|u\|_{W^{1,2}}^{2}\right)\left(1-\|u\|_{W^{1,2}}^{2}\right) \leq \\
& \leq 1-\left(1-\frac{1}{2 \pi^{2}} \frac{1}{r_{0}^{3}}\right)\|u\|_{W^{1,2}}^{2} \leq 1
\end{aligned}
$$

provided that $r_{0}{ }^{3} \geq \frac{1}{2 \pi^{2}}$. From (2.17) it follows that

$$
I_{1} \leq e^{32 \pi^{2} d\left(r_{0}\right)} \int_{B_{r_{0}}} e^{32 \pi^{2} w^{2}} d x
$$

and if $r_{0} \geq \sqrt[3]{\frac{1}{2 \pi^{2}}}$, then the right hand side of this last inequality is bounded by a constant which depends on $r_{0}$ only, as a consequence of Theorem 2.12. This ends the proof of the first part of Theorem 2.4 in the case $m=2$ and $n=4$; for the sharpness see Section 2.5.

Remark 2.16. In the estimate of $I_{1}$ we might expect to apply Adams' inequality (1.11). But to do this one would need to construct an auxiliary function $w$ which is in $W_{0}^{2,2}\left(B_{r_{0}}\right)$ and this is not an easy task. However in view of Theorem 2.12 it is sufficient that $w \in$ $W^{2,2}\left(B_{r_{0}}\right) \cap W_{0}^{1,2}\left(B_{r_{0}}\right),\|\Delta w\|_{2} \leq 1$ to conclude that $\int_{B_{r_{0}}}\left(e^{32 \pi^{2} w^{2}}-1\right) d x$ is bounded by a constant which depends on $r_{0}$ only.

We can easily adapt the arguments above to obtain a proof of Proposition 2.2 in the case $m=2$ and $n=4$.

Proof of Proposition 2.2 in the case $m=2$ and $n=4$. Fix $R>0$ and let $u \in W_{N, \operatorname{rad}}^{2,2}\left(B_{R}\right)$ be radial and such that $\|u\|_{W^{2,2}} \leq 1$. First of all we recall that

$$
W_{N}^{2,2}\left(B_{R}\right)=W^{2,2}\left(B_{R}\right) \cap W_{0}^{1,2}\left(B_{R}\right)
$$

and so $u \in W_{\mathrm{rad}}^{2,2}\left(B_{R}\right) \cap W_{0}^{1,2}\left(B_{R}\right)$. To prove Proposition 2.2, we have to show that there exists a constant $C>0$ independent of $R$ and $u$ such that

$$
\begin{equation*}
\int_{B_{R}}\left(e^{32 \pi^{2} u^{2}}-1\right) d x \leq C . \tag{2.18}
\end{equation*}
$$

We have two alternatives:
(I) $R \leq \sqrt[3]{\frac{1}{2 \pi^{2}}}$. As in particular $\|\Delta u\|_{2}^{2} \leq 1$, we can apply Theorem 2.12 obtaining that

$$
\int_{B_{R}}\left(e^{32 \pi^{2} u^{2}}-1\right) d x \leq C\left|B_{R}\right| \leq C\left|B_{\sqrt[3]{\frac{1}{2 \pi^{2}}}}\right|
$$

(II) $R>\sqrt[3]{\frac{1}{2 \pi^{2}}}$. In this case we set

$$
I_{1}:=\int_{B_{r_{0}}}\left(e^{32 \pi^{2} u^{2}}-1\right) d x, \quad I_{2}:=\int_{B_{R} \backslash B_{r_{0}}}\left(e^{32 \pi^{2} u^{2}}-1\right) d x
$$

where $\sqrt[3]{\frac{1}{2 \pi^{2}}} \leq r_{0}<R$, so that

$$
\int_{B_{R}}\left(e^{32 \pi^{2} u^{2}}-1\right) d x=I_{1}+I_{2} .
$$

To estimate $I_{1}$ and $I_{2}$ with a constant independent of $R$ and $u$, we can use the same arguments as in the proof of Theorem 2.4. It suffices to notice that the radial lemma (Lemma 2.15) holds for any radial function in $W^{1,2}\left(\mathbb{R}^{4}\right)$ and, as $u \in W_{0}^{1,2}\left(B_{R}\right)$, we can extend $u$ to be zero outside the ball $B_{R}$ obtaining that $u \in W^{1,2}\left(\mathbb{R}^{4}\right)$, furthermore:

$$
\|u\|_{W^{1,2}\left(\mathbb{R}^{4}\right)}=\|u\|_{W^{1,2}\left(B_{R}\right)}
$$

### 2.3. An Adams-type inequality for radial functions in $W^{m, \frac{n}{m}}\left(\mathbb{R}^{n}\right)$

In this Section we will prove the first part of Theorem 2.4 in the case $m=2 k$ with $k$ a positive integer and $m<n$. To this aim a crucial tool is the following extension of Adams' inequality to functions with homogeneous Navier boundary conditions.

Theorem 2.17 ([68]). Let $m=2 k$ with $k$ a positive integer and let $\Omega \subset \mathbb{R}^{n}$, with $m<n$, be a bounded domain. There exists a constant $C_{m, n}>0$ such that

$$
\sup _{u \in W_{N}^{m, \frac{n}{m}}(\Omega),\left\|\nabla^{m} u\right\|_{\frac{n}{m}} \leq 1} \int_{\Omega} e^{\beta_{0}|u|^{\frac{n}{n-m}}} d x \leq C_{m, n}|\Omega|
$$

and this inequality is sharp.
We give an alternative proof, following the idea of the proof of Theorem 2.12:
Proof of Theorem 2.17. By density arguments, it suffices to prove that

$$
\sup _{u \in C_{N}^{\infty}(\Omega),\left\|\nabla^{m} u\right\|_{\frac{n}{m}} \leq 1} \int_{\Omega} e^{\beta_{0}|u|^{\frac{n}{n-m}}} d x \leq C_{m, n}|\Omega|
$$

where

$$
C_{N}^{\infty}(\Omega):=\left\{u \in C^{\infty}(\Omega) \cap C^{m-2}(\bar{\Omega})|u|_{\partial \Omega}=\left.\Delta^{j} u\right|_{\partial \Omega}=0,1 \leq j<k\right\}
$$

Let $u \in C_{N}^{\infty}(\Omega)$ be such that $\left\|\nabla^{m} u\right\|_{\frac{n}{m}}=\left\|\Delta^{k} u\right\|_{\frac{n}{m}} \leq 1$ and set $f:=\Delta^{k} u$ in $\Omega$, so that $u$ is a solution of the Navier boundary value problem

$$
\left\{\begin{array}{ll}
\Delta^{k} u=f & \text { in } \Omega \\
u=\Delta^{j} u=0 & \text { on } \partial \Omega, \quad \forall j \in\{1,2, \ldots, k-1\}
\end{array} .\right.
$$

We extend $f$ by zero outside $\Omega$

$$
\bar{f}(x):= \begin{cases}f(x) & x \in \Omega \\ 0 & x \in \mathbb{R}^{2 m} \backslash \Omega\end{cases}
$$

and we define

$$
\bar{u}:=\left(\frac{n}{\omega_{n-1} \beta_{0}}\right)^{\frac{n-m}{n}} I_{m} *|\bar{f}| \quad \text { in } \mathbb{R}^{2 m}
$$

so that $(-1)^{k} \Delta^{k} \bar{u}=|\bar{f}|$ in $\mathbb{R}^{n}$. By construction $\bar{u} \geq 0$ in $\mathbb{R}^{n}$ and

$$
\beta_{0}|\bar{u}|^{\frac{n}{n-m}} \leq \frac{n}{\omega_{n-1}}\left(\frac{I_{m} *|\bar{f}|}{\|\bar{f}\|_{\frac{n}{m}}}\right)^{\frac{n}{n-m}} \quad \text { in } \mathbb{R}^{2 m}
$$

To end the proof it suffices to show that $\bar{u} \geq|u|$ in $\Omega$. Indeed, if $\bar{u} \geq|u|$ in $\Omega$, then

$$
\int_{\Omega} e^{\beta_{0}|u|^{\frac{n}{n-m}}} d x \leq \int_{\Omega} e^{\beta_{0}|\bar{u}|^{\frac{n}{n-m}}} d x \leq \int_{\Omega} e^{\frac{n}{\omega_{n-1}}\left(\frac{I_{m} *|\bar{f}|}{\| \bar{f} \left\lvert\, \frac{n}{m}\right.}\right)^{\frac{n}{n-m}}} d x
$$

and the last integral is bounded by a constant depending on $\Omega$ only, as a consequence of Theorem 2.14 with $p=\frac{n}{m}>1$.

To see that $\bar{u} \geq|u|$, consider the following systems:

$$
\begin{array}{cl}
\left\{\begin{array}{lll}
\Delta u_{1}=f & \text { in } \Omega \\
u_{1}=0 & \text { on } \partial \Omega
\end{array}\right. & \begin{cases}\Delta u_{i}=u_{i-1} & \text { in } \Omega \\
u_{i}=0 & \text { on } \partial \Omega\end{cases}
\end{array} \quad i \in\{2, \ldots, k\}
$$

where obviously $u_{k}=u$ and $\bar{u}_{k}=\bar{u}$ in $\Omega$. Since for $i \in\{1,2, \ldots, k-1\}$ we have

$$
(-1)^{k} \Delta^{k-i} \bar{u}\left\{\begin{array}{ll}
\geq 0 & i \text { even } \\
\leq 0 & i \text { odd }
\end{array} \quad \text { in } \mathbb{R}^{n}\right.
$$

by finite induction, and with the aid of the maximum principle we can conclude that $\bar{u} \geq|u|$ in $\Omega$ and this ends the proof.

Now we begin the proof of the first part of Theorem 2.4. Let $u \in W_{\mathrm{rad}}^{m, \frac{n}{m}}\left(\mathbb{R}^{n}\right)$ be such that $\|u\|_{W^{m, \frac{n}{m}}} \leq 1$. Fixed $r_{0}>0$, set

$$
I_{1}:=\int_{B_{r_{0}}} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x, \quad I_{2}:=\int_{\mathbb{R}^{n} \backslash B_{r_{0}}} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x
$$

so that

$$
\int_{\mathbb{R}^{n}} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x=I_{1}+I_{2}
$$

We can notice that the starting point is the same as in the proof of the case $m=2, n=4$ and, as before, we will show that it is possible to choose a suitable $r_{0}>0$ independent of $u$ such that $I_{1}$ and $I_{2}$ are bounded by a constant which depends on $r_{0}$ only.

In the estimate of $I_{2}$ there are no substantial differences to the case $m=2$ and $n=4$, we first need a suitable radial lemma, namely an adaptation of [41], Lemma1.1, Chapter 6:
Lemma 2.18. If $u \in W^{1, \frac{n}{m}}\left(\mathbb{R}^{n}\right)$ then

$$
|u(x)| \leq\left(\frac{1}{m \sigma_{n}}\right)^{\frac{m}{n}} \frac{1}{|x|^{\frac{n-1}{n} m}}\|u\|_{W^{1, \frac{n}{m}}}
$$

for a.e. $x \in \mathbb{R}^{n}$, where $\sigma_{n}$ is the volume of the unit ball in $\mathbb{R}^{n}$.
Applying this radial lemma and using the power series expansion of the exponential function we get

$$
\begin{aligned}
I_{2} & \leq \frac{\beta_{0}^{j \frac{n}{m}-1}}{\left(j \frac{n}{m}-1\right)!} \int_{\mathbb{R}^{n} \backslash B_{r_{0}}}|u|^{\frac{n}{n-m}\left(j \frac{n}{m}-1\right)} d x+ \\
& +\frac{n^{2}(m-1)}{n-m} \sigma_{n} r_{0}^{n} \sum_{j=j \frac{n}{m}}^{+\infty} \frac{1}{j!}\left(\frac{\beta_{0}\|u\|_{W^{1, \frac{n}{m}}}^{\frac{n}{n-m}}}{\left(m \sigma_{n}\right)^{\frac{m}{n-m}} r_{0}^{\frac{n-1}{n-m} m}}\right)^{j} \leq \\
& \leq \frac{\beta_{0}^{j \frac{n}{m}-1}}{\left(j \frac{n}{m}-1\right)!} \int_{\mathbb{R}^{n} \backslash B_{r_{0}}}|u|^{\frac{n}{n-m}\left(j \frac{n}{m}-1\right)} d x+c\left(m, n, r_{0}\right)
\end{aligned}
$$

To estimate the first term on the right hand side of this last inequality, we need the continuity of the embedding of $W_{\mathrm{rad}}^{m, \frac{n}{m}}\left(\mathbb{R}^{n}\right)$ in suitable $L^{q}$-spaces:
Lemma 2.19 ([48], Théorème II.1). The embedding $W_{r a d}^{m \frac{n}{m}}\left(\mathbb{R}^{n}\right) \subset L^{q}\left(\mathbb{R}^{n}\right)$ is continuous for $\frac{n}{m} \leq q<+\infty$.

Now it suffices to notice that $\frac{n}{n-m}\left(j \frac{n}{m}-1\right) \geq \frac{n}{m}$ to conclude that $I_{2} \leq \tilde{c}\left(m, n, r_{0}\right)$.
To estimate $I_{1}$ we apply, as in the case $m=2$ and $n=4$, Theorem 2.17 to an auxiliary radial function $w \in W_{N}^{m, \frac{n}{m}}\left(B_{r_{0}}\right)$ with $\left\|\nabla^{m} w\right\|_{\frac{n}{m}} \leq 1$ which increases the integral we are interested in. But the construction of this auxiliary function is rather difficult with respect to the case $m=2$ and $n=4$. In fact, in the case of second order derivatives, we only need
to construct an auxiliary radial function which is zero on the boundary of $B_{r_{0}}$, while when dealing with $m$-th order derivatives, with $m>2$, the auxiliary radial function has to be zero on the boundary of $B_{r_{0}}$ together with its $j$-th order Laplacian for any $j \in\{1,2, \ldots, k-1\}$.

If $m=2 k>2$ then for each $i \in\{1,2, \ldots, k-1\}$ we define

$$
g_{i}(|x|):=|x|^{m-2 i} \quad \forall x \in B_{r_{0}}
$$

so that $g_{i} \in W_{\mathrm{rad}}^{m, \frac{n}{m}}\left(B_{r_{0}}\right)$ and

$$
\Delta^{j} g_{i}(|x|)=\left\{\begin{array}{ll}
c_{i}^{j}|x|^{m-2(i+j)} & \text { for } j \in\{1, \ldots, k-i\} \\
0 & \text { for } j \in\{k-i+1, \ldots, k\}
\end{array} \quad \forall x \in B_{r_{0}}\right.
$$

where

$$
c_{i}^{j}:=\prod_{h=1}^{j}[n+m-2(h+i)][m-2(i+h-1)] \quad \forall j \in\{1,2, \ldots, k-i\}
$$

These functions will be helpful in the construction of the auxiliary radial function $w$. A similar device was used in [37] to prove an embedding result for higher order Sobolev spaces, but with another aim, namely to show that a radial function defined in a ball may be extended to the whole space without increasing the Dirichlet norm while increasing the $L^{p}$-norm.

Let

$$
v(|x|):=u(|x|)-\sum_{i=1}^{k-1} a_{i} g_{i}(|x|)-a_{k} \quad \forall x \in B_{r_{0}}
$$

where

$$
\begin{aligned}
a_{i} & :=\frac{\Delta^{k-i} u\left(r_{0}\right)-\sum_{j=1}^{i-1} a_{j} \Delta^{k-i} g_{j}\left(r_{0}\right)}{\Delta^{k-i} g_{i}\left(r_{0}\right)} \quad \forall i \in\{1,2, \ldots, k-1\} \\
a_{k} & :=u\left(r_{0}\right)-\sum_{i=1}^{k-1} a_{i} g_{i}\left(r_{0}\right)
\end{aligned}
$$

We point out that if $m=2 k=2$, namely when we deal with second order derivatives, then $v$ reduces to

$$
v(|x|):=u(|x|)-u\left(r_{0}\right) \quad \forall x \in B_{r_{0}}
$$

By construction $v \in W_{N}^{m, \frac{n}{m}}\left(B_{r_{0}}\right) \cap W_{\text {rad }}^{m, \frac{n}{m}}\left(B_{r_{0}}\right)$ and $\Delta^{k} v=\Delta^{k} u$ in $B_{r_{0}}$ or equivalently $\nabla^{m} v=\nabla^{m} u$ in $B_{r_{0}}$. Furthermore

Lemma 2.20. For $0<|x| \leq r_{0}$ we have

$$
\begin{aligned}
|u(|x|)|^{\frac{n}{n-m}} & \leq|v(|x|)|^{\frac{n}{n-m}}\left(1+c_{m, n} \sum_{j=1}^{k-1} \frac{1}{\left.r_{0}^{2 j \frac{n}{m}-1}\left\|\Delta^{k-j} u\right\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}+\frac{c_{m, n}}{r_{0}^{n-1}}\|u\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}\right)^{\frac{n}{n-m}}+}\right. \\
& +d\left(m, n, r_{0}\right)
\end{aligned}
$$

where $c_{m, n}>0$ depends only on $m$ and $n$ and $d\left(m, m, r_{0}\right)>0$ depends only on $m, n$ and $r_{0}$.

Proof. To simplify the notations let

$$
g(|x|):=\sum_{i=1}^{k-1} a_{i} g_{i}(|x|)+a_{k} \quad \forall x \in B_{r_{0}}
$$

so that $v(|x|)=u(|x|)-g(|x|)$ for all $x \in B_{r_{0}}$. Fixed $0<|x| \leq r_{0}$, we set $r:=|x|$ and so $0<r \leq r_{0}$.

Step 1. We want to dominate $|u(r)|^{\frac{n}{n-m}}$ with $|v(r)|^{\frac{n}{n-m}}$ up to multiplicative and additive constants depending only on $m, n, r_{0}$ and $g(r)$, and more precisely we will prove that

$$
\begin{equation*}
|u(r)|^{\frac{n}{n-m}} \leq|v|^{\frac{n}{n-m}}\left(1+\frac{m}{n-m} 2^{\frac{m}{n-m}}|g(r)|^{\frac{n}{m}}\right)+2^{\frac{m}{n-m}}\left(1+\frac{n}{n-m}|g(r)|^{\frac{n}{n-m}}\right) . \tag{2.19}
\end{equation*}
$$

To this aim we recall that the binomial estimate

$$
(a+b)^{q} \leq a^{q}+q 2^{q-1}\left(a^{q-1} b+b^{q}\right)
$$

is valid for $q \geq 1$ and $a, b \geq 0$. Using the definition of $v$ and applying this binomial estimate we get

$$
\begin{equation*}
|u(r)|^{\frac{n}{n-m}} \leq|v(r)|^{\frac{n}{n-m}}+\frac{n}{n-m} 2^{\frac{m}{n-m}}\left(|v(r)|^{\frac{m}{n-m}}|g(r)|+|g(r)|^{\frac{n}{n-m}}\right) . \tag{2.20}
\end{equation*}
$$

As Young's inequality says that

$$
a b \leq \frac{m}{n}(a b)^{\frac{n}{m}}+\frac{n-m}{n}
$$

provided that $a b \geq 0$, we can estimate

$$
\begin{equation*}
|v(r)|^{\frac{m}{n-m}}|g(r)| \leq \frac{m}{n}|v(r)|^{\frac{n}{n-m}}|g(r)|^{\frac{n}{m}}+\frac{n-m}{n} \tag{2.21}
\end{equation*}
$$

and this together with inequality (2.20) gives (2.19).
Step 2. We have to obtain a suitable estimate for $|g(r)|^{\alpha}$ and in particular we are interested in the cases $\alpha=\frac{n}{m}$ and $\alpha=\frac{n}{n-m}$, so we will assume that $\alpha>1$. By convexity arguments

$$
|g(r)|^{\alpha} \leq 2^{k(\alpha-1)+1} \sum_{i}^{k-1}\left|a_{i}\right|^{\alpha} g_{i}^{\alpha}\left(r_{0}\right)+2^{\alpha-1}\left|u\left(r_{0}\right)\right|^{\alpha} .
$$

We will prove in Step 3 below that

$$
\begin{equation*}
\left|a_{i}\right|^{\alpha} \leq \bar{c}_{i} \sum_{j=1}^{i} r_{0}^{2 \alpha(i-j)}\left|\Delta^{k-j} u\left(r_{0}\right)\right|^{\alpha} \quad \forall i \in\{1,2, \ldots, k-1\} \tag{2.22}
\end{equation*}
$$

where the constants $\bar{c}_{i}>0$ depend on $m$ and $n$ only. As a consequence of (2.22) we get

$$
\begin{aligned}
|g(r)|^{\alpha} & \leq 2^{k(\alpha-1)+1} \sum_{i=1}^{k-1} \sum_{j=1}^{i} \bar{c}_{i} r_{0}^{\alpha(m-2 j)}\left|\Delta^{k-j} u\left(r_{0}\right)\right|^{\alpha}+2^{\alpha-1}\left|u\left(r_{0}\right)\right|^{\alpha}= \\
& =2^{k(\alpha-1)+1} \sum_{j=1}^{k-1}\left(r_{0}^{\alpha(m-2 j)}\left|\Delta^{k-j} u\left(r_{0}\right)\right|^{\alpha} \sum_{i=j}^{k-1} \bar{c}_{i}\right)+2^{\alpha-1}\left|u\left(r_{0}\right)\right|^{\alpha}= \\
& =2^{k(\alpha-1)+1} \sum_{j=1}^{k-1} \tilde{c}_{j} r_{0}^{\alpha(m-2 j)}\left|\Delta^{k-j} u\left(r_{0}\right)\right|^{\alpha}+2^{\alpha-1}\left|u\left(r_{0}\right)\right|^{\alpha}
\end{aligned}
$$

with

$$
\tilde{c}_{j}:=\sum_{i=j}^{k-1} \bar{c}_{i} \quad \forall j \in\{1,2, \ldots, k-1\} .
$$

Now the radial lemma, Lemma 2.18, leads to

$$
\begin{align*}
|g(r)|^{\alpha} & \leq 2^{k(\alpha-1)+1}\left(\frac{1}{m \sigma_{n}}\right)^{\frac{m}{n} \alpha} \sum_{j=1}^{k-1} \tilde{c}_{j} r_{0}^{\alpha\left(m-2 j-\frac{n-1}{n} m\right)}\left\|\Delta^{k-j} u\right\|_{W^{1, \frac{n}{m}}}^{\alpha}+  \tag{2.23}\\
& +2^{\alpha-1}\left(\frac{1}{m \sigma_{n}}\right)^{\frac{m}{n} \alpha} \frac{1}{r_{0}^{\frac{n-1}{n} m \alpha}}\|u\|_{W^{1, \frac{n}{m}}}^{\alpha} .
\end{align*}
$$

Step 3. We have to show that (2.22) holds. We proceed by finite induction on $i$. When $i=1$, by the definition of $a_{1}$ and $g_{1}$ we have

$$
\left|a_{1}\right|^{\alpha}=\left|\frac{\Delta^{k-1} u\left(r_{0}\right)}{\Delta^{k-1} g_{1}\left(r_{0}\right)}\right|^{\alpha}=\frac{1}{\left(c_{1}^{k-1}\right)^{\alpha}}\left|\Delta^{k-1} u\left(r_{0}\right)\right|^{\alpha}
$$

which is nothing but (2.22) provided that $\bar{c}_{1}:=\left(c_{1}^{k-1}\right)^{-\alpha}$. We now assume that (2.22) holds for any $j \in\{1,2, \ldots, i\}$ with $i \in\{1,2, \ldots, k-2\}$ and we show that

$$
\left|a_{i+1}\right|^{\alpha} \leq \bar{c}_{i+1} \sum_{j=1}^{i+1} r_{0}^{2 \alpha(i+1-j)}\left|\Delta^{k-j} u\left(r_{0}\right)\right|^{\alpha} .
$$

Using the definition of $a_{i+1}$ and $g_{i+1}$ we get

$$
\left|a_{i+1}\right|^{\alpha} \leq \frac{2^{\alpha-1}}{\left(c_{i+1}^{k-1-1}\right)^{\alpha}}\left|\Delta^{k-i-1} u\left(r_{0}\right)\right|^{\alpha}+\frac{2^{i(\alpha-1)}}{\left(c_{i+1}^{k-i-1}\right)^{\alpha}} \sum_{j=1}^{i}\left|a_{j}\right|^{\alpha}\left|\Delta^{k-i-1} g_{j}\left(r_{0}\right)\right|^{\alpha}
$$

By finite induction assumption and by definition of $g_{j}$ with $j \in\{1,2, \ldots, i\}$ we can estimate

$$
\begin{aligned}
\sum_{j=1}^{i} a_{j}^{\alpha}\left(\Delta^{k-i-1} g_{j}\left(r_{0}\right)\right)^{\alpha} & \leq \sum_{j=1}^{i} \sum_{h=1}^{j} \bar{c}_{j}\left(c_{j}^{k-i-1}\right)^{\alpha} r_{0}^{2 \alpha(i+1-h)}\left|\Delta^{k-h} u\left(r_{0}\right)\right|^{\alpha}= \\
& =\sum_{h=1}^{i} r_{0}^{2 \alpha(i+1-h)}\left|\Delta^{k-h} u\left(r_{0}\right)\right|^{\alpha}\left(\sum_{j=h}^{i} \bar{c}_{j}\left(c_{j}^{k-i-1}\right)^{\alpha}\right)= \\
& =\sum_{h=1}^{i} \hat{c}_{h} r_{0}^{2 \alpha(i+1-h)}\left|\Delta^{k-h} u\left(r_{0}\right)\right|^{\alpha}
\end{aligned}
$$

with

$$
\hat{c}_{h}:=\sum_{j=h}^{i} \bar{c}_{j}\left(c_{j}^{k-i-1}\right)^{\alpha} .
$$

In conclusion

$$
\begin{aligned}
\left|a_{i+1}\right|^{\alpha} & \leq \frac{2^{\alpha-1}}{\left(c_{i+1}^{k-1-1}\right)^{\alpha}}\left|\Delta^{k-i-1} u\left(r_{0}\right)\right|^{\alpha}+\frac{2^{i(\alpha-1)}}{\left(c_{i+1}^{k-i-1}\right)^{\alpha}} \sum_{h=1}^{i} \hat{c}_{h} r_{0}^{2 \alpha(i+1-h)}\left|\Delta^{k-h} u\left(r_{0}\right)\right|^{\alpha} \leq \\
& \leq \bar{c}_{i+1} \sum_{h=1}^{i+1} r_{0}^{2 \alpha(i+1-h)}\left|\Delta^{k-h} u\left(r_{0}\right)\right|^{\alpha} .
\end{aligned}
$$

Step 4. Combining (2.19) and inequality (2.23) with $\alpha=\frac{n}{n-m}$, we obtain that

$$
|u(r)|^{\frac{n}{n-m}} \leq|v|^{\frac{n}{n-m}}\left(1+\frac{m}{n-m} 2^{\frac{m}{n-m}}|g(r)|^{\frac{n}{m}}\right)+d\left(m, n, r_{0}\right)
$$

as $\left\|\Delta^{k-j} u\right\|_{W^{1, \frac{n}{m}}} \leq 1$ for $j \in\{1, \ldots, k-1\}$ and $\|u\|_{W^{1,}, \frac{n}{m}} \leq 1$. Now, a further application of inequality (2.23) with $\alpha=\frac{n}{m}$ leads to

$$
|u(r)|^{\frac{n}{n-m}} \leq|v(r)|^{\frac{n}{n-m}}\left(1+c_{m, n} \sum_{j=1}^{k-1} \frac{1}{r_{0}^{2 j \frac{n}{m}-1}}\left\|\Delta^{k-j} u\right\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}+\frac{c_{m, n}}{r_{0}^{n-1}}\|u\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}\right)+d\left(m, n, r_{0}\right)
$$

which easily implies the inequality expressed by the lemma.
Now we define

$$
w(|x|):=v(|x|)\left(1+c_{m, n} \sum_{j=1}^{k-1} \frac{1}{r_{0}^{2 j \frac{n}{m}-1}}\left\|\Delta^{k-j} u\right\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}+\frac{c_{m, n}}{r_{0}^{n-1}}\|u\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}\right) \quad \forall x \in B_{r_{0}} .
$$

As $v \in W_{N}^{m, \frac{n}{m}}\left(B_{r_{0}}\right) \cap W_{\mathrm{rad}}^{m, \frac{n}{m}}\left(B_{r_{0}}\right)$, we have that $w \in W_{N}^{m, \frac{n}{m}}\left(B_{r_{0}}\right) \cap W_{\mathrm{rad}}^{m, \frac{n}{m}}\left(B_{r_{0}}\right)$ and from Lemma 2.20 it follows that

$$
|u(|x|)|^{\frac{n}{n-m}} \leq|w(|x|)|^{\frac{n}{n-m}}+d\left(m, n, r_{0}\right) \quad \forall 0<|x| \leq r_{0} .
$$

Since

$$
\left\|\nabla^{m} v\right\|_{\frac{n}{m}}=\left\|\nabla^{m} u\right\|_{\frac{n}{m}} \leq\left(1-\sum_{j=1}^{k-1}\left\|\Delta^{k-j} u\right\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}-\|u\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}\right)^{\frac{m}{n}},
$$

and the inequality

$$
(1-A)^{q} \leq 1-q A
$$

holds for $0 \leq A \leq 1$ and for $0<q \leq 1$, we have that

$$
\left\|\nabla^{m} v\right\|_{\frac{n}{m}} \leq\left(1-\frac{m}{n} \sum_{j=1}^{k-1}\left\|\Delta^{k-j} u\right\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}-\frac{m}{n}\|u\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}\right) .
$$

Therefore

$$
\begin{aligned}
\left\|\nabla^{m} w\right\|_{\frac{n}{m}} & =\left\|\nabla^{m} v\right\|_{\frac{n}{m}}\left(1+c_{m, n} \sum_{j=1}^{k-1} \frac{1}{\left.r_{0}^{2 j \frac{n}{m}-1}\left\|\Delta^{k-j} u\right\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}+\frac{c_{m, n}}{r_{0}^{n-1}}\|u\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}\right) \leq} \begin{array}{l}
\leq\left(1-\frac{m}{n} \sum_{j=1}^{k-1}\left\|\Delta^{k-j} u\right\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}-\frac{m}{n}\|u\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}\right) . \\
\\
\end{array} \quad\left(1+c_{m, n} \sum_{j=1}^{k-1} \frac{1}{\left.r_{0}^{2 j \frac{n}{m}-1}\left\|\Delta^{k-j} u\right\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}+\frac{c_{m, n}}{r_{0}^{n-1}}\|u\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}\right)}\right.\right.
\end{aligned}
$$

and in conclusion

$$
\begin{equation*}
\left\|\nabla^{m} w\right\|_{\frac{n}{m}} \leq 1+\sum_{j=1}^{k-1}\left(\frac{c_{m, n}}{r_{0}^{2 j \frac{n}{m}-1}}-\frac{m}{n}\right)\left\|\Delta^{k-j} u\right\|_{W^{1, \frac{n}{m}}}^{\frac{n}{m}}+\left(\frac{c_{m}}{r_{0}^{n-1}}-\frac{m}{n}\right)\|u\|_{W^{1,} \frac{n}{m}}^{\frac{n}{m}} \leq 1 \tag{2.24}
\end{equation*}
$$

provided that $r_{0}>0$ is sufficiently large: this is our choice of $r_{0}>0$. In conclusion

$$
I_{1} \leq e^{\beta_{0} d\left(m, n, r_{0}\right)} \int_{B_{r_{0}}} e^{\beta_{0}|w|^{\frac{n}{n-m}}} d x
$$

and the right hand side of this inequality is bounded by a constant depending on $r_{0}$ only as a consequence of Theorem 2.17.

We end this Section with the
Proof of Proposition 2.2. We want to adapt the above arguments to obtain a proof of Proposition 2.2. The idea is to proceed exactly as in the case $m=2$ and $n=4$, but for this we have to specify:

- how the radial lemma (Lemma 2.18) can be used to obtain pointwise estimates for $u$ and $\Delta^{j} u$ with $j \in\{1,2, \ldots, k-1\}$,
- how to modify the argument (Lemma 2.19) used in the estimate of $I_{2}$ to obtain an uppur bound for the integral

$$
\begin{equation*}
\int_{B_{R} \backslash B_{r_{0}}}|u|^{\frac{n}{n-m}\left(j_{\frac{n}{m}}-1\right)} d x \tag{2.25}
\end{equation*}
$$

independent of $u$ and $R$.
Let $u \in W_{N, \text { rad }}^{m, \frac{n}{m}}\left(B_{R}\right)$ with $B_{R} \subset \mathbb{R}^{n}$. Since

$$
W_{N}^{m, \frac{n}{m}}\left(B_{R}\right) \subset W_{0}^{1, \frac{n}{m}}\left(B_{R}\right),
$$

we may extend $u$ by zero outside $B_{R}$, and obtain $\left.u \in W_{\mathrm{rad}}^{1, \frac{n}{m}} \mathbb{R}^{n}\right)$ with

$$
\|u\|_{W^{1, \frac{n}{m}}\left(\mathbb{R}^{n}\right)}=\|u\|_{W^{1, \frac{n}{m}}\left(B_{R}\right)}
$$

Thus we can apply Lemma 2.18 to $u$.
Similarly, for fixed $j \in\{1,2, \ldots, k-1\}$, we have

$$
W_{N}^{m-2 j, \frac{n}{m}}\left(B_{R}\right) \subset W_{0}^{1, \frac{n}{m}}\left(B_{R}\right)
$$

and since $\Delta^{j} u \in W_{N, \mathrm{rad}}^{m-2 j} \frac{n}{m}\left(B_{R}\right)$, we have in particular $\Delta^{j} u \in W_{0}^{1, \frac{n}{m}}\left(B_{R}\right)$. We extend $\Delta^{j} u$ to be zero outside $B_{R}$

$$
f_{j}:=\left\{\begin{array}{ll}
\Delta^{j} u & \text { in } B_{R} \\
0 & \text { in } \mathbb{R}^{n} \backslash B_{R}
\end{array} .\right.
$$

As $\Delta^{j} u \in W_{0}^{1, \frac{n}{m}}\left(B_{R}\right)$ is radial, we have that $f_{j} \in W_{\text {rad }}^{1, \frac{n}{m}}\left(\mathbb{R}^{n}\right)$ and $f_{j}$ satisfies the assumption of Lemma 2.18. Therefore, for a.e. $x \in B_{R}$ we have

$$
\begin{aligned}
\left|\Delta^{j} u(x)\right| & =\left|f_{j}(x)\right| \leq\left(\frac{1}{m \sigma_{n}}\right)^{\frac{m}{n}} \frac{1}{|x|^{\frac{n-1}{n} m}}\left\|f_{j}\right\|_{W^{1, \frac{n}{m}\left(\mathbb{R}^{n}\right)}}= \\
& =\left(\frac{1}{m \sigma_{n}}\right)^{\frac{m}{n}} \frac{1}{|x|^{\frac{n-1}{n} m}}\left\|\Delta^{j} u\right\|_{W^{1, \frac{n}{m}}\left(B_{R}\right)} .
\end{aligned}
$$

It remains only to specify how to obtain an upper bound indepentent of $u$ and $R$ for the integral (2.25). Let $u \in W_{N, \text { rad }}^{m, \frac{n}{m}}\left(B_{R}\right)$ be such that $\|u\|_{W^{m, \frac{n}{m}}} \leq 1$. As $u \in W_{\text {rad }}^{1, \frac{n}{m}}\left(\mathbb{R}^{n}\right)$, from Lemma 2.18, it follows that there exists $r_{1}=r_{1}(m, n)>0$ independent of $u$ and $R$ such that

$$
|u(x)|<1 \quad \text { for a.e. } x \in \mathbb{R}^{n} \backslash B_{r_{1}} .
$$

Therefore for $R>r_{1}$ we can choose $0<r_{1} \leq r_{0}<R$ so that

$$
|u(x)|<1 \quad \text { for a.e. } x \in \mathbb{R}^{n} \backslash B_{r_{0}},
$$

and since

$$
\frac{n}{n-m}\left(j_{\frac{n}{m}}-1\right) \geq \frac{n}{m}
$$

we obtain that

$$
\int_{B_{R} \backslash B_{r_{0}}}|u|^{\frac{n}{n-m}\left(j_{\frac{n}{m}}^{m}-1\right)} d x \leq \int_{\mathbb{R}^{n} \backslash B_{r_{0}}}|u|^{\frac{n}{n-m}\left(j_{\frac{n}{m}}^{m}-1\right)} d x \leq \int_{\mathbb{R}^{n} \backslash B_{r_{0}}}|u|^{\frac{n}{m}} d x \leq 1
$$

To conclude we can argue as in the proof of Proposition 2.2 in the case $m=2$ and $n=4$, but now the two alternatives that we have to distinguish are $R<\tilde{R}$ and $R \geq \tilde{R}$ with $\tilde{R}>r_{1}$ and such that (2.24) holds.

### 2.4. Proof of the main theorem (Theorem 2.1)

Let $m=2 k$ with $k$ a positive integer, $m<n$ and $\Omega \subseteq \mathbb{R}^{n}$ be a domain. Since any function $u \in W_{0}^{m, \frac{n}{m}}(\Omega)$ can be extended to be zero outside $\Omega$ obtaining a function in $\left(W^{m, \frac{n}{m}}\left(\mathbb{R}^{n}\right),\|\cdot\|_{m, n}\right)$, we have that

$$
\sup _{u \in W_{0}^{m, \frac{n}{m}}(\Omega),\|u\|_{m, n} \leq 1} \int_{\Omega} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x \leq \sup _{u \in W^{m, \frac{n}{m}}\left(\mathbb{R}^{n}\right),\|u\|_{m, n} \leq 1} \int_{\mathbb{R}^{n}} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x
$$

and the proof of the first part of Theorem 2.1 reduces to the following inequality

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x \leq C_{m, n} \quad \forall u \in W^{m, \frac{n}{m}}\left(\mathbb{R}^{n}\right),\|u\|_{m, n}=1 \tag{2.26}
\end{equation*}
$$

for some constant $C_{m, n}>0$.
Let $u \in W^{m, \frac{n}{m}}\left(\mathbb{R}^{n}\right)$ be such that $\|u\|_{m, n}=1$, then there exists $\left\{u_{j}\right\}_{j \geq 1} \subset C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ such that $u_{j} \rightarrow u$ in $\left(W^{m, \frac{n}{m}}\left(\mathbb{R}^{n}\right),\|\cdot\|_{m, n}\right)$ and $\left\|u_{j}\right\|_{m, n}=1 \forall j \geq 1$. Therefore $u_{j} \rightarrow u$ a.e. in $\mathbb{R}^{n}$, up to subsequences, and by Fatou's lemma

$$
\int_{\mathbb{R}^{n}} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x \leq \liminf _{j \rightarrow+\infty} \int_{\mathbb{R}^{n}} \phi\left(\beta_{0}\left|u_{j}\right|^{\frac{n}{n-m}}\right) d x .
$$

But, for each fixed $j \geq 1$, there exists $R_{j}>0$ such that supp $u_{j} \subset B_{R_{j}}$, so:

$$
\int_{\mathbb{R}^{n}} \phi\left(\beta_{0}\left|u_{j}\right|^{\frac{n}{n-m}}\right) d x=\int_{B_{R_{j}}} \phi\left(\beta_{0}\left|u_{j}\right|^{\frac{n}{n-m}}\right) d x .
$$

It is clear that if we can bound the integral on the right hand side of this last equality with a constant independent of $j$, then the proof of (2.26) is completed and hence Theorem 2.1 is thus proved. So it suffices to show that there exists a constant $C_{m, n}>0$ independent of $j$ such that

$$
\begin{equation*}
\int_{B_{R_{j}}} \phi\left(\beta_{0}\left|u_{j}\right|^{\frac{n}{n-m}}\right) d x \leq C_{m, n} \quad \forall j \geq 1 \tag{2.27}
\end{equation*}
$$

To this aim, for fixed $j \geq 1$, we define

$$
f_{j}:=(-\Delta+I)^{k} u_{j}
$$

and consider the problem

$$
\left\{\begin{array}{l}
(-\Delta+I)^{k} v_{j}=f_{j}^{\sharp} \quad \text { in } B_{R_{j}} .  \tag{2.28}\\
v_{j} \in W_{N}^{m, 2}\left(B_{R_{j}}\right)
\end{array}\right.
$$

We now apply Proposition 2.8 which leads to a comparison between the integral in (2.27) and an analogous one involving $v_{j}$, as pointed out in Remark 2.11. In this way we obtain the following estimate

$$
\int_{B_{R_{j}}} \phi\left(\beta_{0}\left|u_{j}\right|^{\frac{n}{n-m}}\right) d x \leq \int_{B_{R_{j}}} \phi\left(\left.\left.\beta_{0}\right|_{j^{\mid}}\right|^{\frac{n}{n-m}}\right) d x
$$

This estimate reduces the proof of (2.27) to the following inequality

$$
\begin{equation*}
\int_{B_{R_{j}}} \phi\left(\beta_{0}\left|v_{j}\right|^{\frac{n}{n-m}}\right) d x \leq C_{m, n} \tag{2.29}
\end{equation*}
$$

for some constant $C_{m, n}>0$ independent of $j$. But, as already noticed in Remark 2.11, $v_{j} \in W_{N, \text { rad }}^{m, \frac{n}{m}}\left(B_{R}\right)$ and by (2.2)

$$
\left\|v_{j}\right\|_{W^{m, \frac{n}{m}}} \leq\left\|v_{j}\right\|_{m, n}=\left\|u_{j}\right\|_{m, n}=1
$$

Thus (2.29) is a consequence of Proposition 2.2.
We end the Section with the proof of Proposition 2.3.

Proof of Proposition 2.3. As in the proof of Theorem 2.17, by density arguments it suffices to prove that (2.4) holds for functions in

$$
C_{N}^{\infty}(\Omega):=\left\{u \in C^{\infty}(\Omega) \cap C^{m-2}(\bar{\Omega})|u|_{\partial \Omega}=\left.\Delta^{j} u\right|_{\partial \Omega}=0,1 \leq j<k:=\frac{m}{2}\right\} .
$$

Let $u \in C_{\infty}^{N}(\Omega)$ be such that $\|u\|_{m, n} \leq 1$. We define

$$
f:=(-\Delta+I)^{k} u
$$

and we consider the problem

$$
\left\{\begin{array}{l}
(-\Delta+I)^{k} v=f^{\sharp} \quad \text { in } \Omega^{\sharp}  \tag{2.30}\\
v \in W_{N}^{m, 2}\left(\Omega^{\sharp}\right)
\end{array}\right.
$$

where $\Omega^{\sharp}$ is the ball in $\mathbb{R}^{n}$ centered at $0 \in \mathbb{R}^{n}$ with the same measure as $\Omega$. Thus, as $\Omega$ is a bounded domain, we can apply the iterated version of the Trombetti-Vazquez comparison principle (see Remark 2.10) obtaining that

$$
\int_{\Omega} \phi\left(\beta_{0}|u|^{\frac{n}{n-m}}\right) d x \leq \int_{\Omega^{\sharp}} \phi\left(\beta_{0}|v|^{\frac{n}{n-m}}\right) d x
$$

and the last integral is bounded by a constant $C_{m, n}>0$ independent of the domain $\Omega$ as a consequence of Proposition 2.2.

### 2.5. Sharpness

We have already mentioned in Chapter 1 that Kozono et al. ([43], Corollary 1.3) proved that the supremum

$$
\sup _{u \in W^{m}, \frac{n}{m}\left(\mathbb{R}^{n}\right),\|u\|_{m, n} \leq 1} \int_{\mathbb{R}^{n}} \phi\left(\beta|u|^{\frac{n}{n-m}}\right) d x
$$

is infinite for $\beta>\beta_{0}$. To do this they argue by contradiction using Bessel potentials and the sharpness of Adams' inequality (1.11), while here we will exhibit a sequence of test functions for which the integral in (2.1) can be made arbitrarily large, if the exponent $\beta_{0}$ is replaced by a number $\beta>\beta_{0}$.

In the case $m=2$ and $n=4$, we will consider a sequence of test functions that was used in [49] to prove a generalized version of Adams' inequality for bounded domains in $\mathbb{R}^{4}$. The following Proposition gives the sharpness of inequality (2.1) in the case $m=2$ and $n=4$.

Proposition 2.21. Assume that $\beta>32 \pi^{2}$. Then, for any domain $\Omega \subseteq \mathbb{R}^{4}$

$$
\sup _{u \in W_{0}^{2,2}(\Omega),\|u\|_{2,4} \leq 1} \int_{\Omega}\left(e^{\beta u^{2}}-1\right) d x=+\infty .
$$

Proof. Without loss of generality we assume that the unit ball $B_{1} \subset \Omega$. For $\varepsilon>0$ we define

$$
u_{\varepsilon}(x):= \begin{cases}\sqrt{\frac{1}{32 \pi^{2}} \log \frac{1}{\varepsilon}}-\frac{|x|^{2}}{\sqrt{8 \pi^{2} \varepsilon \log \frac{1}{\varepsilon}}}+\frac{1}{\sqrt{8 \pi^{2} \log \frac{1}{\varepsilon}}} & |x| \leq \sqrt[4]{\varepsilon}  \tag{2.31}\\ \frac{1}{\sqrt{2 \pi^{2} \log \frac{1}{\varepsilon}}} \log \frac{1}{|x|} & \sqrt[4]{\varepsilon}<|x| \leq 1 \\ \eta_{\varepsilon} & |x|>1\end{cases}
$$

where $\eta_{\varepsilon} \in \mathcal{C}_{0}^{\infty}(\Omega)$ is such that $\left.\eta_{\varepsilon}\right|_{\partial B_{1}}=\left.\eta_{\varepsilon}\right|_{\partial \Omega}=0,\left.\frac{\partial \eta_{\varepsilon}}{\partial \nu}\right|_{\partial B_{1}}=\frac{1}{\sqrt{2 \pi^{2} \log \frac{1}{\varepsilon}}},\left.\frac{\partial \eta_{\varepsilon}}{\partial \nu}\right|_{\partial \Omega}=0$ and $\eta_{\varepsilon},\left|\nabla \eta_{\varepsilon}\right|, \Delta \eta_{\varepsilon}$ are all $O\left(1 / \sqrt{\log \frac{1}{\varepsilon}}\right)$. If $0<\varepsilon<1$ then we have that $u_{\varepsilon} \in W_{0}^{2,2}(\Omega)$, easy computations give

$$
\left\|u_{\varepsilon}\right\|_{2}^{2}=o\left(\frac{1}{\log \frac{1}{\varepsilon}}\right),\left\|\nabla u_{\varepsilon}\right\|_{2}^{2}=o\left(\frac{1}{\log \frac{1}{\varepsilon}}\right),\left\|\Delta u_{\varepsilon}\right\|_{2}^{2}=1+o\left(\frac{1}{\log \frac{1}{\varepsilon}}\right)
$$

and $\left\|u_{\varepsilon}\right\|_{2,4}=\left(\left\|\Delta u_{\varepsilon}\right\|_{2}^{2}+2\left\|\nabla u_{\varepsilon}\right\|_{2}^{2}+\left\|u_{\varepsilon}\right\|_{2}^{2}\right)^{1 / 2} \rightarrow 1$ as $\varepsilon \rightarrow 0^{+}$. Now we normalize $u_{\varepsilon}$, setting

$$
\tilde{u}_{\varepsilon}:=\frac{u_{\varepsilon}}{\left\|u_{\varepsilon}\right\|_{2,4}} \in W_{0}^{2,2}(\Omega)
$$

for $\varepsilon>0$ sufficiently small. Since

$$
\tilde{u}_{\varepsilon} \geq \frac{1}{\left\|u_{\varepsilon}\right\|_{2,4}} \sqrt{\frac{1}{32 \pi^{2}} \log \frac{1}{\varepsilon}} \quad \text { on } B \sqrt[4]{\varepsilon}
$$

we have

$$
\begin{aligned}
\sup _{u \in W_{0}^{2,2}(\Omega),\|u\|_{2,4} \leq 1} \int_{\Omega}\left(e^{\beta u^{2}}-1\right) d x & \geq \lim _{\varepsilon \rightarrow 0^{+}} \int_{B}\left(e^{\beta \tilde{u}_{\varepsilon}^{2}}-1\right) d x \geq \\
& \geq \lim _{\varepsilon \rightarrow 0^{+}} 2 \pi^{2}\left(e^{\frac{1}{\left\|u_{\varepsilon}\right\|^{2}} \frac{\beta}{32 \pi^{2}} \log \frac{1}{\varepsilon}}-1\right)\left[\frac{r^{4}}{4}\right]_{0}^{\sqrt[4]{\varepsilon}}=+\infty .
\end{aligned}
$$

The test functions $u_{\varepsilon}$ with $\varepsilon>0$ defined in (2.31) of the above proof give also the sharpness of inequalities (2.3), (2.4) and (2.5) in the case $m=2$ and $n=4$.

We now consider the general case $m=2 k<n$ with $k$ a positive integer. In this case the sequence of test functions which gives the sharpness of Adams' inequality in bounded domains in [2] gives also the sharpness of Adams' inequality in unbounded domains.

Proposition 2.22. Assume that $\beta>\beta_{m}$. Then, for any domain $\Omega \subseteq \mathbb{R}^{n}$

$$
\sup _{u \in W_{0}^{m, \frac{n}{m}}(\Omega),\|u\|_{m, n} \leq 1} \int_{\Omega} \phi\left(\beta|u|^{\frac{n}{n-m}}\right) d x=+\infty .
$$

Proof. Without loss of generality we assume that the unit ball $B_{1} \subset \Omega$. Let $\phi \in C^{\infty}([0,1])$ be such that

$$
\begin{aligned}
\phi(0) & =\phi^{\prime}(0)=\cdots=\phi^{m-1}(0)=0 \\
\phi(1) & =\phi^{\prime}(1)=1, \quad \phi^{\prime \prime}(1)=\cdots=\phi^{(m-1)}(1)=0 .
\end{aligned}
$$

For $0<\varepsilon<\frac{1}{2}$ we set

$$
H(t):= \begin{cases}\varepsilon \phi\left(\frac{t}{\varepsilon}\right) & 0<t \leq \varepsilon \\ t & \varepsilon<t \leq 1-\varepsilon \\ 1-\varepsilon \phi\left(\frac{1-t}{\varepsilon}\right) & 1-\varepsilon<t \leq 1 \\ 1 & 1<t\end{cases}
$$

and the choice of $0<\varepsilon<\frac{1}{2}$ will be made during the proof. We introduce Adams' test functions

$$
\psi_{r}(|x|):=H\left(\frac{\log \frac{1}{|x|}}{\log \frac{1}{r}}\right) \quad \forall x \in \mathbb{R}^{n} \backslash\{0\} .
$$

By construction, for $r>0$ sufficiently small, $\psi_{r} \in W_{0}^{m, \frac{n}{m}}(\Omega), \psi(|x|)=1$ for $x \in B_{r} \backslash\{0\}$, and Adams in [2] proved that

$$
\left\|\nabla^{m} \psi_{r}\right\|_{\frac{n}{m}}^{\frac{n}{m}} \leq \omega_{n-1} a(m, n)^{\frac{n}{m}}\left(\log \frac{1}{r}\right)^{1-\frac{n}{m}} A_{r}
$$

where

$$
a(m, n):=\frac{\beta_{0}^{\frac{n-m}{n}}}{n \sigma_{n}^{\frac{m}{n}}}, \quad A_{r}=A_{r}(m, n):=\left[1+2 \varepsilon\left(\left\|\psi^{\prime}\right\|_{\infty}+O\left((\log 1 / r)^{-1}\right)\right)^{\frac{n}{m}}\right] .
$$

Easy computations give also that for $r>0$ sufficiently small

$$
\left\|\psi_{r}\right\|_{\frac{n}{m}}^{\frac{n}{m}}=o\left(\left(\log \frac{1}{r}\right)^{-\frac{n-m}{m}}\right), \quad\left\|\nabla^{j} \psi_{r}\right\|_{\frac{n}{m}}^{\frac{n}{m}}=o\left(\left(\log \frac{1}{r}\right)^{-\frac{n-m}{m}}\right) \quad \forall j \in\{1,2, \ldots, m-1\}
$$

Now we define

$$
u_{r}(|x|):=\left(\log \frac{1}{r}\right)^{\frac{n-m}{n}} \cdot \psi_{r}(|x|) \quad \forall x \in \mathbb{R}^{n} \backslash\{0\} .
$$

We can notice that for $r>0$ sufficiently small $u_{r} \in W_{0}^{m, \frac{n}{m}}(\Omega), u_{r}(|x|)=\left(\log \frac{1}{r}\right)^{\frac{n-m}{n}}$ for $x \in B_{r} \backslash\{0\}$ and

$$
\left\|u_{r}\right\|_{m, n}^{\frac{n}{m}} \leq\left\|\nabla^{m} u\right\|_{\frac{n}{m}}^{\frac{n}{m}}+c_{m, n}\left(\left\|u_{r}\right\|_{\frac{n}{m}}^{\frac{n}{m}}+\sum_{j=1}^{m-1}\left\|\nabla^{j} u_{r}\right\|_{\frac{n}{m}}^{\frac{n}{m}}\right) \leq \omega_{n-1} a^{\frac{n}{m}}(m, n)\left(A_{r}+o(1)\right)
$$

so in particular

$$
\left\|u_{r}\right\|_{m, n}^{\frac{n}{n-m}} \leq \omega_{n-1}^{\frac{m}{n-m}} a^{\frac{n}{n-m}}(m, n)\left(A_{r}+o(1)\right)^{\frac{m}{n-m}}=\frac{\beta_{0}}{n}\left(A_{r}+o(1)\right)^{\frac{m}{n-m}} .
$$

Therefore, for $r>0$ sufficiently small, we have

$$
\begin{aligned}
\sup _{u \in W_{0}^{m, \frac{n}{m}}(\Omega),\|u\|_{m, n} \leq 1} \int_{\Omega} \phi\left(\beta|u|^{\frac{n}{n-m}}\right) d x & \geq \lim _{r \rightarrow 0^{+}} \int_{B_{r}} \phi\left(\beta\left(\frac{\left|u_{r}\right|}{\left\|u_{r}\right\|_{m, n}}\right)^{\frac{n}{n-m}}\right) d x \\
& \geq \lim _{r \rightarrow 0^{+}} \sigma_{n} \phi\left(\frac{\beta}{\left.\left\|u_{r}\right\|_{m, n}^{\frac{n}{n-m}} \log \frac{1}{r}\right) r^{n}}\right. \\
& \geq \lim _{r \rightarrow 0^{+}} \sigma_{n} e^{\log r\left(n-\frac{\beta}{\left\|u_{r}\right\|_{m, n}^{n-m}}\right)}
\end{aligned}
$$

If we choose $0<\varepsilon<\frac{1}{2}$ so that

$$
\beta_{0}<\beta_{0}\left(1+2 \varepsilon\left\|\phi^{\prime}\right\|_{\infty}^{\frac{n}{m}}\right)^{\frac{m}{n-m}}<\beta
$$

then

$$
\lim _{r \rightarrow 0^{+}}\left(n-\frac{\beta}{\left\|u_{r}\right\|_{m, n}^{\frac{n}{n-m}}}\right) \leq n\left(1-\frac{\beta}{\beta_{0}\left(1+2 \varepsilon\left\|\phi^{\prime}\right\|_{\infty}^{\frac{n}{m}}\right)^{\frac{m}{n-m}}}\right)<0
$$

and

$$
\left.\lim _{r \rightarrow 0^{+}} \sigma_{n} e^{\log r\left(n-\frac{\beta}{\left\|u_{r}\right\| m, n} \frac{n}{m-m}\right.}\right)=+\infty
$$

The same proof gives also the sharpness of inequalities (2.3), (2.4) and (2.5) in the general case $m=2 k<n$ with $k$ a positive integer.

## CHAPTER 3

## Consequences of the Adams-type inequality in $\mathbb{R}^{4}$

In view of applications to biharmonic equations in $\mathbb{R}^{4}$, in order to simplify the notations, we will write $H^{2}\left(\mathbb{R}^{4}\right)$ instead of $W^{2,2}\left(\mathbb{R}^{4}\right)$ and we will denote by $\|\cdot\|_{H^{2}}$ the Sobolev norm

$$
\|u\|_{H^{2}}^{2}:=\|(-\Delta+I) u\|_{2}^{2}=\|\Delta u\|_{2}^{2}+2\|\nabla u\|_{2}^{2}+\|u\|_{2}^{2} \quad \forall u \in H^{2}\left(\mathbb{R}^{4}\right) .
$$

In this Chapter we will prove some direct consequences of the Adams-type inequality in $\mathbb{R}^{4}$ (Theorem 2.1),

$$
\begin{equation*}
\sup _{u \in H^{2}\left(\mathbb{R}^{4}\right),\|u\|_{H^{2}} \leq 1} \int_{\mathbb{R}^{4}}\left(e^{32 \pi^{2} u^{2}}-1\right) d x<+\infty \tag{3.1}
\end{equation*}
$$

which will allow us to study biharmonic equations in $\mathbb{R}^{4}$ involving nonlinearities with exponential growth.

We point out that (3.1) holds also if we replace the Sobolev norm $\|\cdot\|_{H^{2}}$ with the equivalent norm

$$
\|u\|_{H^{2}, \tau}^{2}:=\|(-\Delta+\tau I) u\|_{2}^{2}=\|\Delta u\|_{2}^{2}+\tau\left(2\|\nabla u\|_{2}^{2}+\tau\|u\|_{2}^{2}\right) \quad \forall u \in H^{2}\left(\mathbb{R}^{4}\right)
$$

where $\tau>0$. In fact, carefully reading the proof of (3.1), we can notice that the value $\tau=1$, appearing in $\|\cdot\|_{H^{2}}=\|\cdot\|_{H^{2}, 1}$ as a multiplicative constant for the $L^{2}$-norm of the gradient and for the $L^{2}$-norm of the function itself, does not play any role and can be replaced by any $\tau>0$. Hence we have indeed that the following inequality holds

$$
\begin{equation*}
\sup _{u \in H^{2}\left(\mathbb{R}^{4}\right),\|u\|_{H^{2}, \tau} \leq 1} \int_{\mathbb{R}^{4}}\left(e^{32 \pi^{2} u^{2}}-1\right) d x<+\infty \tag{3.2}
\end{equation*}
$$

where $\tau>0$ is arbitrarily fixed. Consequently, for fixed $a, b>0$, we have also that

$$
\begin{equation*}
\sup _{u \in H^{2}\left(\mathbb{R}^{4}\right),\|u\|_{H^{2}, a, b} \leq 1} \int_{\mathbb{R}^{4}}\left(e^{32 \pi^{2} u^{2}}-1\right) d x<+\infty \tag{3.3}
\end{equation*}
$$

where

$$
\|u\|_{H^{2}, a, b}^{2}:=\|\Delta u\|_{2}^{2}+a\|\nabla u\|_{2}^{2}+b\|u\|_{2}^{2} \quad \forall u \in H^{2}\left(\mathbb{R}^{4}\right)
$$

In fact, setting $\tau:=\min \left\{\frac{a}{2}, \sqrt{b}\right\}$, it suffices to notice that

$$
\|u\|_{H^{2}, \tau} \leq\|u\|_{H^{2}, a, b} \quad \forall u \in H^{2}\left(\mathbb{R}^{4}\right) .
$$

In [49], G. Lu and Y. Yang proved the following Lions-type concentration-compactness result

Lemma 3.1 ([49], Proposition 3.1). Let $\Omega$ be a bounded domain in $\mathbb{R}^{4}$. Let $\left\{u_{n}\right\}_{n} \subset H_{0}^{2}(\Omega)$ be such that $\left\|\Delta u_{n}\right\|_{2}=1$ for any $n \geq 1$ and $u_{n} \rightharpoonup u$ in $H_{0}^{2}(\Omega)$. If $\|\Delta u\|_{2}<1$ then

$$
\sup _{n} \int_{\Omega} e^{p u_{n}^{2}} d x<+\infty \quad \forall p \in\left(0, \frac{32 \pi^{2}}{1-\|\Delta u\|_{2}^{2}}\right) .
$$

Due to additional informations about the sequence, the exponent $p$ appearing in this concentration-compactness estimate is above Adams' sharp exponent, see inequality (1.11), provided $\|\Delta u\|_{2} \neq 0$. Now, we will establish a version of Lemma 3.1 for the whole space $\mathbb{R}^{4}$.

Lemma 3.2. Let $X \subseteq H^{2}\left(\mathbb{R}^{4}\right)$ be a Hilbert space endowed with the norm $|\cdot|$. Let $\left\{u_{n}\right\}_{n} \subset X$ be such that $\left|u_{n}\right|=1$ for any $n \geq 1$ and let $u \in X$ be the weak limit of $\left\{u_{n}\right\}_{n}$ in $X$. If $|u|<1$ and

$$
\begin{equation*}
\lim _{n \rightarrow+\infty}\left\|u_{n}-u\right\|_{H^{2}}^{2} \leq \lim _{n \rightarrow+\infty}\left|u_{n}-u\right|^{2} \tag{3.4}
\end{equation*}
$$

then

$$
\sup _{n} \int_{\mathbb{R}^{4}}\left(e^{p u_{n}^{2}}-1\right) d x<+\infty \quad \forall p \in\left(0, \frac{32 \pi^{2}}{1-|u|^{2}}\right)
$$

Proof of Lemma 3.2. We first consider the case $u=0$. If $p\left\|u_{n}\right\|_{H^{2}} \leq 32 \pi^{2}$, at least for any $n$ sufficiently large, then nothing needs to be proved because of the Adams-type inequality (3.1).

From (3.4) it follows that

$$
\lim _{n \rightarrow+\infty}\left\|u_{n}\right\|_{H^{2}}^{2} \leq 1
$$

therefore for any $\varepsilon>0$ there exists $n_{\varepsilon} \geq 1$ such that

$$
\left\|u_{n}\right\|_{H^{2}}^{2} \leq 1+\varepsilon \quad \forall n \geq n_{\varepsilon}
$$

and, since $p<32 \pi^{2}$, there exists $\varepsilon>0$ such that

$$
p\left\|u_{n}\right\|_{H^{2}}^{2} \leq 32 \pi^{2} \quad \forall n \geq n_{\varepsilon} .
$$

Now, we consider the case $u \neq 0$. Since, for arbitrarily fixed $\varepsilon>0$, the inequality

$$
\begin{equation*}
a^{2} \leq\left(1+\varepsilon^{2}\right)(a-b)^{2}+\left(1+\frac{1}{\varepsilon^{2}}\right) b^{2} \tag{3.5}
\end{equation*}
$$

holds for any $a, b \in \mathbb{R}$, for any $\varepsilon>0$ we have that

$$
u_{n}^{2} \leq\left(1+\varepsilon^{2}\right)\left(u_{n}-u\right)^{2}+\left(1+\frac{1}{\varepsilon^{2}}\right) u^{2} \quad \forall n \geq 1
$$

and hence

$$
\int_{\mathbb{R}^{4}}\left(e^{p u_{n}^{2}}-1\right) d x \leq \int_{\mathbb{R}^{4}}\left(e^{p\left(1+\varepsilon^{2}\right)\left(u_{n}-u\right)^{2}} e^{p\left(1+\frac{1}{\varepsilon^{2}}\right) u^{2}}-1\right) d x \quad \forall n \geq 1
$$

Using Young's inequality,

$$
\begin{equation*}
a b-1 \leq \frac{1}{q}\left(a^{q}-1\right)+\frac{1}{q^{\prime}}\left(b^{q^{\prime}}-1\right) \quad \forall a, b \geq 0, \forall q>1 \tag{3.6}
\end{equation*}
$$

where $\frac{1}{q}+\frac{1}{q^{\prime}}=1$, we get for $q>1$ and for any $\varepsilon>0$ :
$\int_{\mathbb{R}^{4}}\left(e^{p u_{n}^{2}}-1\right) d x \leq \frac{1}{q} \int_{\mathbb{R}^{4}}\left(e^{p q\left(1+\varepsilon^{2}\right)\left(u_{n}-u\right)^{2}}-1\right) d x+\frac{1}{q^{\prime}} \int_{\mathbb{R}^{4}}\left(e^{p q^{\prime}\left(1+\frac{1}{\varepsilon^{2}}\right) u^{2}}-1\right) d x \quad \forall n \geq 1$.
Therefore if we prove that for some $q>1$ and for some $\varepsilon>0$

$$
\mathcal{I}_{n}^{q, \varepsilon}:=\int_{\mathbb{R}^{4}}\left(e^{p q\left(1+\varepsilon^{2}\right)\left(u_{n}-u\right)^{2}}-1\right) d x \leq C \quad \forall n \geq 1
$$

where $C>0$ is a constant independent of $n$, then we obtain the desired inequality. For any $n \geq 1$ we can notice that

$$
\mathcal{I}_{n}^{q, \varepsilon}=\int_{\mathbb{R}^{4}}\left(e^{p q\left(1+\varepsilon^{2}\right)\left\|u_{n}-u\right\|_{H^{2}}^{2}\left(\frac{u_{n}-u}{\left\|u_{n}-u\right\|_{H^{2}}}\right)^{2}}-1\right) d x \leq C
$$

provided that

$$
\begin{equation*}
p q\left(1+\varepsilon^{2}\right)\left\|u_{n}-u\right\|_{H^{2}}^{2} \leq 32 \pi^{2} \tag{3.7}
\end{equation*}
$$

at least for any $n \geq 1$ sufficiently large, and thus to conclude it remains only to prove the existence of $q>1$ and $\varepsilon>0$ such that (3.7) holds. Since $u_{n} \rightharpoonup u$ in $X$ and $\left|u_{n}\right|=1$ for any $n \geq 1$, we have that

$$
\lim _{n \rightarrow+\infty}\left|u_{n}-u\right|^{2}=1-|u|^{2}
$$

Consequently

$$
\lim _{n \rightarrow+\infty}\left\|u_{n}-u\right\|_{H^{2}}^{2} \leq 1-|u|^{2}
$$

and, using the fact that $p<\frac{32 \pi^{2}}{1-|u|^{2}}$, we get the existence of $\sigma>0$ such that

$$
p\left\|u_{n}-u\right\|_{H^{2}}^{2}<p\left(1-|u|^{2}\right)(1+\sigma)<32 \pi^{2} \quad \forall n \geq \bar{n}
$$

where $\bar{n} \geq 1$ is sufficiently large. Therefore choosing $q>1$ sufficiently close to 1 and $\varepsilon>0$ sufficiently close to 0 we have

$$
p q\left(1+\varepsilon^{2}\right)\left\|u_{n}-u\right\|_{H^{2}}^{2} \leq 32 \pi^{2} \quad \forall n \geq \bar{n}
$$

Remark 3.3. We point out that, as a direct consequence of Lemma 3.2, we have indeed a Lions-type concentration-compactness result in $\left(H^{2}\left(\mathbb{R}^{4}\right),\|\cdot\|_{H^{2}}\right)$.

Now we introduce the subspace $E$ of $H^{2}\left(\mathbb{R}^{4}\right)$ defined as

$$
E:=\left\{u \in H^{2}\left(\mathbb{R}^{4}\right) \mid \int_{\mathbb{R}^{4}} V(x) u^{2} d x<+\infty\right\}
$$

where $V: \mathbb{R}^{4} \rightarrow \mathbb{R}$ is a continuous function bounded from below by a positive constant, namely $V$ satisfies
$\left(V_{0}\right) V: \mathbb{R}^{4} \rightarrow \mathbb{R}$ is continuous and $V(x) \geq V_{0}>0$ for any $x \in \mathbb{R}^{4}$.
From $\left(V_{0}\right)$, it follows that $E$ is a Hilbert space endowed with the scalar product

$$
\langle u, v\rangle:=\int_{\mathbb{R}^{4}} \Delta u \Delta v d x+\int_{\mathbb{R}^{4}} V(x) u v d x \quad u, v \in E
$$

to which corresponds the norm $\|u\|:=\sqrt{\langle u, u\rangle}$. Applying an interpolation inequality, it is easy to see that the embedding $E \hookrightarrow H^{2}\left(\mathbb{R}^{4}\right)$ is continuous.

Since our aim is to study biharmonic equations in $\mathbb{R}^{4}$ which can be treated variationally in $E$, we will need the following consequence of Lemma 3.2 for the space $(E,\|\cdot\|)$

Lemma 3.4. Assume $\left(V_{0}\right)$. Let $\left\{u_{n}\right\}_{n} \subset E$ be such that $\left\|u_{n}\right\|=1$ for any $n \geq 1$ and let $u \in E$ be the weak limit of $\left\{u_{n}\right\}_{n}$ in $E$. If $\|u\|<1$ and $u_{n} \rightarrow u$ in $L^{2}\left(\mathbb{R}^{4}\right)$ then

$$
\sup _{n} \int_{\mathbb{R}^{4}}\left(e^{p u_{n}^{2}}-1\right) d x<+\infty \quad \forall p \in\left(0, \frac{32 \pi^{2}}{1-\|u\|^{2}}\right)
$$

Proof. The strong convergence $u_{n} \rightarrow u$ in $L^{2}\left(\mathbb{R}^{4}\right)$ together with the following interpolation inequality

$$
\left\|\nabla\left(u_{n}-u\right)\right\|_{2}^{2} \leq C\left\|\Delta\left(u_{n}-u\right)\right\|_{2}\left\|u_{n}-u\right\|_{2} \leq \bar{C}\left\|u_{n}-u\right\|_{2} \quad \forall n \geq 1
$$

where $C, \bar{C}>0$ are constants independent of $n$, leads us to conclude that

$$
\lim _{n \rightarrow+\infty}\left\|u_{n}-u\right\|_{H^{2}}^{2}=\lim _{n \rightarrow+\infty}\left\|\Delta\left(u_{n}-u\right)\right\|_{2}^{2} \leq \lim _{n \rightarrow+\infty}\left\|u_{n}-u\right\|^{2}
$$

The proof is complete in view of Lemma 3.2.
Let

$$
H_{\mathrm{rad}}^{k}\left(\mathbb{R}^{4}\right):=\left\{u \in H^{k}\left(\mathbb{R}^{4}\right) \mid u(x)=u(|x|) \text { a.e. in } \mathbb{R}^{4}\right\}
$$

with $k \geq 1$, we recall the radial lemma
Lemma 3.5. For any $u \in H_{r a d}^{1}\left(\mathbb{R}^{4}\right)$

$$
\begin{equation*}
|u(x)| \leq \frac{1}{\sqrt{2 \pi^{2}}} \frac{1}{|x|^{\frac{3}{2}}}\|u\|_{H^{1}} \quad \text { a.e. in } \mathbb{R}^{4} \tag{3.8}
\end{equation*}
$$

where $\|\cdot\|_{H^{1}}$ is the standard Dirichlet norm, namely $\|u\|_{H^{1}}^{2}:=\|\nabla u\|_{2}^{2}+\|u\|_{2}^{2}$ for any $u \in H^{1}\left(\mathbb{R}^{4}\right)$.

Let

$$
E_{\mathrm{rad}}:=E \cap H_{\mathrm{rad}}^{2}\left(\mathbb{R}^{4}\right)=\left\{u \in H_{\mathrm{rad}}^{2}\left(\mathbb{R}^{4}\right) \mid \int_{\mathbb{R}^{4}} V(x) u^{2} d x<+\infty\right\}
$$

we have the following result
Lemma 3.6. Assume $\left(V_{0}\right)$. Let $\left\{u_{n}\right\}_{n} \subset E_{\text {rad }}$ be such that $\left\|u_{n}\right\|=1$ for any $n \geq 1$ and let $u \in E_{\text {rad }}$ be the weak limit of $\left\{u_{n}\right\}_{n}$ in $E$. If $0<\|u\|^{2}<1$ then

$$
\sup _{n} \int_{\mathbb{R}^{4}}\left(e^{p u_{n}^{2}}-1\right) d x<+\infty \quad \forall p \in\left(0, \frac{32 \pi^{2}}{1-\|u\|^{2}}\right)
$$

Proof. The idea is to follow the proof of [63], Theorem 1.4 which is based on the techniques introduced in [61]. Let $R>0$ be arbitrarily fixed, we split the integral into two parts

$$
\int_{\mathbb{R}^{4}}\left(e^{p u_{n}^{2}}-1\right) d x=\int_{\mathbb{R}^{4} \backslash B_{R}}\left(e^{p u_{n}^{2}}-1\right) d x+\int_{B_{R}}\left(e^{p u_{n}^{2}}-1\right) d x \quad \forall n \geq 1
$$

Applying the radial lemma (3.8), we can estimate

$$
\int_{\mathbb{R}^{4} \backslash B_{R}}\left(e^{p u_{n}^{2}}-1\right) d x \leq \frac{p}{V_{0}}+2 \pi^{2} R^{4} e^{\frac{p}{2 \pi^{2} R^{3}} C} \quad \forall n \geq 1
$$

where $C>0$ is a constant independent of $n$. Therefore to end the proof it remains only to show that

$$
\begin{equation*}
\sup _{n} \int_{B_{R}}\left(e^{p u_{n}^{2}}-1\right) d x<+\infty \quad \forall p \in\left(0, \frac{32 \pi^{2}}{1-\|u\|^{2}}\right) . \tag{3.9}
\end{equation*}
$$

Applying inequality (3.5) with $a=u_{n}$ and $b=u-u(R)+u_{n}(R)$, observing that using convexity arguments and the radial lemma (3.8) we have

$$
b^{2} \leq 2^{2}\left(|u|^{2}+|u(R)|^{2}+\left|u_{n}(R)\right|^{2}\right) \leq 2^{2}\left(|u|^{2}+C(R)\right),
$$

for any $\varepsilon>0$ we obtain the following estimate

$$
u_{n}^{2} \leq\left(1+\varepsilon^{2}\right) v_{n}^{2}+2^{2}\left(1+\frac{1}{\varepsilon^{2}}\right)\left(|u|^{2}+C(R)\right) \quad \forall n \geq 1
$$

where

$$
v_{n}:=\left(\left[u_{n}-u_{n}(R)\right]-[u-u(R)]\right) \in H_{\mathrm{rad}}^{2}\left(B_{R}\right) \cap H_{0}^{1}\left(B_{R}\right) \quad \forall n \geq 1 .
$$

Now, applying the Young's inequality (3.6), we get for any $\varepsilon>0$
$\int_{B_{R}}\left(e^{p u_{n}^{2}}-1\right) d x \leq \frac{1}{q} \int_{B_{R}}\left(e^{p q\left(1+\varepsilon^{2}\right) v_{n}^{2}}-1\right) d x+\frac{1}{q^{\prime}} \int_{B_{R}}\left(e^{p q^{\prime} 2^{2}\left(1+\frac{1}{\varepsilon^{2}}\right)\left(u^{2}+C(R)\right)}-1\right) d x \quad \forall n \geq 1$
where $1<q, q^{\prime}<+\infty, \frac{1}{q}+\frac{1}{q^{\prime}}=1$. As a consequence of the Adams' inequality with zero Navier boundary conditions (see Theorem 2.12), we have

$$
\sup _{n} \int_{B_{R}}\left(e^{p q\left(1+\varepsilon^{2}\right) v_{n}^{2}}-1\right) d x<+\infty
$$

provided that

$$
\begin{equation*}
p q\left(1+\varepsilon^{2}\right)\left\|\Delta v_{n}\right\|_{2}^{2} \leq 32 \pi^{2} \quad \forall n \geq \bar{n} \tag{3.10}
\end{equation*}
$$

with $\bar{n} \geq 1$ sufficiently large. Therefore if we prove that for some $q>1$ and $\varepsilon>0$ inequality (3.10) holds for any $n \geq 1$ sufficiently large then (3.9) follows and the proof is complete. But, since by construction

$$
\left\|\Delta v_{n}\right\|_{2}^{2}=\left\|\Delta\left(u_{n}-u\right)\right\|_{2}^{2} \leq\left\|u_{n}-u\right\|^{2} \quad \forall n \geq 1
$$

passing to the limit as $n \rightarrow+\infty$ we obtain

$$
\lim _{n \rightarrow+\infty}\left\|\Delta v_{n}\right\|_{2}^{2} \leq 1-\|u\|^{2}
$$

and choosing $q>1$ sufficiently close to 1 and $\varepsilon>0$ sufficiently close to 0 it is easy to see (as in the proof of Lemma 3.4) that (3.10) holds at least for any $n \geq 1$ sufficiently large.

In the proof of the next result we will use the following
Lemma 3.7 ([31], Lemma 2.2). Let $\alpha>0$ and $r>1$. Then for any $\beta>r$ there exists $a$ constant $C(\beta)>0$ such that

$$
\left(e^{\alpha s^{2}}-1\right)^{r} \leq C(\beta)\left(e^{\alpha \beta s^{2}}-1\right) \quad \forall s \in \mathbb{R}
$$

For a proof of Lemma 3.7, the reader is referred to the proof of Lemma 2.2 in [31].
Remark 3.8. As a consequence of Lemma 3.7 and Hölder's inequality, it is easy to see that if $\alpha>0$ and $q \geq 1$ then the function $|u|^{q}\left(e^{\alpha u^{2}}-1\right)$ belongs to $L^{1}\left(\mathbb{R}^{4}\right)$ for all $u \in H^{2}\left(\mathbb{R}^{4}\right)$.

Lemma 3.9. Let $\alpha>0$ and $q \geq 2$. If $M>0$ and $\alpha M^{2}<32 \pi^{2}$ then there exists a constant $C(\alpha, q, M)>0$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{4}}\left(e^{\alpha u^{2}}-1\right)|u|^{q} d x \leq C(\alpha, q, M)\|u\|_{H^{2}}^{q} \tag{3.11}
\end{equation*}
$$

holds for any $u \in H^{2}\left(\mathbb{R}^{4}\right)$ with $\|u\|_{H^{2}} \leq M$.
Proof. As $\alpha M^{2}<32 \pi^{2}$, there exists $r \in \mathbb{R}$ such that $1<r<\frac{32 \pi^{2}}{\alpha M^{2}}$. Furthermore there exists $\beta \in \mathbb{R}$ such that

$$
1<r<\beta \leq \frac{32 \pi^{2}}{\alpha M^{2}}
$$

and in particular $\alpha \beta M^{2} \leq 32 \pi^{2}$. Let $u \in H^{2}\left(\mathbb{R}^{4}\right)$ be such that $\|u\|_{H^{2}} \leq M$, then by Lemma 3.7 it follows that

$$
\int_{\mathbb{R}^{4}}\left(e^{\alpha u^{2}}-1\right)^{r} d x \leq C(\alpha, M) \int_{\mathbb{R}^{4}}\left(e^{\alpha \beta u^{2}}-1\right) d x \leq C(\alpha, M) \int_{\mathbb{R}^{4}}\left(e^{\alpha \beta M^{2} \tilde{u}^{2}}-1\right) d x
$$

where $\tilde{u}:=\frac{u}{\|u\|_{H^{2}}}$. Therefore

$$
\begin{equation*}
\int_{\mathbb{R}^{4}}\left(e^{\alpha u^{2}}-1\right)^{r} d x \leq C(\alpha, M) \tag{3.12}
\end{equation*}
$$

as a consequence of the Adams' type inequality (3.1).
Now, applying Hölder's inequality with $\frac{1}{r}+\frac{1}{r^{\prime}}=1$ and (3.12), we get

$$
\int_{\mathbb{R}^{4}}\left(e^{\alpha u^{2}}-1\right)|u|^{q} d x \leq\|u\|_{q r^{\prime}}^{q}\left(\int_{\mathbb{R}^{4}}\left(e^{\alpha u^{2}}-1\right)^{r} d x\right) \leq C(\alpha, M)\|u\|_{q r^{\prime}}^{q}
$$

and (3.11) follows easily as $q r^{\prime} \geq 2$ and the Sobolev embedding theorem states that $H^{2}\left(\mathbb{R}^{4}\right)$ is continuously embedded in $L^{p}\left(\mathbb{R}^{4}\right)$ for any $p \in[2,+\infty)$.

Lemma 3.9 is a generalization of Lemma 2.4 in [31] for second order derivatives. We will also use the following version of Lemma 3.9.

Lemma 3.10. Let $\alpha>0, r>1$ and $q \geq 2$. If $M>0$ and $\alpha r M^{2}<32 \pi^{2}$ then there exists a constant $C(\alpha, r, q, M)>0$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{4}}\left(e^{\alpha u^{2}}-1\right)^{\frac{r}{2}}|u|^{\frac{q}{2}} d x \leq C(\alpha, r, q, M)\|u\|_{H^{2}}^{\frac{q}{2}} \tag{3.13}
\end{equation*}
$$

holds for any $u \in H^{2}\left(\mathbb{R}^{4}\right)$ with $\|u\|_{H^{2}} \leq M$.
Proof. As $\alpha r M^{2}<32 \pi^{2}$ there exists $\beta>r$ such that $\alpha \beta M^{2} \leq 32 \pi^{2}$. Let $u \in H^{2}\left(\mathbb{R}^{4}\right)$ be such that $\|u\|_{H^{2}} \leq M$. As in the proof of Lemma 3.9, applying Lemma 3.7 and the Adams' type inequality (3.1), we get

$$
\int_{\mathbb{R}^{4}}\left(e^{\alpha u^{2}}-1\right)^{r} d x \leq C(\alpha, r, M)
$$

Now

$$
\int_{\mathbb{R}^{4}}\left(e^{\alpha u^{2}}-1\right)^{\frac{r}{2}}|u|^{\frac{q}{2}} d x \leq\left(\int_{\mathbb{R}^{4}}\left(e^{\alpha u^{2}}-1\right)^{r} d x\right)^{\frac{1}{2}}\|u\|_{q}^{\frac{q}{2}} \leq \sqrt{C(\alpha, r, M)}\|u\|_{q}^{\frac{q}{2}}
$$

and this ends the proof, in fact (3.13) follows by the Sobolev embedding theorem.

## Part II

## Applications to elliptic and biharmonic equations

## CHAPTER 4

## Elliptic and biharmonic equations with exponential nonlinearities

Elliptic and polyharmonic equations with critical growth nonlinearities have been widely investigated in the last decades. In dimension $n>2 k$ with $k \in \mathbb{N}$, the critical growth for problems of the form

$$
\begin{equation*}
(-\Delta)^{k} u=f(x, u), \quad \text { in } \Omega \subseteq \mathbb{R}^{n} \tag{4.1}
\end{equation*}
$$

is given by the Sobolev embeddings. While equations with subcritical growth are solved by standard variational methods, equations with critical growth need more specific methods due to the loss of compactness. While the situation in dimension $n>2 k$ is by now well understood, the case $n=2 k$ is quite different, and there are less results available. In this case the natural space for a variational treatment of problems of the form (4.1) is the Sobolev space $H^{k}$ and $n=2 k$ is the limiting case for the corresponding Sobolev embeddings. Therefore the notion of critical growth for such problems is governed by the Trudinger-Moser and Adams inequalities introduced in Part I. In what follows we will consider elliptic and biharmonic equations in the whole space $\mathbb{R}^{2}$ and $\mathbb{R}^{4}$, respectively, involving nonlinearities with exponential growth.

In this Chapter we firstly give a review of past developments in the study of elliptic problems in $\mathbb{R}^{2}$ with nonliearities having an exponential behaviour. In particular, we focus our attention on results concerned with a mountain pass characterization of ground state solutions, that we will treat in Chapter 5 for a particular nonlinear scalar field equation. Secondly, after having specified the notion of exponential critical growth for problems which can be treated variationally in the Sobolev space $H^{2}\left(\mathbb{R}^{4}\right)$, we will introduce the biharmonic problems that we will study in Chapter 6 and 7.

## The problem of loss of compactness

The problem of the loss of compactness in the Sobolev spaces has been extensively studied in the last decades. In particular, it is well known that, given a bounded domain $\Omega \subset \mathbb{R}^{n}$,
for $1 \leq p<n$ the subcritical embeddings

$$
W_{0}^{1, p}(\Omega) \hookrightarrow \hookrightarrow L^{q}(\Omega) \quad \text { with } 1<q<\frac{n p}{n-p}
$$

are compact and this implies that the supremum

$$
S_{p, q}(\Omega):=\sup _{u \in W_{0}^{1, p}(\Omega),\|\nabla u\|_{p} \leq 1} \int_{\Omega}|u|^{q} d x
$$

is attained. Instead in the critical case, namely for $p^{*}:=\frac{n p}{n-p}$, the embedding

$$
W_{0}^{1, p}(\Omega) \hookrightarrow L^{p^{*}}(\Omega)
$$

is no longer compact and this loss of compactness is at present well understood. Moreover the supremum

$$
S_{p, p^{*}}(\Omega):=\sup _{u \in W_{0}^{1, p}(\Omega),\|\nabla u\|_{p} \leq 1} \int_{\Omega}|u|^{p^{*}} d x
$$

is independent of the domain $\Omega \subset \mathbb{R}^{n}$ and is never attained for any domain different from $\mathbb{R}^{n}$. More precisely, for any $\Omega \subset \mathbb{R}^{n}$

$$
S_{p, p^{*}}(\Omega)=S_{p, p^{*}}\left(\mathbb{R}^{n}\right)
$$

and $S_{p, p^{*}}(\Omega)$ is attained only for $\Omega=\mathbb{R}^{n}$.
On the other hand if we look at the Trudinger-Moser embeddings
where $\Omega \subset \mathbb{R}^{n}$ is a bounded domain, in the subcritical case, namely when $\alpha \in\left(0, \alpha_{n}\right)$, it is easy to see that the supremum $C_{n, \alpha}(\Omega)$ is attained, and in the critical case we have the following surprising result due to L. Carleson and S. Y. A. Chang [20] which is in striking contrast with the Sobolev case

Theorem 4.1 ([20]). Let $\Omega:=B_{1} \subset \mathbb{R}^{n}$ be the unit ball in $\mathbb{R}^{n}$ then the supremum $C_{n, \alpha_{n}}\left(B_{1}\right)$ is attained.

After the celebrated paper [20], M. Struwe [66] proved that the supremum $C_{n, \alpha_{n}}(\Omega)$ is attained for domains $\Omega \subset \mathbb{R}^{n}$ which are close to a ball in measure and M. Flucher showed that this is indeed true for any bounded domain $\Omega \subset \mathbb{R}^{2}$. Finally K. C. Lin [47] extended these results for smooth domains in all dimensions.

Concerning the supremum

$$
D_{n, \alpha}(\Omega):=\sup _{u \in W_{0}^{1, n}(\Omega),\|u\|_{W^{1}, n} \leq 1} \int_{\Omega}\left(e^{\alpha|u|^{\frac{n}{n-1}}}-1\right) d x \begin{cases}<+\infty & \text { if } \alpha \leq \alpha_{n} \\ =+\infty & \text { if } \alpha>\alpha_{n}\end{cases}
$$

B. Ruf [61] proved that $D_{2,4 \pi}(\Omega)$ is attained on balls and on $\mathbb{R}^{2}$, namely in the cases $\Omega=B_{R} \subset \mathbb{R}^{2}$ and $\Omega=\mathbb{R}^{2}$, and subsequently Y. Li and B. Ruf [44] showed that $D_{n, \alpha_{n}}\left(\mathbb{R}^{n}\right)$
is also attained in any dimension $n>2$. The question, whether or not $D_{n, \alpha_{n}}(\Omega)$ is attained for general domains $\Omega \subseteq \mathbb{R}^{n}$, is still an open problem in any dimension $n \geq 2$.

In the case of higher order derivatives there is a long way to go yet. At our knowledge, the only result that has already been proved is due to G. Lu and Y. Yang [49]. More precisely in [49] the authors proved that the supremum

$$
\sup _{u \in W_{0}^{2,2}(\Omega),\|\Delta u\|_{2} \leq 1} \int_{\Omega} e^{32 \pi^{2} u^{2}} d x
$$

is attained for any smooth bounded domain $\Omega \subset \mathbb{R}^{4}$.

## Elliptic problems with critical growth

Problems involving critical growth in second-order elliptic equations in bounded domains of $\mathbb{R}^{n}$ with $n \geq 3$, i.e.

$$
\begin{equation*}
-\Delta u=f(u) \quad \text { in } \Omega \subset \mathbb{R}^{n}, \tag{4.2}
\end{equation*}
$$

have been extensively studied starting with the celebrated result due to H. Brezis and L. Nirenberg [17]. In dimension $n \geq 3$ and in the case when the nonlinearity $f$ has critical polynomial growth, the functional associated to a variational approach of problem (4.2) reveals a loss of compactness, in fact at certain levels the Palais-Smale compactness condition fails. To overcome this difficulty, in [17] the authors uses special sequences of functions to show that the critical levels of the functional avoid these noncompactness levels. These sequences are obtained from the maximizing sequence for

$$
S_{2,2^{*}}(\Omega):=\sup _{u \in H_{0}^{1}(\Omega),\|\nabla u\|_{2} \leq 1} \int_{\Omega}|u|^{2^{*}} d x, \quad 2^{*}:=\frac{2 n}{n-2},
$$

and are explicit concentrating functions converging weakly to zero.
Let $\Omega \subseteq \mathbb{R}^{2}$, in dimension $n=2$ the critical growth is given by the well known Trudinger-Moser inequality (see Theorem 1.1 and Theorem 1.3). The Trudinger-Moser embedding is critical and involves a lack of compactness similar to that of the Sobolev embeddings in dimension $n \geq 3$.

Exploring the approach introduced in [17], Adimurthi et al. in [3], [4], [6] and [5] obtained the solvability of second-order elliptic equations in bounded domains $\Omega \subset \mathbb{R}^{2}$ involving subcritical and critical nonlinearities. In the critical case, one again finds levels of noncompactness; however, due to the fact that the best constant

$$
C_{2,4 \pi}(\Omega):=\sup _{u \in H_{0}^{1},\|\nabla u\|_{2} \leq 1} \int_{\Omega} e^{4 \pi u^{2}} d x
$$

is attained, there is no natural concentrating sequence to be used to show that these levels are avoided. Thus, it is difficult to obtain optimal existence results. The sequence used in [3], [4], [6] and [5] is the so-called Moser's sequence which was proposed by Moser in [50] to prove that the inequality (1.3) is sharp with respect to the constant $4 \pi$ in the exponent.

Later D. G. de Figueiredo, O. H. Miyagaki and B. Ruf [28] improved the existence conditions in [4] and extended the result to more general nonlinearities. Motivated by the

Trudinger-Moser inequality, the authors in [28] introduced the notion of critical exponential growth as follows. A nonlinearity $f: \mathbb{R} \rightarrow \mathbb{R}$ has subcritical exponential growth if

$$
\lim _{|s| \rightarrow+\infty} \frac{|f(s)|}{e^{\alpha s^{2}}}=0 \quad \forall \alpha>0
$$

while $f$ has critical exponential growth if for some $\alpha_{0}>0$

$$
\lim _{|s| \rightarrow+\infty} \frac{|f(s)|}{e^{\alpha s^{2}}}= \begin{cases}0 & \text { for } \alpha>\alpha_{0} \\ +\infty & \text { for } \alpha \leq \alpha_{0}\end{cases}
$$

Among the subsequent works, concerning elliptic equations in bounded domains of $\mathbb{R}^{2}$, we mention in chronological order [27], [18], [51] and [29].

## Nonlinear scalar field equations

In the study of nonlinear scalar field equations of the form

$$
\begin{equation*}
-\Delta u=g(u) \quad \text { in } \mathbb{R}^{n} \tag{4.3}
\end{equation*}
$$

independently of the subcritical or critical behaviour of the nonlinearity, we have to tackle the problem of the loss of compactness due to the unboundedness of the domain. Problem (4.3) has been widely investigated starting from the fundamental papers due to H. Berestycki and P. L. Lions [15] and to H. Berestycki, T. Gallouët and O. Kavian [14]. We recall that these papers are both concerned with subcritical nonlinearities, in particular in [15] the authors treated nonlinearities with subcritical polynomial growth, while in [14] the authors treated nonlinearities with subcritical exponential growth. From now on, we will focus our attention in the case when the nonlinear term is of exponential type, since one of our aims is to study problem (4.3) with a nonlinearity exhibiting a critical exponential growth. To be more precise, in Chapter 5, we will study the following nonlinear scalar field equation

$$
\begin{equation*}
-\Delta u+u=f(u) \text { in } \mathbb{R}^{2} \tag{4.4}
\end{equation*}
$$

in the case when the nonlinearity $f$ has critical exponential growth.
The study of this kind of problems is motivated by applications in many areas of mathematical physics. In particular, these problems appear in the search for stationary states in nonlinear Klein-Gordon equations,

$$
\frac{\partial \phi}{\partial t^{2}}-\Delta \phi+V(x) \phi=f(\phi)
$$

where $\phi: \mathbb{R} \times \mathbb{R}^{2} \rightarrow \mathbb{C}, \phi=\phi(t, x)$ and $V: \mathbb{R}^{2} \rightarrow \mathbb{R}, V=V(x)$ is a given potential. Also, solutions of (4.4) provide stationary states for the nonlinear Schrödinger equation

$$
i \frac{\partial \phi}{\partial t}-\Delta \phi+V(x) \phi=f(\phi)
$$

where $\phi: \mathbb{R} \times \mathbb{R}^{2} \rightarrow \mathbb{C}, \phi=\phi(t, x)$ and $V: \mathbb{R}^{2} \rightarrow \mathbb{R}, V=V(x)$.

Searching for stationary states for both the nonlinear Klein-Gordon and Schrödinger equations is equivalent to solve

$$
-\Delta u+V(x) u=f(u) \quad \text { in } \mathbb{R}^{2}
$$

If the potential $V$ is constant and $V(x)=1$ for any $x \in \mathbb{R}^{2}$ then this last equation is nothing but (4.4) and, from a variational point of view, the energy functional associated to (4.4) presents a loss of compactness due to the unboundedness of the domain $\mathbb{R}^{2}$. But, if the potential $V$ is not constant and satisfies suitable assumptions then this loss of compactness can be overcome. For existence results concerning potentials bounded away from zero and large at infinitiy, in the case when the nonlinear term $f$ has a critical exponential behaviour, we refer the reader to the paper of J. M. do Ó, E. Medeiros and U. Severo [31], and the references therein.

A first result concerning the existence of solutions of problem (4.4), in the case when the nonlinearity $f$ has critical exponential growth is due to D. M. Cao. [19]. Our aim is, indeed, not only an existence result, but to obtain a mountain pass characterization of ground state solutions of problem (4.4). Denoting $I: H^{1}\left(\mathbb{R}^{2}\right) \rightarrow \mathbb{R}$ the natural functional corresponding to a variational approach to problem (4.4)

$$
\begin{aligned}
I(u) & :=\frac{1}{2} \int_{\mathbb{R}^{2}}\left(|\nabla u|^{2}+u^{2}\right) d x-\int_{\mathbb{R}^{2}} F(u) d x= \\
& =\frac{1}{2} \int_{\mathbb{R}^{2}}|\nabla u|^{2} d x-\int_{\mathbb{R}^{2}} G(u) d x
\end{aligned}
$$

where

$$
F(s):=\int_{0}^{s} f(t) d t \quad \text { and } \quad G(s):=\int_{0}^{s} g(t) d t
$$

we recall that a solution $u$ of problem (4.4) is a ground state if $I(u)=m$ with

$$
m:=\inf \left\{I(u) \mid u \in H^{1}\left(\mathbb{R}^{2}\right) \backslash\{0\} \text { is a solution of }(4.4)\right\} .
$$

In [40], L. Jeanjean and K. Tanaka enlighten a mountain pass characterization of ground state solutions of the more general nonlinear scalar field equation (4.3) in the case when the nonlinearity $g$ (not necessarily of the form $f(s)-s$ ) has a subcritical exponential growth.

Theorem 4.2 ([40]). Assume
$\left(g_{0}\right) g: \mathbb{R} \rightarrow \mathbb{R}$ is continuous and odd;
$\left(g_{1}\right) \lim _{s \rightarrow 0} \frac{g(s)}{s}=-\nu<0$;
$\left(g_{2}\right)$ for any $\alpha>0$ there exists $C_{\alpha}>0$ such that $|g(s)| \leq C_{\alpha} e^{\alpha s^{2}}$ for all $s \geq 0$;
$\left(g_{3}\right)$ there exists $s_{0}>0$ such that $G\left(s_{0}\right)>0$.
Then the functional

$$
I(u):=\frac{1}{2} \int_{\mathbb{R}^{2}}|\nabla u|^{2} d x-\int_{\mathbb{R}^{2}} G(u) d x
$$

is in $\mathcal{C}^{1}\left(H^{1}\left(\mathbb{R}^{2}\right), \mathbb{R}\right)$ and has a mountain pass geometry. Moreover the mountain pass value

$$
c:=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} I(\gamma(t)),
$$

where

$$
\Gamma:=\left\{\gamma \in \mathcal{C}\left([0,1], H^{1}\left(\mathbb{R}^{2}\right)\right) \mid \gamma(0)=0, \gamma(1)=u_{0} \in H^{1}\left(\mathbb{R}^{2}\right)\right\} \quad \text { with } I\left(u_{0}\right)<0,
$$

is a critical value and

$$
0<c=m .
$$

Later in [10], C. O. Alves, M. Montenegro and M. A. S. Souto improved the arguments in [40] obtaining, under suitable assumptions (see Chapter 5, Theorem 5.2), a mountain pass characterization of ground state solutions of problem (4.4) in the case when the nonlinearity $f$ exhibits a critical exponential growth. In Chapter 5 (see Theorem 5.1), we will follow the ideas introduced in [10] to obtain a similar result in the case when

$$
f(s):=\lambda s e^{4 \pi s^{2}} \quad \forall s \in \mathbb{R}
$$

with $0<\lambda<1$. We will also prove (see Theorem 5.3) that the result of Alves, Montenegro and Souto still holds under the classical assumption

$$
\lim _{|s| \rightarrow+\infty} \frac{s f(s)}{e^{4 \pi s^{2}}} \geq \beta_{0}>0
$$

introduced by D. G. de Figueiredo, O. H. Miyagaki and B. Ruf in [28] (see also [31]).

## Biharmonic problems with critical growth

Recently, due to applications of higher order elliptic equations to conformal geometry, there has been considerable interest in the Paneitz operator which enjoys the property of conformal invariance. In $\mathbb{R}^{4}$, the Paneitz operator is the biharmonic operator $\Delta^{2}$ where $\Delta$ is the Laplacian in $\mathbb{R}^{4}$. The study of superlinear problems involving powers of the Laplacian started with the works [34], [33] of D. E. Edmunds, D. Fortunato and E. Jannelli, and [57], [58] of P. Pucci and J. Serrin. We refer the reader to the paper [12] and the references therein for various results on the polyharmonic operator.

The Adams-type inequality in $\mathbb{R}^{4}$ expressed by Theorem 2.1 (see also (3.1) for easy reference) will be a fundamental tool in the study of biharmonic problems of the form

$$
\begin{equation*}
\Delta^{2} u+V(x) u=f(u) \quad \text { in } \mathbb{R}^{4} \tag{4.5}
\end{equation*}
$$

in the case when the nonlinear term $f$ exhibits an exponential growth. We recall that equations of the form

$$
\Delta^{2} u+V(x) u=f(x, u) \quad \text { in } \mathbb{R}^{n}
$$

with $n \geq 5$ and involving nonlinearities with polynomial growth, have been studied in [23], [9] and [8].

The natural space for a variational treatment of problem (4.5) is the Sobolev space $H^{2}$ and $\mathbb{R}^{4}$ is the limiting case for the corresponding Sobolev embeddings. Indeed, for $\mathbb{R}^{4}$ the notion of critical growth is given by the Adams-type inequality

$$
\sup _{u \in H^{2}\left(\mathbb{R}^{4}\right),\|u\|_{H^{2}} \leq 1} \int_{\mathbb{R}^{4}}\left(e^{\alpha u^{2}}-1\right) d x \begin{cases}<+\infty & \text { for } \alpha \leq 32 \pi^{2}, \\ =+\infty & \text { for } \alpha>32 \pi^{2},\end{cases}
$$

where $\|u\|_{H^{2}}^{2}:=\|(-\Delta+I) u\|_{2}^{2}=\|\Delta u\|_{2}^{2}+2\|\nabla u\|_{2}^{2}+\|u\|_{2}^{2}$. In view of this inequality it is natural to say that a nonlinearity $f$ has subcritical exponential growth if

$$
\lim _{|s| \rightarrow+\infty} \frac{|f(s)|}{e^{\alpha s^{2}}}=0 \quad \forall \alpha>0
$$

while $f$ has critical exponential growth if it behaves like $e^{\alpha_{0} u^{2}}$ as $|s| \rightarrow+\infty$ for some $\alpha_{0}>0$, namely if there exists $\alpha_{0}>0$ such that

$$
\lim _{|s| \rightarrow+\infty} \frac{|f(s)|}{e^{\alpha s^{2}}}= \begin{cases}0 & \text { if } \alpha>\alpha_{0} \\ +\infty & \text { if } \alpha<\alpha_{0}\end{cases}
$$

We will always assume that $V$ is a continuous positive potential bounded from below by a positive constant, more precisely
$\left(V_{0}\right) V: \mathbb{R}^{4} \rightarrow \mathbb{R}$ is continuous and $V(x) \geq V_{0}>0$ for any $x \in \mathbb{R}^{4}$,
and we will handle problem (4.5) by means of a variational approach.
Assuming $\left(V_{0}\right)$ and some symmetry conditions on the potential $V$, in the case when the nonlinearity $f$ has subcritical exponential growth we will obtain a multiplicity result for problem (4.5) (see Theorem 6.3, Theorem 6.4 and Theorem 6.5), while in the case when the nonlinearity $f$ has critical exponential growth we will obtain the existence of a nontrivial radial solution of problem (4.5) (see Theorem 7.3). We point out that in both these results the potential $V$ is allowed to be constant, hence in particular for the biharmonic problem

$$
\Delta^{2} u+V_{0} u=f(u) \quad \text { in } \mathbb{R}^{4},
$$

where $V_{0}>0$ is a positive constant, we will obtain a multiplicity result in the case when the nonlinear term $f$ has subcritical exponential growth and the existence of a nontrivial radial solution in the case when the nonlinear term $f$ has critical exponential growth.

Finally, assuming $\left(V_{0}\right)$ and that the potential $V$ is large at infinity, if the nonlinearity $f$ has critical exponential growth we will obtain the existence of a nontrivial solution of problem (4.5), see Theorem 7.1.

In view of the Adams-type inequality (3.3) with the modified norm $\|\cdot\|_{H^{2}, a, b}$ for some $a, b>0$, the methods of proofs adopted to study equation (4.5), both in the case when $f$ exhibits a subcritical and critical exponential growth, apply to

$$
\Delta^{2} u-\operatorname{div}(U(x) \nabla u)+V(x) u=f(u) \quad \text { in } \mathbb{R}^{4}
$$

where $U, V: \mathbb{R}^{4} \rightarrow \mathbb{R}$ are continuous and positive functions satisfying suitable assumptions, see Theorem 6.14 and Theorem 7.15.

## CHAPTER 5

## An elliptic equation in $\mathbb{R}^{2}$ with exponential critical growth: ground state solutions

This Chapter is concerned with the existence of solutions of a nonlinear scalar field equation of the form

$$
\left\{\begin{array}{l}
-\Delta u=g(u) \quad \text { in } \mathbb{R}^{2}  \tag{5.1}\\
u \in H^{1}\left(\mathbb{R}^{2}\right)
\end{array}\right.
$$

and in particular we will study the following problem

$$
\left\{\begin{array}{l}
-\Delta u+u=f(u) \quad \text { in } \mathbb{R}^{2}  \tag{5.2}\\
u \in H^{1}\left(\mathbb{R}^{2}\right)
\end{array}\right.
$$

which is nothing but problem (5.1) with $g(s):=f(s)-s$.
We recall that the natural functional corresponding to a variational approach to problem (5.2) is the functional $I: H^{1}\left(\mathbb{R}^{2}\right) \rightarrow \mathbb{R}$ defined as follows

$$
\begin{aligned}
I(u) & :=\frac{1}{2} \int_{\mathbb{R}^{2}}\left(|\nabla u|^{2}+u^{2}\right) d x-\int_{\mathbb{R}^{2}} F(u) d x= \\
& =\frac{1}{2} \int_{\mathbb{R}^{2}}|\nabla u|^{2} d x-\int_{\mathbb{R}^{2}} G(u) d x
\end{aligned}
$$

where

$$
F(s):=\int_{0}^{s} f(t) d t \quad \text { and } \quad G(s):=\int_{0}^{s} g(t) d t
$$

We will say that $I$ has a mountain pass geometry, if the following conditions hold:
$\left(I_{0}\right) I(0)=0 ;$
( $I_{1}$ ) there exist $\varrho, a>0$ such that $I(u) \geq a>0$ for any $u \in H^{1}\left(\mathbb{R}^{2}\right)$ with $\|u\|_{H^{1}}=\varrho$;
$\left(I_{2}\right)$ there exists $u_{0} \in H^{1}\left(\mathbb{R}^{2}\right)$ such that $\left\|u_{0}\right\|_{H^{1}}>\varrho$ and $I\left(u_{0}\right)<0$.
Our main result is concerned with the particular case when $f(s)=\lambda s e^{4 \pi s^{2}}$ where $0<\lambda<1$.

Theorem 5.1. Let $0<\lambda<1$ and let

$$
\begin{equation*}
f(s):=\lambda s e^{4 \pi s^{2}} \quad \forall s \in \mathbb{R} \tag{5.3}
\end{equation*}
$$

Then $I \in \mathcal{C}^{1}\left(H^{1}\left(\mathbb{R}^{2}\right), \mathbb{R}\right)$ has a mountain pass geometry, the mountain pass value

$$
c:=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} I(\gamma(t))
$$

where

$$
\Gamma:=\left\{\gamma \in \mathcal{C}\left([0,1], H^{1}\left(\mathbb{R}^{2}\right)\right) \mid \gamma(0)=0, \gamma(1)=u_{0} \in H^{1}\left(\mathbb{R}^{2}\right)\right\} \quad \text { with } I\left(u_{0}\right)<0
$$

is a critical value and gives the ground state level, namely $0<c=m$ where

$$
m:=\inf \left\{I(u) \mid u \in H^{1}\left(\mathbb{R}^{2}\right) \backslash\{0\} \text { is a solution of (5.2) }\right\}
$$

We also give a mountain pass characterization of ground state solutions of problem (5.2) in the case when the nonlinearity $f$ satisfies the following assumptions:
$\left(f_{0}\right) f: \mathbb{R} \rightarrow \mathbb{R}$ is continuous and has critical exponential growth with $\alpha_{0}=4 \pi$, i.e.

$$
\lim _{|s| \rightarrow+\infty} \frac{|f(s)|}{e^{\alpha s^{2}}}= \begin{cases}0 & \text { if } \alpha>4 \pi \\ +\infty & \text { if } \alpha<4 \pi\end{cases}
$$

$\left(f_{1}\right) \lim _{s \rightarrow 0} \frac{f(s)}{s}=0 ;$
$\left(f_{2}\right)$ there exists $\mu>2$ such that $0<\mu F(s)<f(s) s$ for any $s \in \mathbb{R} \backslash\{0\}$.
In [10] the authors obtained a mountain pass characterization of ground state solutions of problem (5.2) assuming the further assumption on $f$
$\left(f_{\lambda}\right)$ there exist $\lambda>0$ and $q \in(2,+\infty)$ such that $f(s) \geq \lambda s^{q-1}$ for all $s \geq 0$.
More precisely they prove
Theorem $5.2([10])$. Assume $\left(f_{0}\right),\left(f_{1}\right)$ and $\left(f_{2}\right)$. Assume also that $\left(f_{\lambda}\right)$ holds with

$$
\begin{equation*}
\lambda>\left(\frac{q-2}{q}\right)^{\frac{q-2}{q}} C_{q}^{\frac{q}{2}} \tag{5.4}
\end{equation*}
$$

where $C_{q}>0$ is the best constant of the Sobolev embedding $H^{1}\left(\mathbb{R}^{2}\right) \hookrightarrow L^{q}\left(\mathbb{R}^{2}\right)$, namely

$$
C_{q}\|u\|_{q}^{2} \leq\|u\|_{H_{1}}^{2} \quad \forall u \in H^{1}\left(\mathbb{R}^{2}\right)
$$

Then the mountain pass value $c$ is a critical value and gives the ground state level, namely

$$
0<c=m
$$

Indeed in [10] the authors proved that Theorem 5.2 holds assuming, instead of the Ambrosetti-Rabinowitz condition $\left(f_{2}\right)$, the weaker assumption:
$\left(f_{2}^{\prime}\right) f(s) s \geq 2 F(s) \geq 0$ for all $s \in \mathbb{R}$.
In the present paper, we need to assume the Ambrosetti-Rabinowitz condition $\left(f_{2}\right)$ only to prove that the functional $I$ behaves like a mountain pass and more precisely to prove that $I$ satisfies ( $I_{2}$ ).

Replacing assumption $\left(f_{\lambda}\right)$ with the following more natural assumption
( $f_{3}$ ) $\lim _{|s| \rightarrow+\infty} \frac{s f(s)}{e^{4 \pi s^{2}}} \geq \beta_{0}>0$
we obtain the same result as in Theorem 5.2.
Theorem 5.3. Assume $\left(f_{0}\right),\left(f_{1}\right),\left(f_{2}\right)$ and $\left(f_{3}\right)$. Then $I \in \mathcal{C}^{1}\left(H^{1}\left(\mathbb{R}^{2}\right), \mathbb{R}\right)$ has a mountain pass geometry, the mountain pass value $c$ is a critical value and

$$
0<c=m .
$$

We recall that assumption $\left(f_{3}\right)$ for bounded domains was introduced in [28] to obtain an existence result for elliptic equations with nonlinearities in the critical exponential growth range in bounded domains of $\mathbb{R}^{2}$. In a subsequent paper, [31], $\left(f_{3}\right)$ was taken into account to prove an existence result for analogous equations in the hole space $\mathbb{R}^{2}$.

To prove Theorem 5.1 and Theorem 5.3 we will follow the methods used in [10] which are based on the ideas introduced in [40] to obtain the following result

Theorem 5.4 ([40]). Assume
$\left(g_{0}\right) g: \mathbb{R} \rightarrow \mathbb{R}$ is continuous and odd;
$\left(g_{1}\right) \lim _{s \rightarrow 0} \frac{g(s)}{s}=-\nu<0 ;$
( $g_{2}$ ) for any $\alpha>0$ there exists $C_{\alpha}>0$ such that $|g(s)| \leq C_{\alpha} e^{\alpha s^{2}}$ for all $s \geq 0$;
$\left(g_{3}\right)$ there exists $s_{0}>0$ such that $G\left(s_{0}\right)>0$.
Then the functional

$$
I(u):=\frac{1}{2} \int_{\mathbb{R}^{2}}|\nabla u|^{2} d x-\int_{\mathbb{R}^{2}} G(u) d x
$$

is in $\mathcal{C}^{1}\left(H^{1}\left(\mathbb{R}^{2}\right), \mathbb{R}\right)$ and has a mountain pass geometry. Moreover the mountain pass value $c$ is a critical value and

$$
0<c=m .
$$

In the proof of Theorem 5.4 a key argument is the existence of a solution of problem (5.1) given in [14]. In [14] it was shown that under the assumptions $\left(g_{0}\right),\left(g_{1}\right),\left(g_{2}\right)$ and $\left(g_{3}\right)$ the nonlinear scalar field equation (5.1) possesses a nontrivial ground state solution by means of the constrained minimization method

$$
\inf \left\{\left.\frac{1}{2} \int_{\mathbb{R}^{2}}|\nabla u|^{2} d x \right\rvert\, u \in H^{1}\left(\mathbb{R}^{2}\right) \backslash\{0\}, \int_{\mathbb{R}^{2}} G(u) d x=0\right\} .
$$

The main difficulty highlighted in [10] for the proof of Theorem 5.2 is indeed to show that the infimum

$$
A:=\inf \left\{\left.\frac{1}{2} \int_{\mathbb{R}^{2}}|\nabla u|^{2} d x \right\rvert\, u \in H^{1}\left(\mathbb{R}^{2}\right) \backslash\{0\}, \int_{\mathbb{R}^{2}} G(u) d x=0\right\}
$$

is achieved, provided that $\left(f_{0}\right),\left(f_{1}\right),\left(f_{2}\right)$ and $\left(f_{\lambda}\right)$ with $\lambda>0$ as in (5.4) hold. Therefore we point out that, following [10], as a by-product of the proofs of Theorem 5.1 and Theorem 5.3 we have

Proposition 5.5. Assume either $f$ is of the form (5.3) with $0<\lambda<1$ or assume $\left(f_{0}\right),\left(f_{1}\right)$, $\left(f_{2}\right)$ and $\left(f_{3}\right)$. Then $A$ is attained and the minimizer is, under a suitable change of scale, a solution of problem (5.2). In particular $m \leq A$.

This Chapter is organized as follows. In Section 5.1 we show that the functional $I$ has a mountain pass geometry and in Section 5.2 we introduce some preliminary results. In Section 5.3 we obtain a precise estimate for the mountain pass level $c$ that will enable us to prove, in Section 5.4, Proposition 5.5. Finally in Section 5.5 we prove the main theorems, Theorem 5.1 and Theorem 5.3, and the following
Proposition 5.6. Assume either $f$ is of the form (5.3) with $0<\lambda<1$ or assume $\left(f_{0}\right),\left(f_{1}\right)$, $\left(f_{2}\right)$ and $\left(f_{3}\right)$. Then the minimizer $u \in H^{1}\left(\mathbb{R}^{2}\right)$ of $A$ is a ground state solution of problem (5.2), that is $m=A$.

### 5.1. Mountain pass geometry

If $f$ is as in (5.3) with $0<\lambda<1$ then fixed $q>1$ we have the existence of two constants $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
f(s) \leq c_{1} s+c_{2}|s|^{q}\left(e^{4 \pi s^{2}}-1\right) \quad \forall s \in \mathbb{R} \tag{5.5}
\end{equation*}
$$

Since in this case

$$
F(s)=\frac{\lambda}{8 \pi}\left(e^{4 \pi s^{2}}-1\right) \quad \forall s \in \mathbb{R},
$$

fixed $q>2$ we have that for any $\varepsilon>0$ there exists a constant $C(q, \varepsilon)>0$ such that

$$
\begin{equation*}
F(s) \leq\left(\frac{\lambda}{2}+\varepsilon\right) s^{2}+C(q, \varepsilon)|s|^{q}\left(e^{4 \pi s^{2}}-1\right) \quad \forall s \in \mathbb{R} \tag{5.6}
\end{equation*}
$$

We can notice that (5.6) implies that $F(u) \in L^{1}\left(\mathbb{R}^{2}\right)$ for any $u \in H^{1}\left(\mathbb{R}^{2}\right)$ and thus the functional $I: H^{1}\left(\mathbb{R}^{2}\right) \rightarrow \mathbb{R}$ is well defined. Furthermore, from (5.5) and using standard arguments (see in [15], Theorem A.VI), it follows that $I \in \mathcal{C}^{1}\left(H^{1}\left(\mathbb{R}^{2}\right), \mathbb{R}\right)$.

Similarly, in the case when $\left(f_{0}\right)$ and $\left(f_{1}\right)$ holds, fixed $q>2$ we have for any $\varepsilon>0$ the existence of a constant $C(q, \varepsilon)>0$ such that

$$
|f(s)| \leq \varepsilon|s|+C(q, \varepsilon)|s|^{q-1}\left(e^{4 \pi s^{2}}-1\right) \quad \forall s \in \mathbb{R}
$$

and if in addition $\left(f_{2}\right)$ holds then

$$
\begin{equation*}
F(s) \leq \frac{\varepsilon}{2} s^{2}+C(q, \varepsilon)|s|^{q}\left(e^{4 \pi s^{2}}-1\right) \quad \forall s \in \mathbb{R} \tag{5.7}
\end{equation*}
$$

Therefore also in the case when $\left(f_{0}\right),\left(f_{1}\right)$ and $\left(f_{2}\right)$ holds we have that the functional $I$ is well defined and of class $\mathcal{C}^{1}$ on $H^{1}\left(\mathbb{R}^{2}\right)$.

Obviously $I(0)=0$, namely $\left(I_{0}\right)$ holds. Now we prove that $I$ satisfies also $\left(I_{1}\right)$.
Lemma 5.7. Assume either $f$ is of the form (5.3) with $0<\lambda<1$ or assume $\left(f_{0}\right),\left(f_{1}\right)$ and $\left(f_{2}\right)$. Then there exist $\varrho, a>0$ such that $I(u) \geq a>0$ for any $u \in H^{1}\left(\mathbb{R}^{2}\right)$ with $\|u\|_{H^{1}}=\varrho$.

Proof. We begin considering the case when $f$ is of the form (5.3) with $0<\lambda<1$. From (5.6) it follows that, fixed $q>2$, for any $\varepsilon>0$

$$
\int_{\mathbb{R}^{2}} F(u) d x \leq\left(\frac{\lambda}{2}+\varepsilon\right)\|u\|_{H^{1}}^{2}+C(q, \varepsilon) \int_{\mathbb{R}^{2}}|u|^{q}\left(e^{4 \pi u^{2}}-1\right) d x \quad \forall u \in H^{1}\left(\mathbb{R}^{2}\right) .
$$

In particular for any $u \in H^{1}\left(\mathbb{R}^{2}\right)$ we have

$$
\int_{\mathbb{R}^{2}}|u|^{q}\left(e^{4 \pi u^{2}}-1\right) d x \leq\|u\|_{2 q}^{q}\left(\int_{\mathbb{R}^{2}}\left(e^{4 \pi u^{2}}-1\right)^{2} d x\right)^{\frac{1}{2}} \leq \bar{C}_{1}\|u\|_{H^{1}}^{q}\left(\int_{\mathbb{R}^{2}}\left(e^{8 \pi u^{2}}-1\right) d x\right)^{\frac{1}{2}}
$$

where $\bar{C}_{1}>0$ is a constant independent of $u$ and we used the fact that the embedding $H^{1}\left(\mathbb{R}^{2}\right) \hookrightarrow L^{2 q}\left(\mathbb{R}^{2}\right)$ is continuous for any $q>2$. Moreover, recalling the Trudinger-Moser inequality in [61] (see also Theorem 1.3), we have the existence of a constant $\bar{C}_{2}>0$ such that

$$
\int_{\mathbb{R}^{2}}\left(e^{8 \pi u^{2}}-1\right) d x=\int_{\mathbb{R}^{2}}\left(e^{8 \pi\|u\|_{H^{1}}^{2}\left(\frac{u}{\|u\|_{H^{1}}}\right)^{2}}-1\right) d x \leq \bar{C}_{2}
$$

for any $u \in H^{1}\left(\mathbb{R}^{2}\right)$ with $8 \pi\|u\|_{H^{1}}^{2} \leq 4 \pi$. Therefore, fixed $q>2$, for any $\varepsilon>0$ we have that

$$
\int_{\mathbb{R}^{2}} F(u) d x \leq\left(\frac{\lambda}{2}+\varepsilon\right)\|u\|_{H^{1}}^{2}+\bar{C}(q, \varepsilon)\|u\|_{H^{1}}^{q} \quad \forall u \in H^{1}\left(\mathbb{R}^{2}\right),\|u\|_{H^{1}\left(\mathbb{R}^{2}\right)} \leq \frac{1}{\sqrt{2}} .
$$

Let $0<\varrho<\frac{1}{\sqrt{2}}$. Fixed $q>2$, for any $\varepsilon>0$

$$
I(u) \geq \frac{1}{2}(1-\lambda-2 \varepsilon) \varrho^{2}-\bar{C}(q, \varepsilon) \varrho^{q} \quad \forall u \in H^{1}\left(\mathbb{R}^{2}\right),\|u\|_{H^{1}\left(\mathbb{R}^{2}\right)}=\varrho
$$

and choosing $\varepsilon>0$ so that $1-\lambda-2 \varepsilon>0$ and $\varrho$ sufficiently small we have that

$$
a:=\frac{1}{2}(1-\lambda-2 \varepsilon) \varrho^{2}-\bar{C}(q, \varepsilon) \varrho^{q}>0 .
$$

In the case when $\left(f_{0}\right),\left(f_{1}\right)$ and $\left(f_{2}\right)$ holds, using (5.7) and arguing as before we obtain, for fixed $q>2$ and for any $\varepsilon>0$, that

$$
\int_{\mathbb{R}^{2}} F(u) d x \leq \frac{\varepsilon}{2}\|u\|_{H^{1}}^{2}+\bar{C}(q, \varepsilon)\|u\|_{H^{1}}^{q} \quad \forall u \in H^{1}\left(\mathbb{R}^{2}\right),\|u\|_{H^{1}\left(\mathbb{R}^{2}\right)} \leq \frac{1}{\sqrt{2}} .
$$

Therefore, for fixed $q>2$ and for any $\varepsilon \in(0,1)$, we have

$$
I(u) \geq \frac{1}{2}(1-\varepsilon) \varrho^{2}-\bar{C}(q, \varepsilon) \varrho^{q} \quad \forall u \in H^{1}\left(\mathbb{R}^{2}\right),\|u\|_{H^{1}\left(\mathbb{R}^{2}\right)}=\varrho
$$

where $0<\varrho<\frac{1}{\sqrt{2}}$, and this leads to the desired conclusion choosing $\varrho$ sufficiently small.

We end this section with the proof of $\left(I_{2}\right)$.
Lemma 5.8. Assume either $f$ is of the form (5.3) with $0<\lambda<1$ or assume $\left(f_{0}\right),\left(f_{1}\right)$ and $\left(f_{2}\right)$. For any $u \in H^{1}\left(\mathbb{R}^{2}\right)$, we have that $I(t u) \rightarrow-\infty$ as $t \rightarrow+\infty$. In particular, there exists $u_{0} \in H^{1}\left(\mathbb{R}^{2}\right)$ such that $\left\|u_{0}\right\|_{H^{1}}>\varrho$ and $I\left(u_{0}\right)<0$.

Proof. We begin with the case when $f$ is of the form (5.3). We fix $u \in H^{1}\left(\mathbb{R}^{2}\right)$. Then for any $t \geq 0$, using the power series expansion of the exponential function, we get

$$
\int_{\mathbb{R}^{2}} F(t u) d x \geq \frac{\lambda}{2} t^{2}\|u\|_{2}^{2}+\lambda \pi t^{4}\|u\|_{4}^{4}
$$

Thus

$$
I(t u) \leq \frac{1}{2} t^{2}\|u\|_{H^{1}}-\frac{\lambda}{2} t^{2}\|u\|_{2}^{2}-\lambda \pi t^{4}\|u\|_{4}^{4} \quad \forall t \geq 0
$$

from which we deduce that $I(t u) \rightarrow-\infty$ as $t \rightarrow+\infty$. In the case when $\left(f_{0}\right),\left(f_{1}\right)$ and $\left(f_{2}\right)$ holds, in particular we have that

$$
F(s) \geq c_{1}|s|^{\mu}-c_{2}|s|^{2} \quad \forall s \in \mathbb{R}
$$

with $c_{1}, c_{2}>0$. Therefore, fixed $u \in H^{1}\left(\mathbb{R}^{2}\right)$, for any $t \geq 0$ we can estimate

$$
I(t u) \leq \frac{1}{2} t^{2}\|u\|_{H^{1}}+c_{2} t^{2}\|u\|_{2}^{2}-c_{1} t^{\mu}\|u\|_{\mu}^{\mu}
$$

and recalling that $\mu>2$ we can conclude that $I(t u) \rightarrow-\infty$ as $t \rightarrow+\infty$.

### 5.2. Preliminary results

Let

$$
H_{\mathrm{rad}}^{1}\left(\mathbb{R}^{2}\right):=\left\{u \in H^{1}\left(\mathbb{R}^{2}\right) \mid u(x)=u(|x|) \text { a.e. in } \mathbb{R}^{2}\right\}
$$

we recall that the following radial lemma holds
Lemma 5.9 ([41], Chapitre 6, Lemme 1.1)). For any $u \in H_{r a d}^{1}\left(\mathbb{R}^{2}\right)$

$$
\begin{equation*}
|u(x)| \leq \frac{1}{\sqrt{2 \pi}} \frac{1}{\sqrt{|x|}}\|u\|_{H^{1}} \quad \text { a.e. in } \mathbb{R}^{2} \tag{5.8}
\end{equation*}
$$

This radial lemma will be a useful tool to prove the following result
Lemma 5.10. Assume that $f$ is of the form (5.3) with $0<\lambda<1$. Let $\left\{u_{n}\right\}_{n} \subset H_{\text {rad }}^{1}\left(\mathbb{R}^{2}\right)$ be a sequence satisfying
(i) $\sup _{n}\left\|\nabla u_{n}\right\|_{2}^{2}=\varrho<1$,
(ii) $\sup _{n}\left\|u_{n}\right\|_{2}^{2}=M<+\infty$.

Then

$$
\int_{\mathbb{R}^{2}} F\left(u_{n}\right) d x-\frac{\lambda}{2}\left\|u_{n}\right\|_{2}^{2} \quad \xrightarrow{n \rightarrow+\infty} \int_{\mathbb{R}^{2}} F(u) d x-\frac{\lambda}{2}\|u\|_{2}^{2}
$$

where $u \in H_{r a d}^{1}\left(\mathbb{R}^{2}\right)$ is the weak limit of $\left\{u_{n}\right\}_{n}$ in $H^{1}\left(\mathbb{R}^{2}\right)$.

Proof. Recalling that

$$
F(s)=\frac{\lambda}{8 \pi}\left(e^{4 \pi s^{2}}-1\right),
$$

it suffices to prove that

$$
\int_{\mathbb{R}^{2}}\left(e^{4 \pi u_{n}^{2}}-1\right) d x-4 \pi\left\|u_{n}\right\|_{2}^{2} \xrightarrow{n \rightarrow+\infty} \int_{\mathbb{R}^{2}}\left(e^{4 \pi u^{2}}-1\right) d x-4 \pi\|u\|_{2}^{2} .
$$

The proof consists in three steps.
Step 1 - There exists $\alpha>4 \pi$ such that

$$
\begin{equation*}
\sup _{n} \int_{\mathbb{R}^{2}}\left(e^{\alpha u_{n}^{2}}-1\right) d x<+\infty . \tag{5.9}
\end{equation*}
$$

In fact, since $\varrho<1$, there exists $\sigma>0$ such that $\varrho<1-\sigma<1$. Choosing

$$
0<\tau<\frac{1-(\sigma+\varrho)}{M}
$$

we have that $\left\|u_{n}\right\|_{H^{1}, \tau}^{2}<1-\sigma$ for any $n \geq 1$. Therefore applying inequality (1.10), we can conclude that inequality (5.9) holds for any

$$
0<\alpha \leq \frac{4 \pi}{1-\sigma} .
$$

Step 2 - We prove that for any $R>0$

$$
\begin{equation*}
\int_{B_{R}}\left(e^{4 \pi u_{n}^{2}}-1\right) d x \quad \xrightarrow{n \rightarrow+\infty} \int_{B_{R}}\left(e^{4 \pi u^{2}}-1\right) d x . \tag{5.10}
\end{equation*}
$$

The idea is to apply the compactness lemma of Strauss (see Theorem A.I in [15]). Let $\alpha>4 \pi$ be as Step 1, so that

$$
\sup _{n} \int_{\mathbb{R}^{2}}\left(e^{\alpha u_{n}^{2}}-1\right) d x<+\infty
$$

and moreover, as $\alpha>4 \pi$, we have that

$$
\lim _{|s| \rightarrow+\infty} \frac{e^{4 \pi s^{2}}-1}{e^{\alpha s^{2}}-1}=0
$$

Since the embedding $H_{\mathrm{rad}}^{1}\left(\mathbb{R}^{2}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{2}\right)$ is compact for any $p \in(2,+\infty)$, we have that $u_{n} \rightarrow u$ in $L^{p}\left(\mathbb{R}^{2}\right)$ for any $p \in(2,+\infty)$ up to a subsequence that we still denote with $\left\{u_{n}\right\}_{n}$. Therefore in particular $u_{n} \rightarrow u$ a.e. in $\mathbb{R}^{2}$ and thus

$$
\left(e^{4 \pi u_{n}^{2}}-1\right) \xrightarrow{n \rightarrow+\infty}\left(e^{4 \pi u^{2}}-1\right) \quad \text { a.e. in } \mathbb{R}^{2} .
$$

Then, applying the compactness lemma of Strauss, we can conclude that for any bounded Borel set $B \subset \mathbb{R}^{2}$

$$
\int_{B}\left|e^{4 \pi u_{n}^{2}}-e^{4 \pi u^{2}}\right| d x \xrightarrow{n \rightarrow+\infty} 0 .
$$

Step 3 - Arbitrarily fixed $R>1$, for any $n \geq 1$ we have

$$
\begin{equation*}
\int_{\mathbb{R}^{2} \backslash B_{R}}\left(e^{4 \pi u_{n}^{2}}-1\right) d x-4 \pi \int_{\mathbb{R}^{2} \backslash B_{R}} u_{n}^{2} d x \leq \frac{4 \pi^{2}}{2} \int_{\mathbb{R}^{2} \backslash B_{R}} u_{n}^{4} d x+\frac{2 \pi}{R} e^{2(1+M)} . \tag{5.11}
\end{equation*}
$$

Using the power series expansion of the exponential function we get

$$
\int_{\mathbb{R}^{2} \backslash B_{R}}\left(e^{4 \pi u_{n}^{2}}-1\right) d x-4 \pi \int_{\mathbb{R}^{2} \backslash B_{R}} u_{n}^{2} d x \leq \frac{4 \pi^{2}}{2} \int_{\mathbb{R}^{2} \backslash B_{R}} u_{n}^{4} d x+\sum_{j=3}^{+\infty} \frac{(4 \pi)^{j}}{j!} \int_{\mathbb{R}^{2} \backslash B_{R}} u^{2 j} d x .
$$

For any $j \geq 3$, applying the radial lemma (5.8), we can estimate

$$
\frac{(4 \pi)^{j}}{j!} \int_{\mathbb{R}^{2} \backslash B_{R}} u^{2 j} d x \leq \frac{2^{j}}{j!}\left\|u_{n}\right\|_{H^{1}}^{2 j} \int_{\mathbb{R}^{2} \backslash B_{R}} \frac{1}{|x|^{j}} d x \leq \frac{2 \pi}{R} \cdot \frac{1}{j!}\left(2\left\|u_{n}\right\|_{H^{1}}^{2}\right)^{j}
$$

and thus

$$
\int_{\mathbb{R}^{2} \backslash B_{R}}\left(e^{4 \pi u_{n}^{2}}-1\right) d x-4 \pi \int_{\mathbb{R}^{2} \backslash B_{R}} u_{n}^{2} d x \leq \frac{4 \pi^{2}}{2} \int_{\mathbb{R}^{2} \backslash B_{R}} u_{n}^{4} d x+\frac{2 \pi}{R} e^{2\left\|u_{n}\right\|_{H^{1}}^{2}} .
$$

Step 4 - Let for any $n \geq 1$

$$
\mathcal{I}_{n}:=\left|\left[\int_{\mathbb{R}^{2}}\left(e^{4 \pi u_{n}^{2}}-1\right) d x-4 \pi\left\|u_{n}\right\|_{2}^{2}\right]-\left[\int_{\mathbb{R}^{2}}\left(e^{4 \pi u^{2}}-1\right) d x-4 \pi\|u\|_{2}^{2}\right]\right|,
$$

we have to prove that

$$
\begin{equation*}
\mathcal{I}_{n} \rightarrow 0 \quad \text { as } n \rightarrow+\infty . \tag{5.12}
\end{equation*}
$$

To this aim we can estimate for any $n \geq 1$

$$
\mathcal{I}_{n} \leq \mathcal{I}_{n}^{1}+\mathcal{I}^{2}+\mathcal{I}_{n}^{3}+\mathcal{I}_{n}^{4}
$$

where

$$
\begin{gathered}
\mathcal{I}_{n}^{1}(R):=\int_{\mathbb{R}^{2} \backslash B_{R}}\left(e^{4 \pi u_{n}^{2}}-1\right) d x-4 \pi \int_{\mathbb{R}^{2} \backslash B_{R}} u_{n}^{2} d x \quad \forall n \geq 1, \\
\mathcal{I}^{2}(R):=\int_{\mathbb{R}^{2} \backslash B_{R}}\left(e^{4 \pi u^{2}}-1\right) d x+4 \pi \int_{\mathbb{R}^{2} \backslash B_{R}} u^{2} d x \\
\mathcal{I}_{n}^{3}(R):=\left|\int_{B_{R}}\left(e^{4 \pi u_{n}^{2}}-1\right) d x-\int_{B_{R}}\left(e^{4 \pi u^{2}}-1\right) d x\right| \quad \forall n \geq 1, \\
\mathcal{I}_{n}^{4}(R):=4 \pi\left|\int_{B_{R}} u_{n}^{2} d x-\int_{B_{R}} u^{2} d x\right| \quad \forall n \geq 1,
\end{gathered}
$$

with $R>1$ to be chosen.
From (5.11) it follows that

$$
\mathcal{I}_{n}^{1}(R) \leq \frac{4 \pi^{2}}{2} \int_{\mathbb{R}^{2} \backslash B_{R}} u_{n}^{4} d x+\frac{2 \pi}{R} e^{2(1+M)} \quad \forall n \geq 1
$$

Since the embedding $H_{\mathrm{rad}}^{1}\left(\mathbb{R}^{2}\right) \hookrightarrow \hookrightarrow L^{q}\left(\mathbb{R}^{2}\right)$ is compact for any $p \in(2,+\infty)$, in particular we have that $u_{n} \rightarrow u$ in $L^{4}\left(\mathbb{R}^{2}\right)$ and for any $\varepsilon>0$ there exists $R>1$ such that

$$
\frac{4 \pi^{2}}{2} \int_{\mathbb{R}^{2} \backslash B_{R}} u_{n}^{4} \leq \frac{\varepsilon}{3} \quad \forall n \geq 1
$$

and moreover

$$
\frac{2 \pi}{R} e^{2(1+M)} \leq \frac{\varepsilon}{3}, \quad \mathcal{I}^{2}(R) \leq \frac{\varepsilon}{3}
$$

Hence for any $\varepsilon>0$ there exists $R>1$ such that

$$
\mathcal{I}_{n} \leq \varepsilon+\mathcal{I}_{n}^{3}(R)+\mathcal{I}_{n}^{4}(R) \quad \forall n \geq 1
$$

and passing to the limit as $n \rightarrow+\infty$ we get

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \mathcal{I}_{n} \leq \varepsilon \quad \forall \varepsilon>0 \tag{5.13}
\end{equation*}
$$

In fact, since (5.10) holds, we have $\mathcal{I}_{n}^{3} \rightarrow 0$ as $n \rightarrow+\infty$ and, since $u_{n} \rightarrow u$ in $L^{2}\left(B_{R}\right)$, we have also that $\mathcal{I}_{n}^{4} \rightarrow 0$ as $n \rightarrow+\infty$.

Now (5.12) follows directly from (5.13) letting $\varepsilon \rightarrow 0^{+}$.
We recall that in [10] the authors proved the following result
Lemma 5.11. Assume $\left(f_{0}\right)$ and $\left(f_{1}\right)$. Let $\left\{u_{n}\right\}_{n} \subset H_{r a d}^{1}\left(\mathbb{R}^{2}\right)$ be a sequence satisfying $(i)$ and (ii) of Lemma 5.10. Then

$$
\int_{\mathbb{R}^{2}} F\left(u_{n}\right) d x \rightarrow \int_{\mathbb{R}^{2}} F(u) d x
$$

where $u \in H_{r a d}^{1}\left(\mathbb{R}^{2}\right)$ is the weak limit of $\left\{u_{n}\right\}_{n}$ in $H^{1}\left(\mathbb{R}^{2}\right)$.
For the convenience of the reader, we give here a proof of this result.
Proof. As in Step 2 of the proof of Lemma 5.10, the idea is to apply the compactness lemma of Strauss (see Theorem A.I in [15]). Arguing as in Step 1 of the proof of Lemma 5.10, we have the existence of $\alpha>4 \pi$ such that

$$
\sup _{n} \int_{\mathbb{R}^{2}}\left(e^{\alpha u_{n}^{2}}-1\right) d x<+\infty
$$

As before we have that

$$
\lim _{|s| \rightarrow+\infty} \frac{F(s)}{e^{\alpha s^{2}}-1}=0
$$

since $\left(f_{0}\right)$ holds, and $F\left(u_{n}\right) \rightarrow F(u)$ a.e. in $\mathbb{R}^{2}$. But moreover from $\left(f_{1}\right)$ it follows that

$$
\lim _{s \rightarrow 0} \frac{F(s)}{e^{\alpha s^{2}}-1}=0
$$

and $u_{n}(x) \rightarrow 0$ as $|x| \rightarrow+\infty$ uniformly with respect to $n$, as a direct consequence of the radial lemma (5.8). Therefore, using the compactness lemma of Strauss, we can conclude that $F\left(u_{n}\right) \rightarrow F(u)$ in $L^{1}\left(\mathbb{R}^{2}\right)$.

We now prove that the infimum $A$ is strictly positive, but before we point out that whenever we deal with a minimizing sequence for $A$, that is a sequence $\left\{u_{n}\right\}_{n} \subset H^{1}\left(\mathbb{R}^{2}\right) \backslash$ $\{0\}$ such that

$$
\frac{1}{2} \int_{\mathbb{R}^{2}}\left|\nabla u_{n}\right|^{2} d x \xrightarrow{n \rightarrow+\infty} A
$$

and

$$
\int_{\mathbb{R}^{2}} G\left(u_{n}\right) d x=0 \quad \forall n \geq 1
$$

without loss of generality we may assume that $\left\{u_{n}\right\}_{n} \subset H_{\mathrm{rad}}^{1}\left(\mathbb{R}^{2}\right) \backslash\{0\}$ and that $\left\|u_{n}\right\|_{2}=1$. In fact if $\left\{u_{n}\right\}_{n} \in H^{1}\left(\mathbb{R}^{2}\right) \backslash\{0\}$ is a minimizing sequence for $A$ then the sequence $\left\{u_{n}^{*}\right\}_{n} \subset$ $H^{1}\left(\mathbb{R}^{2}\right) \backslash\{0\}$, where $u_{n}^{*}$ is the spherically symmetric decreasing rearrangement of $u_{n}$, is a minimizing sequence too. Furthermore letting

$$
v_{n}(x):=u_{n}\left(x\|u\|_{2}\right) \quad \text { for a.e. } x \in \mathbb{R}^{2}
$$

for any $n \geq 1$, we have that

$$
\frac{1}{2} \int_{\mathbb{R}^{2}}\left|\nabla v_{n}\right|^{2}=\frac{1}{2} \int_{\mathbb{R}^{2}}\left|\nabla u_{n}\right|^{2}, \quad \int_{\mathbb{R}^{2}} G\left(v_{n}\right) d x=\frac{1}{\left\|u_{n}\right\|_{2}^{2}} \int_{\mathbb{R}^{2}} G\left(u_{n}\right) d x=0
$$

and $\left\|v_{n}\right\|_{2}=1$.
Lemma 5.12. Assume either $f$ is of the form (5.3) with $0<\lambda<1$ or assume ( $f_{0}$ ) and $\left(f_{1}\right)$. Then $A>0$.

Proof. In the case that we assume $\left(f_{0}\right)$ and $\left(f_{1}\right)$, since Lemma 5.11 holds, we can argue as in the proof of [10], Lemma 5.3 to conclude that $A>0$. Therefore we only consider the case when

$$
f(s):=\lambda s e^{4 \pi s^{2}} \quad \forall s \in \mathbb{R}
$$

with $0<\lambda<1$. Obviously $A \geq 0$ and we argue by contradiction assuming that $A=0$. Let $\left\{u_{n}\right\}_{n} \in H^{1}\left(\mathbb{R}^{2}\right) \backslash\{0\}$ be a minimizing sequence for $A$, namely

$$
\begin{aligned}
& \frac{1}{2} \int_{\mathbb{R}^{2}}\left|\nabla u_{n}\right|^{2} d x \xrightarrow{n \rightarrow+\infty} 0, \\
& \int_{\mathbb{R}^{2}} G\left(u_{n}\right) d x=0 \quad \forall n \geq 1
\end{aligned}
$$

and, without loss of generality, we may assume that $\left\{u_{n}\right\}_{n} \subset H_{\mathrm{rad}}^{1}\left(\mathbb{R}^{2}\right) \backslash\{0\}$ and that $\left\|u_{n}\right\|_{2}=1$. Let $u \in H_{\mathrm{rad}}^{1}\left(\mathbb{R}^{2}\right)$ be the weak limit of $\left\{u_{n}\right\}_{n}$ in $H^{1}\left(\mathbb{R}^{2}\right)$, then from Lemma 5.10, it follows that

$$
\int_{\mathbb{R}^{2}} F\left(u_{n}\right) d x-\frac{\lambda}{2}\left\|u_{n}\right\|_{2}^{2} \quad \xrightarrow{n \rightarrow+\infty} \quad \int_{\mathbb{R}^{2}} F(u) d x-\frac{\lambda}{2}\|u\|_{2}^{2} .
$$

Since

$$
0=\int_{\mathbb{R}^{2}} G\left(u_{n}\right) d x=\int_{\mathbb{R}^{2}} F\left(u_{n}\right) d x-\frac{1}{2}\left\|u_{n}\right\|_{2}^{2}=\int_{\mathbb{R}^{2}} F\left(u_{n}\right) d x-\frac{1}{2},
$$

we have that

$$
\int_{\mathbb{R}^{2}} F\left(u_{n}\right) d x=\frac{1}{2}
$$

and thus

$$
\int_{\mathbb{R}^{2}} F(u) d x-\frac{\lambda}{2}\|u\|_{2}^{2}=\frac{1}{2}(1-\lambda)>0
$$

from which it follows that $u \neq 0$. On the other hand, the weak convergence $u_{n} \rightharpoonup u$ in $H^{1}\left(\mathbb{R}^{2}\right)$ implies that

$$
0=\liminf _{n \rightarrow+\infty} \frac{1}{2} \int_{\mathbb{R}^{2}}\left|\nabla u_{n}\right|^{2} d x \geq \frac{1}{2} \int_{\mathbb{R}^{2}}|\nabla u|^{2} d x \geq 0
$$

namely

$$
\int_{\mathbb{R}^{2}}|\nabla u|^{2} d x=0
$$

and thus $u \equiv 0$ which leads to a contradiction.
We introduce the set $\mathcal{P}$ of non-trivial functions satisfying the Pohozaev identity

$$
\mathcal{P}:=\left\{u \in H^{1}\left(\mathbb{R}^{2}\right) \backslash\{0\} \mid \int_{\mathbb{R}^{2}} G(u) d x=0\right\}
$$

and we can notice that

$$
A=\inf _{u \in \mathcal{P}} \frac{1}{2} \int_{\mathbb{R}^{2}}|\nabla u|^{2} d x
$$

Since $A>0$, arguing as in the proof of [40], Lemma 4.1 we obtain the following result
Lemma 5.13. Assume either $f$ is of the form (5.3) with $0<\lambda<1$ or assume $\left(f_{0}\right)$ and $\left(f_{1}\right)$. Then for any $\gamma \in \Gamma$

$$
\gamma([0,1]) \cap \mathcal{P} \neq 0
$$

This lemma leads to the following relation between the infimum $A$ and the mountain pass level $c$

Lemma 5.14. Assume either $f$ is of the form (5.3) with $0<\lambda<1$ or assume $\left(f_{0}\right)$ and $\left(f_{1}\right)$. Then the infimum $A$ satisfies the inequality $A \leq c$.

Proof. Let $\gamma \in \Gamma$ and let $t_{0} \in(0,1]$ be such that $\gamma\left(t_{0}\right) \in \mathcal{P}$, the existence of such a $t_{0}$ is guaranteed by Lemma 5.13. Since $\gamma\left(t_{0}\right) \in \mathcal{P}$, we have

$$
I\left(\gamma\left(t_{0}\right)\right)=\frac{1}{2} \int_{\mathbb{R}^{2}}|\nabla u|^{2} d x
$$

and thus

$$
\max _{t \in[0,1]} I(\gamma(t)) \geq I\left(\gamma\left(t_{0}\right)\right)=\frac{1}{2} \int_{\mathbb{R}^{2}}|\nabla u|^{2} d x \geq A
$$

From the arbitrary choice of $\gamma \in \Gamma$ it follows that

$$
\max _{t \in[0,1]} I(\gamma(t)) \geq A \quad \forall \gamma \in \Gamma
$$

and this leads to the desired inequality.

### 5.3. Estimate of the mountain pass level $c$

In order to get an upper bound for the mountain pass level $c$ we will show the existence of $u \in H^{1}\left(\mathbb{R}^{2}\right)$ such that

$$
\begin{equation*}
\max _{t \geq 0} I(t u)<\frac{1}{2} \tag{5.14}
\end{equation*}
$$

Firstly we consider the case when $f$ is as in (5.3) with $0<\lambda<1$. To obtain the existence of $u \in H^{1}\left(\mathbb{R}^{2}\right)$ which satisfies the inequality (5.14), the fact that

$$
\begin{equation*}
\lim _{|s| \rightarrow+\infty} \frac{s f(s)}{e^{4 \pi s^{2}}}=+\infty \tag{5.15}
\end{equation*}
$$

plays an important role. In particular we can notice from (5.15) it follows that fixed

$$
\begin{equation*}
\beta_{0}>\frac{1}{\pi} \tag{5.16}
\end{equation*}
$$

there exists $\bar{s}=\bar{s}\left(\beta_{0}\right)>0$ such that

$$
\begin{equation*}
s f(s) \geq \beta_{0} e^{4 \pi s^{2}} \quad \forall|s| \geq \bar{s} \tag{5.17}
\end{equation*}
$$

We consider the modified Moser's sequence introduced in [28]:

$$
\bar{\omega}_{n}(x):=\frac{1}{\sqrt{2} \pi} \begin{cases}(\log n)^{\frac{1}{2}} & 0 \leq|x| \leq \frac{1}{n} \\ \frac{\log \frac{1}{|x|}}{(\log n)^{\frac{1}{2}}} & \frac{1}{n} \leq|x| \leq 1 \\ 0 & |x| \geq 1\end{cases}
$$

We can notice that $\bar{\omega}_{n} \in H_{0}^{1}\left(B_{1}\right) \subset H^{1}\left(\mathbb{R}^{2}\right),\left\|\nabla \bar{\omega}_{n}\right\|_{2}=1$ and

$$
\left\|\bar{\omega}_{n}\right\|_{2}^{2}=\mathcal{O}\left(\frac{1}{\log n}\right)
$$

as $n \rightarrow+\infty$. We then define

$$
\omega_{n}:=\frac{\bar{\omega}_{n}}{\left\|\bar{\omega}_{n}\right\|_{H^{1}}}
$$

Lemma 5.15. Assume $f$ is of the form (5.3) with $0<\lambda<1$. Then there exists $n \geq 1$ such that

$$
\max _{t \geq 0} I\left(t \omega_{n}\right)<\frac{1}{2}
$$

Proof. We argue by contradiction assuming that

$$
\max _{t \geq 0} I\left(t \omega_{n}\right) \geq \frac{1}{2} \quad \forall n \geq 1
$$

For any $n \geq 1$, let $t_{n}>0$ be such that

$$
I\left(t_{n} \omega_{n}\right)=\max _{t \geq 0} I\left(t \omega_{n}\right) \geq \frac{1}{2}
$$

then we can estimate

$$
\frac{1}{2} \leq I\left(t_{n} \omega_{n}\right)=\frac{1}{2} t_{n}^{2}\left\|\omega_{n}\right\|_{H^{1}}^{2}-\int_{\mathbb{R}^{2}} F\left(t_{n} \omega_{n}\right) d x \leq \frac{1}{2} t_{n}^{2}
$$

and

$$
\begin{equation*}
t_{n}^{2} \geq 1 \quad \forall n \geq 1 \tag{5.18}
\end{equation*}
$$

At $t=t_{n}$ we have

$$
0=\left.\frac{d}{d t} I\left(t \omega_{n}\right)\right|_{t=t_{n}}=t_{n}-\int_{\mathbb{R}^{2}} f\left(t_{n} \omega_{n}\right) \omega_{n} d x,
$$

which implies that

$$
\begin{equation*}
t_{n}^{2}=\int_{\mathbb{R}^{2}} f\left(t_{n} \omega_{n}\right) t_{n} \omega_{n} d x . \tag{5.19}
\end{equation*}
$$

We claim that $\left\{t_{n}\right\}_{n} \subset \mathbb{R}$ is bounded. In fact, since

$$
t_{n} \omega_{n}=\frac{t_{n}}{\left\|\bar{\omega}_{n}\right\|_{H^{1}}} \frac{1}{\sqrt{2 \pi}} \sqrt{\log n} \rightarrow+\infty \quad \text { a.e. in } B_{\frac{1}{n}}
$$

from (5.17), it follows that at least for $n \geq 1$ sufficiently large

$$
\begin{equation*}
t_{n}^{2} \geq \int_{B_{\frac{1}{n}}} f\left(t_{n} \omega_{n}\right) t_{n} \omega_{n} d x \geq \beta_{0} \int_{B_{\frac{1}{n}}} e^{4 \pi\left(t_{n} \omega_{n}\right)^{2}} d x=\frac{\pi}{n^{2}} \beta_{0} e^{2 \frac{t_{n}^{2}}{\left\|\bar{\omega}_{n}\right\|_{H^{1}}^{2}} \log n} \tag{5.20}
\end{equation*}
$$

Consequently

$$
1 \geq \pi \beta_{0} e^{2 \frac{t_{n}^{2}}{\left\|\bar{\omega}_{n}\right\|_{H^{1}}^{2}} \log n-2 \log t_{n}-2 \log n}
$$

for $n \geq 1$ sufficiently large and $\left\{t_{n}\right\}_{n}$ must be bounded.
We claim that

$$
t_{n}^{2} \rightarrow 1
$$

as $n \rightarrow+\infty$. Arguing by contradiction, since (5.18) holds, we have to assume that

$$
\lim _{n \rightarrow+\infty} t_{n}^{2}>1
$$

Recalling (5.20), for $n \geq 1$ sufficiently large we have

$$
t_{n}^{2} \geq \pi \beta_{0} e^{2 \log n\left(\frac{t_{n}^{2}}{\left\|\bar{\omega}_{n}\right\|_{H^{1}}^{1}}-1\right)}
$$

and letting $n \rightarrow+\infty$ we get a contradiction with the boundedness of the sequence $\left\{t_{n}\right\}_{n}$.
In order to estimate (5.19) more precisely, we define the sets

$$
A_{n}:=\left\{x \in B_{1} \mid t_{n} \omega_{n}(x) \geq \bar{s}\right\}, \quad C_{n}:=B_{1} \backslash A_{n}
$$

where $\bar{s}>0$ is given in (5.17). With (5.19) and (5.17) we can estimate

$$
t_{n}^{2} \geq \int_{B_{1}} f\left(t_{n} \omega_{n}\right) t_{n} \omega_{n} d x \geq \beta_{0} \int_{B_{1}} e^{4 \pi t_{n}^{2} \omega_{n}^{2}} d x+\int_{C_{n}} f\left(t_{n} \omega_{n}\right) t_{n} \omega_{n} d x-\beta_{0} \int_{C_{n}} e^{4 \pi t_{n}^{2} \omega_{n}^{2}} d x
$$

for any $n \geq 1$. Since $\omega_{n} \rightarrow 0$ a.e. in $B_{1}$, from the definition of $C_{n}$ we obtain that the characteristic functions

$$
\chi_{C_{n}} \rightarrow 1 \quad \text { a.e. in } B_{1}
$$

and the Lebesgue dominated convergence theorem implies that

$$
\begin{gathered}
\int_{C_{n}} f\left(t_{n} \omega_{n}\right) t_{n} \omega_{n} d x \rightarrow 0 \\
\int_{C_{n}} e^{4 \pi t_{n}^{2} \omega_{n}^{2}} d x \rightarrow \pi
\end{gathered}
$$

as $n \rightarrow+\infty$. If we prove that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \int_{B_{1} \backslash B_{\frac{1}{n}}} e^{4 \pi t_{n}^{2} \omega_{n}^{2}} d x \geq 2 \pi \tag{5.21}
\end{equation*}
$$

then

$$
1=\lim _{n \rightarrow+\infty} t_{n}^{2} \geq \pi \beta_{0}
$$

which is in contradiction with (5.16). To end the proof it remains only to prove that inequality (5.21) holds. As a consequence of (5.18)

$$
\int_{B_{1} \backslash B_{\frac{1}{n}}} e^{4 \pi t_{n}^{2} \omega_{n}^{2}} d x \geq \int_{B_{1} \backslash B_{\frac{1}{n}}} e^{4 \pi \omega_{n}^{2}} d x=2 \pi \int_{\frac{1}{n}}^{1} e^{\frac{2}{\|\bar{\omega}\|_{n}^{2} \|_{H^{1}}^{2} \frac{1}{\log n} \log ^{2}\left(\frac{1}{s}\right)}} s d s
$$

and if we make the change of variable

$$
\tau=\frac{\log \frac{1}{s}}{\left\|\bar{\omega}_{n}\right\|_{H^{1}} \log n}
$$

then we obtain the following estimate

$$
\int_{B_{1} \backslash B_{\frac{1}{n}}} e^{4 \pi t_{n}^{2} \omega_{n}^{2}} d x \geq 2 \pi\left\|\bar{\omega}_{n}\right\|_{H^{1}} \log n \int_{0}^{\frac{1}{\left\|\bar{\omega}_{n}\right\|_{H^{1}}}} e^{2 \log n\left(\tau^{2}-\left\|\bar{\omega}_{n}\right\|_{H^{1}} \tau\right)} d \tau
$$

Now it suffices to notice that
$\tau^{2}-\left\|\bar{\omega}_{n}\right\|_{H^{1}} \tau \geq \begin{cases}-\left\|\bar{\omega}_{n}\right\|_{H^{1}} \tau & 0 \leq \tau \leq \frac{1}{2\left\|\bar{\omega}_{n}\right\|_{H^{1}}} \\ \left(\frac{2}{\left\|\bar{\omega}_{n}\right\|_{H^{1}}}-\left\|\bar{\omega}_{n}\right\|_{H^{1}}\right)\left(\tau-\frac{1}{\left\|\bar{\omega}_{n}\right\|_{H^{1}}}\right)+\frac{1}{\left\|\bar{\omega}_{n}\right\|_{H^{1}}^{2}}-1 & \frac{1}{2\left\|\bar{\omega}_{n}\right\|_{H^{1}}} \leq \tau \leq \frac{1}{\left\|\bar{\omega}_{n}\right\|_{H^{1}}}\end{cases}$
to conclude that (5.21) holds.
Now we consider the case when $\left(f_{2}\right)$ and $\left(f_{3}\right)$ holds. In this case, as a consequence of $\left(f_{3}\right)$, we have that for any $\varepsilon>0$ there exists $s_{\varepsilon}>0$ such that

$$
s f(s) \geq\left(\beta_{0}-\varepsilon\right) e^{4 \pi s^{2}} \quad \forall|s| \geq s_{\varepsilon}
$$

Let $r>0$ be such that

$$
\beta_{0}>\frac{1}{r^{2} \pi}
$$

we consider the modified Moser's sequence introduced in [31]:

$$
\bar{M}_{n}(x):=\frac{1}{\sqrt{2} \pi} \begin{cases}(\log n)^{\frac{1}{2}} & 0 \leq|x| \leq \frac{r}{n} \\ \frac{\log \frac{r}{|x|}}{(\log n)^{\frac{1}{2}}} & \frac{r}{n} \leq|x| \leq r \\ 0 & |x| \geq r\end{cases}
$$

We can notice that $\bar{M}_{n} \in H_{0}^{1}\left(B_{r}\right) \subset H^{1}\left(\mathbb{R}^{2}\right),\left\|\nabla \bar{M}_{n}\right\|_{2}=1$ and

$$
\left\|\bar{M}_{n}\right\|_{2}^{2}=\mathcal{O}\left(\frac{1}{\log n}\right)
$$

as $n \rightarrow+\infty$. We then define

$$
M_{n}:=\frac{\bar{M}_{n}}{\left\|\bar{M}_{n}\right\|_{H^{1}}}
$$

and arguing as before (see also [31], Lemma 4.4) we have the following result
Lemma 5.16. Assume $\left(f_{2}\right)$ and $\left(f_{3}\right)$. Then there exists $n \in \mathbb{N}$ such that

$$
\max _{t \geq 0} I\left(t M_{n}\right)<\frac{1}{2}
$$

Lemma 5.15 and Lemma 5.16 give indeed more precise informations about the mountain pass level $c$ both in the case when $f$ is as in (5.3) with $0<\lambda<1$ and in the case when $\left(f_{2}\right)$ and $\left(f_{3}\right)$. In fact, from these lemmas we get the existence of $u \in H^{1}\left(\mathbb{R}^{2}\right)$ such that

$$
\max _{t \geq 0} I(t u)<\frac{1}{2}
$$

Let $\bar{t}>0$ be such that $I(\bar{t} u)<0$ and let $u_{0}:=\bar{t} u$. If we consider the path

$$
\bar{\gamma}:=t \cdot \bar{t} u \quad \forall t \in[0,1]
$$

then $\bar{\gamma} \in \Gamma:=\left\{\gamma \in \mathcal{C}\left([0,1], H^{1}\left(\mathbb{R}^{2}\right)\right) \mid \gamma(0)=0, \gamma(1)=u_{0} \in H^{1}\left(\mathbb{R}^{2}\right)\right\}$ and we have

$$
\begin{equation*}
c \leq \max _{t \in[0,1]} I(\bar{\gamma}(t)) \leq \max _{t \geq 0} I(t u)<\frac{1}{2} \tag{5.22}
\end{equation*}
$$

### 5.4. The infimum $A$ is attained

In this Section we will prove Proposition 5.5. We can notice that, either in the case when $f$ is of the form (5.3) with $0<\lambda<1$ or in the case when $\left(f_{0}\right),\left(f_{1}\right),\left(f_{2}\right)$ and $\left(f_{3}\right)$ hold, if the infimum $A$ is attained then the minimizer $u \in H_{\mathrm{rad}}^{1}\left(\mathbb{R}^{2}\right) \backslash\{0\}$ is a solution of problem (5.2), under a suitable change of scale. In fact, if $u \in H_{\mathrm{rad}}^{1}\left(\mathbb{R}^{2}\right) \backslash\{0\}$ is such that

$$
\frac{1}{2} \int_{\mathbb{R}^{2}}|\nabla u|^{2} d x=A
$$

and

$$
\int_{\mathbb{R}^{2}} G(u) d x=0
$$

then there exists a Lagrange multiplier $\theta \in \mathbb{R}$, namely

$$
\frac{1}{2} \int_{\mathbb{R}^{2}} \nabla u \cdot \nabla v d x=\theta \int_{\mathbb{R}^{2}} g(u) v d x \quad \forall v \in H^{1}\left(\mathbb{R}^{2}\right) .
$$

Since it is easy to see that $\theta>0$, we can set

$$
\begin{equation*}
u_{\theta}(x):=u\left(\frac{x}{\sqrt{\theta}}\right) \tag{5.23}
\end{equation*}
$$

for a.e. $x \in \mathbb{R}^{2}$. We have that $u_{\theta}$ is a non-trivial solution of problem (5.2) and hence

$$
m \leq I\left(u_{\theta}\right)
$$

Moreover

$$
\int_{\mathbb{R}^{2}}\left|\nabla u_{\theta}\right|^{2} d x=\int_{\mathbb{R}^{2}}|\nabla u|^{2} d x=A, \quad \int_{\mathbb{R}^{2}} G\left(u_{\theta}\right) d x=\theta \int_{\mathbb{R}^{2}} G(u) d x=0
$$

from which we get $I\left(u_{\theta}\right)=\frac{1}{2} \int_{\mathbb{R}^{2}}\left|\nabla u_{\theta}\right|^{2} d x=A$ and thus $m \leq A$.
Therefore to prove Proposition 5.5, it remains to show that the infimum $A$ is achieved. The proof in the case that we assume $\left(f_{0}\right),\left(f_{1}\right),\left(f_{2}\right)$ and $\left(f_{3}\right)$ can be easily reduced to the proof of [10], Theorem 1.4. It suffices to notice that from Lemma 5.14 and from inequality (5.22), it follows that

$$
A<\frac{1}{2}
$$

and thus we are in the same framework of the proof of [10], Theorem 1.4.
Proof of Proposition 5.5 in the case $f(s):=\lambda s e^{4 \pi s^{2}} \forall s \in \mathbb{R}$ with $0<\lambda<1$. From Lemma 5.14 and from inequality (5.22), it follows that

$$
A<\frac{1}{2} .
$$

Let $\left\{u_{n}\right\}_{n} \in H^{1}\left(\mathbb{R}^{2}\right) \backslash\{0\}$ be a minimizing sequence for $A$ :

$$
\begin{align*}
& \frac{1}{2} \int_{\mathbb{R}^{2}}\left|\nabla u_{n}\right|^{2} d x \xrightarrow{n \rightarrow+\infty} A \\
& \int_{\mathbb{R}^{2}} G\left(u_{n}\right) d x=0 \quad \forall n \geq 1 . \tag{5.24}
\end{align*}
$$

Without loss of generality we may assume that $\left\{u_{n}\right\}_{n} \subset H_{\text {rad }}^{1}\left(\mathbb{R}^{2}\right) \backslash\{0\}$ and that $\left\|u_{n}\right\|_{2}=1$. We will prove that the weak limit $u \in H_{\mathrm{rad}}^{1}\left(\mathbb{R}^{2}\right)$ of $\left\{u_{n}\right\}_{n}$ in $H^{1}\left(\mathbb{R}^{2}\right)$ is a minimizer for $A$.

Since

$$
\limsup _{n \rightarrow+\infty} \int_{\mathbb{R}^{2}}\left|\nabla u_{n}\right|^{2} d x=2 A<1
$$

from Lemma 5.10 it follows that

$$
\int_{\mathbb{R}^{2}} F\left(u_{n}\right) d x-\frac{\lambda}{2}\left\|u_{n}\right\|_{2}^{2} \quad \xrightarrow{n \rightarrow+\infty} \quad \int_{\mathbb{R}^{2}} F(u) d x-\frac{\lambda}{2}\|u\|_{2}^{2} .
$$

Furthermore, (5.24) leads to

$$
\int_{\mathbb{R}^{2}} F\left(u_{n}\right) d x=\frac{1}{2} .
$$

Therefore

$$
\int_{\mathbb{R}^{2}} F(u) d x-\frac{\lambda}{2}\|u\|_{2}^{2}=\frac{1}{2}(1-\lambda)>0
$$

which in particular implies that $u \neq 0$.
From the weak convergence $u_{n} \rightharpoonup u$ in $H^{1}\left(\mathbb{R}^{2}\right)$, we get

$$
A=\liminf _{n \rightarrow+\infty} \frac{1}{2} \int_{\mathbb{R}^{2}}\left|\nabla u_{n}\right|^{2} \geq \frac{1}{2} \int_{\mathbb{R}^{2}}|\nabla u|^{2} .
$$

Hence, to conclude, it suffices to prove that

$$
\int_{\mathbb{R}^{2}} G(u) d x=0
$$

Since $u_{n} \rightharpoonup u$ in $H^{1}\left(\mathbb{R}^{2}\right)$, we have

$$
\|u\|_{2}^{2} \leq \liminf _{n \rightarrow+\infty}\left\|u_{n}\right\|_{2}^{2}=1
$$

and thus

$$
\begin{aligned}
\int_{\mathbb{R}^{2}} G(u) d x & =\int_{\mathbb{R}^{2}} F(u) d x-\frac{1}{2}\|u\|_{2}^{2}=\int_{\mathbb{R}^{2}} F(u) d x-\frac{\lambda}{2}\|u\|_{2}^{2}+\frac{1}{2}(\lambda-1)\|u\|_{2}^{2}= \\
& =\frac{1}{2}(1-\lambda)+\frac{1}{2}(\lambda-1)\|u\|_{2}^{2}=\frac{1}{2}(1-\lambda)\left(1-\|u\|_{2}^{2}\right) \geq 0 .
\end{aligned}
$$

If we argue by contradiction assuming that

$$
\int_{\mathbb{R}^{2}} G(u) d x \neq 0
$$

then we have necessarily

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} G(u) d x>0 \tag{5.25}
\end{equation*}
$$

Let

$$
h(t):=\int_{\mathbb{R}^{2}} G(t u) d x=\int_{\mathbb{R}^{2}} F(t u) d x-\frac{t^{2}}{2}\|u\|_{2}^{2} \quad \forall t>0 .
$$

We can notice that for any $t \in(0,1)$ we have

$$
\begin{aligned}
\int_{\mathbb{R}^{2}} F(t u) d x & =\frac{\lambda}{8 \pi} \int_{\mathbb{R}^{2}}\left(e^{4 \pi t^{2} u^{2}}-1\right) d x=\frac{\lambda}{2} t^{2}\|u\|_{2}^{2}+\frac{\lambda}{8 \pi} \sum_{j=2}^{+\infty} \frac{(4 \pi)^{j}}{j!} t^{2 j} \int_{\mathbb{R}^{2}} u^{2 j} d x \leq \\
& \leq \frac{\lambda}{2} t^{2}\|u\|_{2}^{2}+t^{4} \frac{\lambda}{8 \pi} \sum_{j=2}^{+\infty} \frac{(4 \pi)^{j}}{j!} \int_{\mathbb{R}^{2}} u^{2 j} d x= \\
& =\frac{\lambda}{2} t^{2}\|u\|_{2}^{2}+t^{4} \frac{\lambda}{8 \pi} \int_{\mathbb{R}^{2}}\left(e^{4 \pi u^{2}}-1\right) d x .
\end{aligned}
$$

Hence for any $t \in(0,1)$

$$
h(t) \leq \frac{1}{2}(\lambda-1) t^{2}\|u\|_{2}^{2}+t^{4} \frac{\lambda}{8 \pi} \int_{\mathbb{R}^{2}}\left(e^{4 \pi u^{2}}-1\right) d x
$$

from which we deduce that $h(t)<0$ for $t>0$ sufficiently small. But $h(1)>0$, as a consequence of (5.25), and thus there exists $t_{0} \in(0,1)$ such that $h\left(t_{0}\right)=0$, that is

$$
\int_{\mathbb{R}^{2}} G\left(t_{0} u\right) d x=0
$$

Therefore

$$
A \leq \frac{1}{2} \int_{\mathbb{R}^{2}}\left|\nabla\left(t_{0} u\right)\right|^{2} d x=\frac{1}{2} t_{0}^{2} \int_{\mathbb{R}^{2}}|\nabla u|^{2} d x \leq t_{0}^{2} A<A
$$

which is a contradiction.

### 5.5. Proofs of Theorem 5.1 and Theorem 5.3

In order to prove Theorem 5.1 and Theorem 5.3 we can notice that, both in the case when $f$ is of the form (5.3) with $0<\lambda<1$ and in the case when $\left(f_{0}\right),\left(f_{1}\right),\left(f_{2}\right)$ and $\left(f_{3}\right)$ hold, from Proposition 5.5 we have $m \leq A$. Moreover, Lemma 5.14 tells us that $A \leq c$ and hence

$$
m \leq c
$$

It remains only to show that

$$
\begin{equation*}
m \geq c \tag{5.26}
\end{equation*}
$$

to conclude that the mountain pass level $c$ gives the ground state level.
In [40] the authors proved the following result
Theorem 5.17 ([40], Lemma 2.1). Assume $\left(g_{0}\right),\left(g_{1}\right),\left(g_{2}\right)$ and $\left(g_{3}\right)$ as in Theorem 5.4. Then for any solution $u$ of (5.1) there exists a path $\gamma \in \Gamma$ such that $u \in \gamma([0,1])$ and

$$
\max _{t \in[0,1]} I(\gamma(t))=m
$$

It is easy to see that the proof of this theorem works also under our assumptions and this leads to (5.26).

Indeed, we can notice that in this way we proved that

$$
m=A=c
$$

Hence if $u \in H^{1}\left(\mathbb{R}^{2}\right)$ is a minimizer for $A$ and we define $u_{\theta}$ as in (5.23) then $u_{\theta}$ is a ground state solution of problem (5.2). This gives a proof of Proposition 5.6.

## CHAPTER 6

## A biharmonic equation in $\mathbb{R}^{4}$ : the subcritical case

In this Chapter we consider a biharmonic equation of the form

$$
\left\{\begin{array}{l}
\Delta^{2} u+V(|x|) u=f(u) \quad \text { in } \mathbb{R}^{4}  \tag{6.1}\\
u \in H^{2}\left(\mathbb{R}^{4}\right)
\end{array}\right.
$$

where the condition $u \in H^{2}\left(\mathbb{R}^{4}\right)$ expresses explicitely that the biharmonic equation is to be satisfied in the weak sense. Assuming that the potential $V$ satisfies some symmetry conditions and is bounded away from zero and that the nonlinearity $f$ is odd and has subcritical exponential growth (in the sense of the Adams-type inequality (3.1), see also Theorem 2.1), we prove a multiplicity result. More precisely we prove the existence of infinitely many nonradial sign-changing solutions and infinitely many radial solutions in $H^{2}\left(\mathbb{R}^{4}\right)$. The main difficulty is the lack of compactness due to the unboundedness of the domain $\mathbb{R}^{4}$ and in this respect the symmetries of the problem play an important role.

In order to obtain the existence of infinitely many nonradial sign-changing and radial solutions for the biharmonic problem (6.1), we make the following assumptions on the potential $V$ and the nonlinearity $f$ :
$\left(V_{1}\right) V \in \mathcal{C}\left(\mathbb{R}^{4}, \mathbb{R}\right)$ is bounded from below by a positive constant $V_{0}$,

$$
V(x) \geq V_{0}>0 \quad \forall x \in \mathbb{R}^{4} ;
$$

$\left(V_{2}\right) V$ is spherically symmetric with respect to $x \in \mathbb{R}^{4}$,

$$
V(x)=V(|x|) \quad \forall x \in \mathbb{R}^{4} ;
$$

$\left(f_{1}\right) f \in \mathcal{C}(\mathbb{R}, \mathbb{R})$ has subcritical exponential growth, i.e.

$$
\lim _{|s| \rightarrow+\infty} \frac{|f(s)|}{e^{\alpha s^{2}}}=0 \quad \forall \alpha>0
$$

$\left(f_{2}\right) f(s)=o(|s|)$ as $|s| \rightarrow 0 ;$
$\left(f_{3}\right) f$ is odd.
We can notice that, as a consequence of assumption $\left(f_{3}\right)$, nonzero solutions of (6.1) occour in antipodal pairs, namely if $u$ is a solution of (6.1) then $-u$ is a solution of (6.1) too.

Furthermore, setting $F(s):=\int_{0}^{s} f(t) d t$, we will assume that:
$\left(F_{1}\right) \exists \mu>2$ such that

$$
\mu F(s) \leq s f(s) \quad \forall s \in \mathbb{R} ;
$$

$\left(F_{2}\right) \exists \bar{s}>0$ such that $\inf _{|s| \geq \bar{s}} F(s)>0$.
Remark 6.1. $\left(F_{1}\right)$ and $\left(F_{2}\right)$ implies the Ambrosetti-Rabinowitz condition, namely

$$
(A-R) \quad \exists \mu>2 \quad \text { such that } \quad 0<\mu F(s) \leq s f(s) \quad \forall s \geq \bar{s} .
$$

As we will see during the proof, we need the stronger condition $\left(F_{1}\right)$ to obtain the PalaisSmale condition.

Example 6.2. The function $f(s):=s\left(e^{\gamma|s|}-1\right) \forall s \in \mathbb{R}$, where $\gamma>0$, satisfies conditions $\left(f_{1}\right),\left(f_{2}\right),\left(f_{3}\right),\left(F_{1}\right)$ and $\left(F_{2}\right)$, for a proof see Proposition 6.15.

We can now state our main result:
Theorem 6.3. Assume that $\left(V_{1}\right),\left(V_{2}\right),\left(f_{1}\right),\left(f_{2}\right),\left(f_{3}\right),\left(F_{1}\right)$ and $\left(F_{2}\right)$ hold. Then there exists an unbounded sequence $\left\{ \pm u_{k}\right\}_{k \in \mathbb{N}}$ of sign-changing solutions of (6.1) which are not radial. There also exists an unbounded sequence $\left\{ \pm u_{k}\right\}_{k \in \mathbb{N}}$ of radial solutions of (6.1).

Here and below the unboundedness of the sequences $\left\{u_{k}\right\}_{k \in \mathbb{N}}$ of solutions has to be understood as follows:

$$
\int_{\mathbb{R}^{4}}\left[\left(\Delta u_{k}\right)^{2}+V(|x|) u_{k}^{2}\right] d x \rightarrow+\infty \quad \text { as } k \rightarrow+\infty
$$

We point out that, since problem (6.1) is invariant under rotations, it is natural to look for radially symmetric solutions. Therefore it seems to be more interesting the multiplicity of nonradial solutions of (6.1). Concerning the unbounded sequence $\left\{u_{k}\right\}_{k \in \mathbb{N}}$ of signchanging solutions of (6.1) which are not radial, we can notice that the orbit of $u_{k}$

$$
\mathcal{O}(4) * u_{k}:=\{u \circ g: g \in \mathcal{O}(4)\} \subseteq H^{2}\left(\mathbb{R}^{4}\right)
$$

is diffeomorphic to the quotient space $\mathcal{O}(4) / \mathcal{Z}\left(u_{k}\right)$, where

$$
\mathcal{Z}\left(u_{k}\right):=\left\{g \in \mathcal{O}(4): u_{k}(g x)=u_{k}(x) \forall x \in \mathbb{R}^{4}\right\} \subseteq \mathcal{O}(4)
$$

is the isotropy group of $u_{k}$. Since $u_{k}$ is not radial, it is possible that for some $g \in \mathcal{O}$ (4)

$$
u(g x)=u(x) \quad \forall x \in \mathbb{R}^{4}
$$

but this cannot happen for all $g \in \mathcal{O}(4)$, namely $\mathcal{Z}\left(u_{k}\right) \subsetneq \mathcal{O}(4)$. Therefore

$$
\operatorname{dim} \mathcal{O}(4) * u_{k}=\operatorname{dim} \mathcal{O}(4) / \mathcal{Z}\left(u_{k}\right) \geq 1
$$

and to each $u_{k}$ corresponds a nontrivial $\mathcal{O}(4)$-orbit of solutions to (6.1). Furthermore the orbits $\mathcal{O}(4) * u_{k_{1}}$ and $\mathcal{O}(4) * u_{k_{2}}$ with $k_{1} \neq k_{2}$ and $k_{1}, k_{2}$ sufficiently large are disjoint because

$$
\begin{aligned}
& \int_{\mathbb{R}^{4}}\left[\left(\Delta\left(u_{k} \circ g\right)\right)^{2}+V(|x|)\left(u_{k} \circ g\right)^{2}\right] d x= \\
= & \int_{\mathbb{R}^{4}}\left[\left(\Delta u_{k}\right)^{2}+V(|x|) u_{k}^{2}\right] d x \rightarrow+\infty \quad \text { as } k \rightarrow+\infty .
\end{aligned}
$$

It will be clear during the proof that it is possible to obtain an unbounded sequence of nonradial sign-changing solutions of (6.1) without requiring the potential $V$ to be spherically symmetric with respect to $x \in \mathbb{R}^{4}$. In fact we may replace the assumption $\left(V_{2}\right)$ on the potential $V$ with the following weaker assumptions:
$\left(V_{2}^{\prime}\right) V$ is spherically symmetric with respect to $x_{1}, x_{2} \in \mathbb{R}^{2}$,

$$
V(x)=V\left(\left|x_{1}\right|,\left|x_{2}\right|\right) \quad \forall x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \times \mathbb{R}^{2} ;
$$

$\left(V_{2}^{\prime \prime}\right) V\left(\left|x_{1}\right|,\left|x_{2}\right|\right)=V\left(\left|x_{2}\right|,\left|x_{1}\right|\right) \quad \forall x_{1}, x_{2} \in \mathbb{R}^{2}$.
Theorem 6.4. Assume that $\left(V_{1}\right),\left(V_{2}^{\prime}\right),\left(V_{2}^{\prime \prime}\right),\left(f_{1}\right),\left(f_{2}\right),\left(f_{3}\right),\left(F_{1}\right)$ and $\left(F_{2}\right)$ hold. Then there exists an unbounded sequence $\left\{ \pm u_{k}\right\}_{k \in \mathbb{N}}$ of sign-changing solutions of

$$
\left\{\begin{array}{l}
\Delta^{2} u+V\left(\left|x_{1}\right|,\left|x_{2}\right|\right) u=f(u) \quad \text { in } \mathbb{R}^{4}  \tag{6.2}\\
u \in H^{2}\left(\mathbb{R}^{4}\right)
\end{array}\right.
$$

which are not radial.
Furthermore, requiring only the potential $V$ to be spherically symmetric with respect to $x_{1}, x_{2} \in \mathbb{R}^{2}$, it is possible to obtain an unbounded sequence of solutions of (6.2).

Theorem 6.5. Assume that $\left(V_{1}\right),\left(V_{2}^{\prime}\right),\left(f_{1}\right),\left(f_{2}\right),\left(f_{3}\right),\left(F_{1}\right)$ and $\left(F_{2}\right)$ hold. Then (6.2) possesses an unbounded sequence $\left\{ \pm u_{k}\right\}_{k \in \mathbb{N}}$ of solutions.

To prove these theorems we will follow a variational approach. Let $X$ be the subspace of $H^{2}\left(\mathbb{R}^{4}\right)$ defined as

$$
X:=\left\{u \in H^{2}\left(\mathbb{R}^{4}\right) \mid \int_{\mathbb{R}^{4}}\left[(\Delta u)^{2}+V(x) u^{2}\right] d x<+\infty\right\} .
$$

By $\left(V_{1}\right)$, it follows that $X$ is a Hilbert space endowed with the scalar product

$$
\langle u, v\rangle:=\int_{\mathbb{R}^{4}} \Delta u \Delta v d x+\int_{\mathbb{R}^{4}} V(x) u v d x \quad u, v \in X
$$

to which corresponds the norm $\|u\|:=\sqrt{\langle u, u\rangle}$. Applying an interpolation inequality, it is easy to see that the embedding $X \hookrightarrow H^{2}\left(\mathbb{R}^{4}\right)$ is continuous.

The solutions of (6.1) are critical points of the functional

$$
I(u):=\frac{1}{2}\|u\|^{2}-\int_{\mathbb{R}^{4}} F(u) d x \quad \forall u \in X
$$

which is well defined and differentiable on $X$, namely $I \in \mathcal{C}^{1}(X, \mathbb{R})$. The difficulty in working in this variational framework is the lack of compactness, infact $I$ fails to satisfy the Palais-Smale condition in $X$. However, to gain compactness, we shall exploit the symmetries of the problem imposing the invariance with respect to a group $G$ acting on $X$.

Let $X_{G}$ be the space of fixed points in $X$ with respect to the action of the group $G$ :

$$
X_{G}:=\left\{u \in X \mid u(g x)=u(x) \quad \forall g \in G \text { and a.e. } x \in \mathbb{R}^{4}\right\} \subseteq X
$$

We will prove the following result:
Proposition 6.6. Let $G$ be a group acting on $X$ via orthogonal maps such that:
$\left(G_{1}\right) I: X \rightarrow \mathbb{R}$ is $G$-invariant;
$\left(G_{2}\right) X_{G}$ is compactly embedded in $L^{p}\left(\mathbb{R}^{4}\right)$ for any $p \in(4,+\infty)$;
$\left(G_{3}\right) \operatorname{dim} X_{G}=+\infty$.
Then I has an unbounded sequence of critical points lying on $X_{G}$.
To prove Proposition 6.6, we will show that the problem reduces to the study of the multiplicity of critical points of the restriction $\left.I\right|_{X_{G}}$ which behaves like a mountain pass and satisfies the Palais-Smale condition. More precisely $\left.I\right|_{X_{G}}$ satisfies the assumptions of a generalized mountain pass theorem due to A. Ambrosetti and P. H. Rabinowitz [59] which gives the multiplicity of critical points.

This Chapter is organized as follows. In Section 6.1, we will prove Proposition 6.6. In Section 6.2, we will show the existence of a group $G$, which satisfies the assumptions of Proposition 6.6, following an approach introduced by T. Bartsch and M. Willem in [13] (see also [12]). This approach allows to obtain additional informations on the nodal structure of the critical points. The existence of such a group together with Proposition 6.6 will allow us to conclude that the main theorem, Theorem 6.3 , holds. We will also explain how to adapt these arguments to prove Theorem 6.4 and Theorem 6.5. As shown in Section 6.3, these arguments can also be adapted to obtain similar results for biharmonic problems of the form

$$
\left\{\begin{array}{l}
\Delta^{2} u-\operatorname{div}(U(x) \nabla u)+V(x) u=f(u) \quad \text { in } \mathbb{R}^{4} \\
u \in H^{2}\left(\mathbb{R}^{4}\right)
\end{array}\right.
$$

under suitable assumptions on $U, V: \mathbb{R}^{4} \rightarrow \mathbb{R}$.

### 6.1. Mountain pass structure and Palais-Smale condition

We consider the functional

$$
I(u):=\frac{1}{2}\|u\|^{2}-\int_{\mathbb{R}^{4}} F(u) d x \quad \forall u \in X
$$

We can notice that, as a consequence of $\left(f_{1}\right)$ and $\left(f_{2}\right)$, fixed $\alpha>0$ and $q>0$, we have the existence of two constants $c_{1}, c_{2}>0$ such that

$$
|f(s)| \leq c_{1}|s|+c_{2}|s|^{q}\left(e^{\alpha s^{2}}-1\right) \quad \forall s \in \mathbb{R} ;
$$

therefore, from $(A-R)$, it follows the existence of two constants $\bar{c}_{1}, \bar{c}_{2}>0$ such that:

$$
|F(s)| \leq \bar{c}_{1}|s|^{2}+\bar{c}_{2}|s|^{q+1}\left(e^{\alpha s^{2}}-1\right) \quad \forall s \in \mathbb{R}
$$

This together with Remark 3.8 implies that the functional $I$ is well defined on $X$. Using standard arguments, it is easy to see that $I \in \mathcal{C}^{1}(X, \mathbb{R})$,

$$
I^{\prime}(u) v=\langle u, v\rangle-\int_{\mathbb{R}^{4}} f(u) v d x \quad \forall u, v \in X
$$

and the critical points of $I$ are solutions of problem (6.1).
The main aim of this Section is the proof Proposition 6.6. Thus let $G$ be a group acting on $X$ via orthogonal maps satisfying $\left(G_{1}\right),\left(G_{2}\right)$ and $\left(G_{3}\right)$. Firsly we can notice that, as a consequence of the principle of symmetric criticality [55], any critical point of the restriction $\left.I\right|_{X_{G}}$ is a critical point of $I$ too. Therefore the proof of Proposition 6.6 reduces to show that $\left.I\right|_{X_{G}}$ has an unbounded sequence of critical points. To do this we apply the following generalized mountain pass theorem.

Theorem 6.7 ([59], Theorem 9.12). Let $(E,\|\cdot\|)$ be an infinite dimensional Banach space over $\mathbb{R}$ and let $I \in \mathcal{C}^{1}(E, \mathbb{R})$ be an even functional such that $I(0)=0$. We assume that:
( $\left.I_{1}\right) \exists \rho, \gamma>0$ such that $\left.I\right|_{B_{\rho} \backslash\{0\}}>0$ and $\left.I\right|_{\partial B_{\rho}} \geq \gamma>0$ where

$$
B_{\rho}:=\{u \in E \mid\|u\| \leq \rho\} \subset E ;
$$

( $I_{2}$ ) for any finite dimensional subspace $\tilde{E} \subset E$ the set $\{u \in \tilde{E} \mid I(u) \geq 0\}$ is bounded;
( $I_{3}$ ) the Palais-Smale condition holds.
Then I possesses an unbounded sequence of critical values $c_{k} \rightarrow+\infty$ as $k \rightarrow+\infty$.

As mentioned above $I \in C^{1}(X, \mathbb{R})$, moreover $I$ is even and $I(0)=0$. We have to show that the functional $\left.I\right|_{X_{G}}$ satysfies the remaining hypotheses of Theorem 6.7 for $E=X_{G}$ which is infinite dimensional by assumption $\left(G_{3}\right)$.

Lemma 6.8. Assume $\left(f_{1}\right),\left(f_{2}\right)$ and $(A-R)$. Then $\left.I\right|_{X_{G}}$ satisfies $\left(I_{1}\right)$.

Proof. As a consequence of $\left(f_{1}\right),\left(f_{2}\right)$ and $(A-R)$, fixed $\alpha>0$ and $q>1$, we have that for any $0<\varepsilon<1$ there exists a constant $C(\alpha, q, \varepsilon)>0$ such that

$$
\begin{equation*}
|F(s)| \leq \varepsilon|s|^{2}+C(\alpha, q, \varepsilon)|s|^{q}\left(e^{\alpha s^{2}}-1\right) \quad \forall s \in \mathbb{R} \tag{6.3}
\end{equation*}
$$

Thus in particular if we fix $\alpha=1$ and $q>3$ then for any $0<\varepsilon<1$ we have

$$
\int_{\mathbb{R}^{4}} F(u) d x \leq \varepsilon\|u\|_{2}^{2}+C(q, \varepsilon) \int_{\mathbb{R}^{4}}|u|^{q}\left(e^{u^{2}}-1\right) d x \quad \forall u \in X_{G}
$$

Now, recalling that the embedding $X_{G} \hookrightarrow H^{2}\left(\mathbb{R}^{4}\right)$ is continuous, namely there exists a constant $\bar{C}>0$ such that

$$
\|u\|_{H^{2}} \leq \bar{C}\|u\| \quad \forall u \in X_{G}
$$

we have that if $\|u\| \leq \frac{1}{\bar{C}}$ then $\|u\|_{H^{2}} \leq 1$. Applying Lemma 3.9

$$
\int_{\mathbb{R}^{4}} F(u) d x \leq \varepsilon\|u\|_{2}^{2}+C_{1}(q, \varepsilon)\|u\|^{q} \quad \forall u \in X_{G},\|u\| \leq \frac{1}{\bar{C}}
$$

and without loss of generality we may assume that $\left[C_{1}(q, \varepsilon)\right]^{\frac{1}{q-2}}>\bar{C}$.
So for any $u \in X_{G}$ with $\|u\| \leq \frac{1}{\bar{C}}$ we have

$$
\begin{align*}
I(u) & \geq \frac{1}{2}\|u\|^{2}-\varepsilon\|u\|_{2}^{2}-C_{1}(q, \varepsilon)\|u\|^{q} \geq\left(\frac{1}{2}-\frac{\varepsilon}{V_{0}}\right)\|u\|^{2}-C_{1}(q, \varepsilon)\|u\|^{q}=  \tag{6.4}\\
& =\|u\|^{2}\left(\frac{1}{2}-\frac{\varepsilon}{V_{0}}-C_{1}(q, \varepsilon)\|u\|^{q-2}\right)
\end{align*}
$$

Now we choose $0<\varepsilon<1$ as follows

$$
0<\varepsilon<\min \left\{1,\left(\frac{1}{2}-\frac{1}{2^{q-2}}\right) V_{0}\right\}
$$

and we set

$$
\rho:=\frac{1}{2\left[C_{1}(q, \varepsilon)\right]^{\frac{1}{q-2}}} .
$$

Since $\rho<\frac{1}{\bar{C}},(6.4)$ holds for any $u \in X_{G}$ with $\|u\|=\rho$ and we have

$$
I(u) \geq \rho^{2}\left(\frac{1}{2}-\frac{\varepsilon}{V_{0}}-C_{1}(q, \varepsilon) \rho^{q-2}\right)=\rho^{2}\left(\frac{1}{2}-\frac{\varepsilon}{V_{0}}-\frac{1}{2^{q-2}}\right) \quad \forall u \in X_{G},\|u\|=\rho
$$

Setting

$$
\gamma:=\rho^{2}\left(\frac{1}{2}-\frac{\varepsilon}{V_{0}}-\frac{1}{2^{q-2}}\right)>0
$$

we get

$$
I(u) \geq \gamma \quad \forall u \in X_{G},\|u\|=\rho
$$

In conclusion, if $\rho_{1} \leq \rho$ then applying (6.4) we have that for any $u \in X_{G}$ with $\|u\|=\rho_{1}$

$$
I(u) \geq \rho_{1}^{2}\left(\frac{1}{2}-\frac{\varepsilon}{V_{0}}-C_{1}(q, \varepsilon) \rho_{1}^{q-2}\right) \geq \rho_{1}^{2}\left(\frac{1}{2}-\frac{\varepsilon}{V_{0}}-C_{1}(q, \varepsilon) \rho^{q-2}\right)=\rho_{1}^{2} \frac{\gamma}{\rho^{2}}>0
$$

and this means that

$$
I(u)>0 \quad \forall u \in X_{G} \backslash\{0\},\|u\| \leq \rho
$$

Lemma 6.9. Assume $\left(f_{2}\right)$ and $(A-R)$. Then $\left.I\right|_{X_{G}}$ satisfies $\left(I_{2}\right)$.

Proof. As a consequence of $\left(f_{2}\right)$ and $(A-R)$ there exist $C_{1}, C_{2}>0$ such that

$$
F(s) \geq C_{1}|s|^{\mu}-C_{2}|s|^{2} \quad \forall s \in \mathbb{R}
$$

Therefore for any $u \in X_{G}$ we have that

$$
\begin{equation*}
I(u) \leq \frac{1}{2}\|u\|^{2}+C_{2}\|u\|_{2}^{2}-C_{1}\|u\|_{\mu}^{\mu} \leq\left(\frac{1}{2}+\frac{C_{2}}{V_{0}}\right)\|u\|^{2}-C_{1}\|u\|_{\mu}^{\mu} \tag{6.5}
\end{equation*}
$$

Let $\tilde{E}$ be a finite dimensional subspace of $X_{G}$. Since all norms in $\tilde{E}$ are equivalent, there exists a constant $C>0$ such that for any $u \in \tilde{E}$ we have $\|u\|_{\mu} \geq C\|u\|$. Thus

$$
I(u) \leq\left(\frac{1}{2}+\frac{C_{2}}{V_{0}}\right)\|u\|^{2}-\tilde{C}_{1}\|u\|^{\mu} \quad \forall u \in \tilde{E}
$$

and in particular for any $u \in \tilde{E}$ with $\|u\|=R$

$$
I(u) \leq\left(\frac{1}{2}+\frac{C_{2}}{V_{0}}\right) R^{2}-\tilde{C}_{1} R^{\mu}
$$

This means that for $R>0$ sufficiently large

$$
I(u)<0 \quad \forall u \in \tilde{E},\|u\|>R
$$

and the set $\{u \in \tilde{E} \mid I(u) \geq 0\}$ is bounded.
Lemma 6.10. Assume $\left(f_{1}\right),\left(f_{2}\right)$ and $\left(F_{1}\right)$. Then $\left.I\right|_{X_{G}}$ satisfies $\left(I_{3}\right)$.

Proof. Let $\left\{u_{n}\right\}_{n \in \mathbb{N}} \subset X_{G}$ be a Palais-Smale sequence, that is $\left|I\left(u_{n}\right)\right| \leq C_{1} \forall n \in \mathbb{N}$ and $I^{\prime}\left(u_{n}\right) \rightarrow 0$ as $n \rightarrow+\infty$.

Firstly we prove that $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ is bounded in $X_{G}$. For any $u, v \in X_{G}$

$$
I^{\prime}(u) v=\langle u, v\rangle-\int_{\mathbb{R}^{4}} f(u) v d x
$$

therefore, for any $n \in \mathbb{N}$

$$
I\left(u_{n}\right)-\frac{1}{\mu} I^{\prime}\left(u_{n}\right) u_{n}=\left(\frac{1}{2}-\frac{1}{\mu}\right)\left\|u_{n}\right\|^{2}-\int_{\mathbb{R}^{4}}\left(F\left(u_{n}\right)-\frac{1}{\mu} f\left(u_{n}\right) u_{n}\right) d x
$$

As a consequence of $\left(F_{1}\right)$ we have that

$$
\int_{\mathbb{R}^{4}}\left(F\left(u_{n}\right)-\frac{1}{\mu} f\left(u_{n}\right) u_{n}\right) d x \leq 0
$$

and so we obtain

$$
\begin{equation*}
I\left(u_{n}\right)-\frac{1}{\mu} I^{\prime}\left(u_{n}\right) u_{n} \geq\left(\frac{1}{2}-\frac{1}{\mu}\right)\left\|u_{n}\right\|^{2} \quad \forall n \in \mathbb{N} . \tag{6.6}
\end{equation*}
$$

On the other hand

$$
\begin{equation*}
I\left(u_{n}\right)-\frac{1}{\mu} I^{\prime}\left(u_{n}\right) u_{n} \leq\left|I\left(u_{n}\right)\right|+\frac{1}{\mu}\left|I^{\prime}\left(u_{n}\right) u_{n}\right| \leq C_{1}+\frac{C_{2}}{\mu}\left\|u_{n}\right\| \quad \forall n \in \mathbb{N} . \tag{6.7}
\end{equation*}
$$

From (6.6) and (6.7) it follows that

$$
0 \leq\left(\frac{1}{2}-\frac{1}{\mu}\right)\left\|u_{n}\right\|^{2} \leq C_{1}+\frac{C_{2}}{\mu}\left\|u_{n}\right\| \quad \forall n \in \mathbb{N}
$$

which means that $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ is bounded in $X_{G}$.
It remains to prove that $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ converges up to subsequences. Since, by assumption, $\left(G_{2}\right)$ holds and since $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ is bounded in $X_{G}$, we have that $u_{n} \rightarrow u$ in $L^{p}\left(\mathbb{R}^{4}\right)$ for any $p \in(4,+\infty)$. Here and below, up to the end of the proof, convergence has to be understood up to the passage to a subsequence.

Fix $n \in \mathbb{N}$. Since

$$
\left[I^{\prime}\left(u_{n}\right)-I^{\prime}(u)\right]\left(u-u_{n}\right)=\left\|u-u_{n}\right\|^{2}-\int_{\mathbb{R}^{4}}\left[f\left(u_{n}\right)-f(u)\right]\left(u-u_{n}\right) d x
$$

then

$$
\left\|u-u_{n}\right\|^{2}=\left[I^{\prime}\left(u_{n}\right)-I^{\prime}(u)\right]\left(u-u_{n}\right)+\int_{\mathbb{R}^{4}}\left[f\left(u_{n}\right)-f(u)\right]\left(u-u_{n}\right) d x
$$

As $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ is a bounded Palais-Smale sequence we have that

$$
\left[I^{\prime}\left(u_{n}\right)-I^{\prime}(u)\right]\left(u-u_{n}\right) \rightarrow 0
$$

when $n \rightarrow+\infty$. If we show that for any $0<\varepsilon<1$ there exist constants $C_{3}>0$ and $C_{4}(\varepsilon)>0$ such that

$$
\begin{equation*}
E_{n}:=\int_{\mathbb{R}^{4}}\left[f\left(u_{n}\right)-f(u)\right]\left(u-u_{n}\right) d x \leq C_{3} \varepsilon+C_{4}(\varepsilon)\left\|u-u_{n}\right\|_{p} \quad \forall n \in \mathbb{N} \tag{6.8}
\end{equation*}
$$

for some $p>4$, then it follows that $\left\|u-u_{n}\right\|^{2} \rightarrow 0$ as $n \rightarrow+\infty$ that is what we wanted to prove.

Therefore to end the proof we have to show that (6.8) holds. At this aim we can notice that as a consequence of $\left(f_{1}\right)$ and $\left(f_{2}\right)$, fixed $\alpha>0$ and $q>0$, for any $0<\varepsilon<1$ there exists a constant $C(\alpha, q, \varepsilon)>0$ such that

$$
|f(s)| \leq \varepsilon|s|+C(\alpha, q, \varepsilon)|s|^{q}\left(e^{\alpha s^{2}-1}\right) \quad \forall s \in \mathbb{R} .
$$

Let $\alpha>0$ and $q>0$ to be choosen during the proof. Then for any $0<\varepsilon<1$ we have

$$
\begin{aligned}
E_{n} \leq & \int_{\mathbb{R}^{4}}\left[\left|f\left(u_{n}\right)\right|+|f(u)|\right]\left|u-u_{n}\right| d x \leq \\
\leq & \int_{\mathbb{R}^{4}}\left[\varepsilon\left(\left|u_{n}\right|+|u|\right)+\right. \\
& \left.\quad+C(\alpha, q, \varepsilon)\left(\left|u_{n}\right|^{q}\left(e^{\alpha u_{n}^{2}}-1\right)+|u|^{q}\left(e^{\alpha u^{2}}-1\right)\right)\right]\left|u-u_{n}\right| d x= \\
= & \varepsilon E_{1, n}+C(\alpha, q, \varepsilon) E_{2, n}
\end{aligned}
$$

where we have set

$$
\begin{aligned}
E_{1, n} & :=\int_{\mathbb{R}^{4}}\left(\left|u_{n}\right|+|u|\right)\left|u-u_{n}\right| d x \quad \forall n \in \mathbb{N}, \\
E_{2, n} & :=\int_{\mathbb{R}^{4}}\left(\left|u_{n}\right|^{q}\left(e^{\alpha u_{n}^{2}}-1\right)+|u|^{q}\left(e^{\alpha u^{2}}-1\right)\right)\left|u-u_{n}\right| d x \quad \forall n \in \mathbb{N} .
\end{aligned}
$$

We estimate $E_{1, n}$ as follows:

$$
E_{1, n} \leq \int_{\mathbb{R}^{4}}\left(\left|u_{n}\right|^{2}+|u|^{2}\right) d x \leq 2\left(\left\|u_{n}\right\|_{2}^{2}+\|u\|_{2}^{2}\right) \leq \frac{2}{V_{0}}\left(\left\|u_{n}\right\|^{2}+\|u\|^{2}\right) \leq C_{3} \quad \forall n \in \mathbb{N} .
$$

To estimate $E_{2, n}$ we apply Hölder's inequality with $\frac{4}{5}+\frac{1}{5}=1$ obtaining that

$$
\begin{aligned}
E_{2, n} \leq & {\left[\left(\int_{\mathbb{R}^{4}}\left|u_{n}\right|^{\frac{5}{4} q}\left(e^{\alpha u_{n}^{2}}-1\right)^{\frac{5}{4}} d x\right)^{\frac{4}{5}}+\right.} \\
& \left.+\left(\int_{\mathbb{R}^{4}}|u|^{\frac{5}{4} q}\left(e^{\alpha u^{2}}-1\right)^{\frac{5}{4}} d x\right)^{\frac{4}{5}}\right]\left\|u-u_{n}\right\|_{5}= \\
= & {\left[\left(E_{4, n}\right)^{\frac{4}{5}}+\left(E_{5, n}\right)^{\frac{4}{5}}\right]\left\|u-u_{n}\right\|_{5} }
\end{aligned}
$$

where we have set

$$
E_{4, n}:=\int_{\mathbb{R}^{4}}\left|u_{n}\right|^{\frac{5}{4}}\left(e^{\alpha u_{n}^{2}}-1\right)^{\frac{5}{4}} d x \quad E_{5, n}:=\int_{\mathbb{R}^{4}}|u|^{\frac{5}{4} q}\left(e^{\alpha u^{2}}-1\right)^{\frac{5}{4}} d x \quad \forall n \in \mathbb{N} .
$$

Now, it suffices to prove that $E_{4, n}$ and $E_{5, n}$ are bounded by a constant independent of $n$ to conclude that (6.8) holds with $p=5$. As $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ is bounded in $X$ there exists a constant $M>0$ such that $\left\|u_{n}\right\|_{H^{2}} \leq M \forall n \in \mathbb{N}$ and $\|u\|_{H^{2}} \leq M$. Thus, choosing $\alpha<\frac{64 \pi^{2}}{5 M^{2}}$ and $q \geq \frac{4}{5}$, we can apply Lemma 3.10 obtaining the desired estimate for $E_{4, n}$ and $E_{5, n}$. This completes the proof of Lemma 6.10.

In conclusion $\left.I\right|_{X_{G}}$ satisfies the assumptions of Theorem 6.7 and possesses a sequence $\left\{c_{k}\right\}_{k \in \mathbb{N}}$ of critical values such that $c_{k} \rightarrow+\infty$ as $k \rightarrow+\infty$. The associated sequence of critical points $\left\{u_{k}\right\}_{k \in \mathbb{N}}$ lies in $X_{G}$ and is unbounded. Infact, reasoning as in (6.5), we get

$$
c_{k}=I\left(u_{k}\right) \leq\left(\frac{1}{2}+\frac{C_{2}}{V_{0}}\right)\left\|u_{k}\right\|^{2}
$$

from which it follows that $\left\|u_{k}\right\| \rightarrow+\infty$ as $k \rightarrow+\infty$.

### 6.2. Exploiting symmetries

We have to construct a group acting on $X$ which satisfies the assumptions of Proposition 6.6, namely a subgroup $G \subseteq \mathcal{O}(4)$ acting on $X$ and satisfying $\left(G_{1}\right),\left(G_{2}\right)$ and $\left(G_{3}\right)$. As already mentioned, at this aim we will follow an idea of T. Bartsch and M. Willem ([13], see also [12]).

Let $H$ be the subgroup of $\mathcal{O}(4)$ defined as

$$
H:=\mathcal{O}(2) \times \mathcal{O}(2)=\left\{\left(\begin{array}{ll}
a & 0 \\
0 & b
\end{array}\right): a, b \in \mathcal{O}(2)\right\} \subset \mathcal{O}(4)
$$

and consider

$$
\tau:=\left(\begin{array}{cc}
0 & i_{2} \\
i_{2} & 0
\end{array}\right) \in \mathcal{O}(4)
$$

where $i_{2}$ denotes the identity matrix in $\mathbb{R}^{2}$. We can notice that $\tau^{-1}=\tau$ and $\tau$ is in the normalizer of $H$ in $\mathcal{O}(4)$, namely $\tau H=H \tau$. We define $G:=<H \cup\{\tau\}>$, an element $g \in G$ can be written uniquely in the form

$$
g=h \quad \text { or } \quad g=h \tau
$$

with $h \in H$. We consider the action of $G$ on $X$ defined by

$$
\begin{aligned}
h * u(x) & :=u\left(h^{-1} x\right) & & \text { for a.e. } x \in \mathbb{R}^{4}, \forall h \in H, \\
h \tau * u(x) & :=-u\left(\tau h^{-1} x\right) & & \text { for a.e. } x \in \mathbb{R}^{4}, \forall h \in H
\end{aligned}
$$

for any $u \in X$. It is easy to see that this indeed defines an action of $G$ on $X$, namely $i_{4} * g=g$ and $\left(g_{1} g_{2}\right) * u=g_{1} *\left(g_{2} * u\right)$ for $g_{1}, g_{2} \in G, u \in X$, and that this action is continuous.

Remark 6.11. A special case of the action of $G$ over $X$ is the following:

$$
\tau * u(x)=-u(\tau x) \quad \text { for a.e. } x \in \mathbb{R}^{4}
$$

So in particular if $u \in X_{G}$ and $x \in \mathbb{R}^{4}$ with $\tau x=h x$ for some $h \in H$ then

$$
-u(x)=u(\tau x)=u\left(\tau h^{-1} \tau x\right)=u\left(h^{-1} x\right)=u(x)
$$

and $u(x)=0$. Therefore any $u \in X_{G}$ must necessarily be zero on the set

$$
\left\{x \in \mathbb{R}^{4} \mid \tau x=h x \text { for some } h \in H\right\}
$$

Since $I$ is even according to $\left(f_{3}\right), I$ is $G$-invariant. In fact if we assume that $\left(V_{2}\right)$ holds then the potential $V$ is spherically symmetric and in particular $V$ is $G$-invariant

$$
V(g x)=V(|g x|)=V(|x|)=V(x) \quad \forall g \in G \subset \mathcal{O}(4), \forall x \in \mathbb{R}^{4}
$$

Also under the assumptions $\left(V_{2}^{\prime}\right)$ and $\left(V_{2}^{\prime \prime}\right)$ on the potential $V$ we have that

$$
\begin{gathered}
V(h x)=V\left(\left|a x_{1}\right|,\left|b x_{2}\right|\right)=V\left(\left|x_{1}\right|,\left|x_{2}\right|\right)=V(x), \\
V(h \tau x)=V\left(\left|a x_{2}\right|,\left|b x_{1}\right|\right)=V\left(\left|x_{2}\right|,\left|x_{1}\right|\right)=V\left(\left|x_{1}\right|,\left|x_{2}\right|\right)=V(x), \\
\forall h=\left(\begin{array}{ll}
a & 0 \\
0 & b
\end{array}\right) \in H, \forall x_{1}, x_{2} \in \mathbb{R}^{2}
\end{gathered}
$$

and $V$ is $G$-invariant. Therefore condition $\left(G_{1}\right)$ is satified. The compactness condition $\left(G_{2}\right)$ is a consequence of a result due to E. Hebey and M. Vaugon (see [39], Corollary 4) which generalize a well known result of P. L. Lions (see [48], Théorème III.1). For the convenience of the reader we report here below the part of this more general result that we will use. If $x \in \mathbb{R}^{4}$ then we write $x=\left(x_{1}, x_{2}\right)$ where $x_{1}, x_{2} \in \mathbb{R}^{2}$ with respect to the splitting $\mathbb{R}^{4}=\mathbb{R}^{2} \times \mathbb{R}^{2}$. Let $W_{H}^{1,4}\left(\mathbb{R}^{4}\right)$ the subspace of $W^{1,4}\left(\mathbb{R}^{4}\right)$ consisting of all $u \in W^{1,4}\left(\mathbb{R}^{4}\right)$ radially symmetric with respect to $x_{i} \in \mathbb{R}^{2}$ for $i \in\{1,2\}$

$$
W_{H}^{1,4}\left(\mathbb{R}^{4}\right):=\left\{u \in W^{1,4}\left(\mathbb{R}^{4}\right) \mid h * u=u \quad \forall h \in H\right\} .
$$

$W_{H}^{1,4}\left(\mathbb{R}^{4}\right)$ is nothing but the space of fixed points in $W^{1,4}\left(\mathbb{R}^{4}\right)$ with respect to the action of $H$.

Theorem 6.12 ([39], Corollary 4). For any $p \in(4,+\infty)$ the embedding

$$
W_{H}^{1,4}\left(\mathbb{R}^{4}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{4}\right)
$$

is compact, i.e. $W_{H}^{1,4}\left(\mathbb{R}^{4}\right) \hookrightarrow \hookrightarrow L^{p}\left(\mathbb{R}^{4}\right)$.

Now, as a consequence of Theorem 6.12, the hypothesis $\left(G_{2}\right)$ of Proposition 6.6 easily follows

$$
X_{G} \hookrightarrow W_{H}^{1,4}\left(\mathbb{R}^{4}\right) \hookrightarrow \hookrightarrow L^{p}\left(\mathbb{R}^{4}\right) \quad \forall p \in(4,+\infty) .
$$

Obviously we have also that $G$ satisfies hypothesis $\left(G_{3}\right)$. Therefore, from Proposition 6.6, we obtain the existence of an unbounded sequence $\left\{u_{k}\right\}_{k \in \mathbb{N}} \subset X_{G}$ of critical points for the functional $I$. These critical points are not radial, infact by construction

$$
u_{k}(x)=-u_{k}(\tau x) \quad \text { for a.e. } x \in \mathbb{R}^{4}, \forall k \in \mathbb{N}
$$

and, furthermore, are sign-changing (see Remark 6.11 above). This ends the proof of Theorem 6.4 and of the first part of Theorem 6.3.

We can notice that it is easy to adapt the previous arguments to obtain a proof of Theorem 6.5. In fact we can apply again Proposition 6.6 with the action of $H$ defined by

$$
h * u(x):=u\left(h^{-1} x\right) \quad \text { for a.e. } x \in \mathbb{R}^{4}, \forall h \in H .
$$

Since the potential $V$ is spherically symmetric with respect to $x_{1}, x_{2} \in \mathbb{R}^{2}$ according to $\left(V_{2}^{\prime}\right), I$ is $H$-invariant and condition $\left(G_{1}\right)$ is satisfied. Furthermore, from Theorem 6.12 we have

$$
X_{H} \hookrightarrow W_{H}^{1,4}\left(\mathbb{R}^{4}\right) \hookrightarrow \hookrightarrow L^{p}\left(\mathbb{R}^{4}\right) \quad \forall p \in(4,+\infty)
$$

and also condition $\left(G_{2}\right)$ is satisfied.
To conclude the proof of Theorem 6.3, it remains to prove the existence of an unbounded sequence of critical points of $I$ which are radial. At this aim it suffices to notice that the orthogonal group $\mathcal{O}(4)$ satisfies the assumptions of Proposition 6.6 with respect to the action defined by

$$
g * u(x):=u\left(h^{-1} x\right) \quad \text { for a.e. } x \in \mathbb{R}^{4}, \forall g \in \mathcal{O}(4) .
$$

Infact, since the potential $V$ is spherically symmetric according to $\left(V_{2}\right)$, condition $\left(G_{1}\right)$ is satisfied and we have the following result of P . L. Lions [48] which states that $\mathcal{O}(4)$ satisfies $\left(G_{2}\right)$. Let $H_{\mathrm{rad}}^{2}\left(\mathbb{R}^{4}\right)$ be the subspace of $H^{2}\left(\mathbb{R}^{4}\right)$ consisting of all $u \in H^{2}\left(\mathbb{R}^{4}\right)$ which are radially symmetric. $H_{\mathrm{rad}}^{2}\left(\mathbb{R}^{4}\right)$ is nothing but the space of fixed points in $H^{2}\left(\mathbb{R}^{4}\right)$ with respect to the action of $\mathcal{O}(4)$.

Theorem 6.13 ([48], Théorème II.1). For any $p \in(2,+\infty)$ the embedding

$$
H_{r a d}^{2}\left(\mathbb{R}^{4}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{4}\right)
$$

is compact, i.e. $H_{r a d}^{2}\left(\mathbb{R}^{4}\right) \hookrightarrow \hookrightarrow L^{p}\left(\mathbb{R}^{4}\right)$.

Therefore, applying again Proposition 6.6 with $G=\mathcal{O}(4)$ we obtain an unbounded sequence of critical points for the functional $I$ lying on $H_{\mathrm{rad}}^{2}\left(\mathbb{R}^{4}\right)$.

### 6.3. Final remarks

Nothing needs to be modified in the previous arguments, in order to obtain similar results for equations of the form

$$
\left\{\begin{array}{l}
\Delta^{2} u-\operatorname{div}(U(x) \nabla u)+V(x) u=f(u) \quad \text { in } \mathbb{R}^{4}  \tag{6.9}\\
u \in H^{2}\left(\mathbb{R}^{4}\right)
\end{array}\right.
$$

where $U, V: \mathbb{R}^{4} \rightarrow \mathbb{R}$ are continuous functions bounded away from zero and which satisfy some suitable symmetry conditions. In fact, assume ( $V_{1}$ ) and
$\left(U_{1}\right) U \in \mathcal{C}\left(\mathbb{R}^{4}, \mathbb{R}\right)$ is such that $U(x) \geq U_{0}>0 \quad \forall x \in \mathbb{R}^{4}$.
Then the functional space for a variational treatment of problem (6.9) is the subspace $\tilde{X}$ of $H^{2}\left(\mathbb{R}^{4}\right)$ defined as

$$
\tilde{X}:=\left\{u \in H^{2}\left(\mathbb{R}^{4}\right) \mid \int_{\mathbb{R}^{4}}\left[(\Delta u)^{2}+U(x)|\nabla u|^{2}+V(x) u^{2}\right] d x<+\infty\right\} \subseteq X,
$$

and, by $\left(V_{1}\right)$ and $\left(U_{1}\right)$, it follows that $\tilde{X}$ is a Hilber space endowed with the scalar product

$$
\langle u, v\rangle_{\tilde{X}}:=\int_{\mathbb{R}^{4}} \Delta u \Delta v d x+\int_{\mathbb{R}^{4}} U(x) \nabla u \cdot \nabla v d x+\int_{\mathbb{R}^{4}} V(x) u v d x \quad u, v \in \tilde{X}
$$

to which corresponds the norm $\|u\|_{\tilde{X}}:=\sqrt{\langle u, u\rangle_{\tilde{X}}}$. Moreover the embedding $\tilde{X} \hookrightarrow H^{2}\left(\mathbb{R}^{4}\right)$ is continuous. The associated energy functional is

$$
I(u):=\frac{1}{2}\|u\|_{\tilde{X}}^{2}-\int_{\mathbb{R}^{4}} F(u) d x \quad \forall u \in \tilde{X}
$$

and the following result holds
Theorem 6.14. Assume $\left(U_{1}\right),\left(V_{1}\right),\left(f_{1}\right),\left(f_{2}\right),\left(f_{3}\right),\left(F_{1}\right)$ and $\left(F_{2}\right)$.
(i) Assume ( $V_{2}$ ) and
$\left(U_{2}\right) U$ is spherically symmetric with respect to $x \in \mathbb{R}^{4}, U(x)=U(|x|)$ for any $x \in \mathbb{R}^{4}$.

Then there exists an unbounded sequence $\left\{ \pm u_{k}\right\}_{k \in \mathbb{N}}$ of sign-changing solutions of (6.9) which are not radial. There also exists an unbounded sequence $\left\{ \pm u_{k}\right\}_{k \in \mathbb{N}}$ of radial solutions of (6.9).
(ii) Assume ( $\left.V_{2}^{\prime}\right),\left(V_{2}^{\prime \prime}\right)$ and
$\left(U_{2}^{\prime}\right) U$ is spherically symmetric with respect to $x_{1}, x_{2} \in \mathbb{R}^{2}, U(x)=U\left(\left|x_{1}\right|,\left|x_{2}\right|\right)$ for any $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \times \mathbb{R}^{2}$,
$\left(U_{2}^{\prime \prime}\right) U\left(\left|x_{1}\right|,\left|x_{2}\right|\right)=U\left(\left|x_{2}\right|,\left|x_{1}\right|\right)$ fro any $x_{1}, x_{2} \in \mathbb{R}^{2}$.
Then there exists an unbounded sequence $\left\{ \pm u_{k}\right\}_{k \in \mathbb{N}}$ of sign-changing solutions of (6.9) which are not radial.
(iii) Assume ( $V_{2}^{\prime}$ ) and ( $U_{2}^{\prime}$ ). Then (6.9) possesses an unbounded sequence $\left\{ \pm u_{k}\right\}_{k \in \mathbb{N}}$ of solutions.

We end this Section with the Example 6.2 mentioned in the introduction of this Chapter.
Proposition 6.15. Let $\gamma>0$. The function $f(s):=s\left(e^{\gamma|s|}-1\right) \forall s \in \mathbb{R}$ satisfies the assumptions $\left(f_{1}\right),\left(f_{2}\right),\left(f_{3}\right),\left(F_{1}\right)$ and $\left(F_{2}\right)$.

Proof. It is easy to see that $\left(f_{1}\right),\left(f_{2}\right)$ and $\left(f_{3}\right)$ are satisfied. Since $f$ is odd, we have that $F$ is even and

$$
F(s)=\frac{1}{\gamma} s e^{\gamma s}-\frac{1}{\gamma^{2}}\left(e^{\gamma s}-1\right)-\frac{s^{2}}{2} \quad \forall s>0 .
$$

Exploiting the symmetry of $F$, to prove that $\left(F_{1}\right)$ and $\left(F_{2}\right)$ hold it suffices to show that

$$
\begin{equation*}
g(s):=s f(s)-\mu F(s) \geq 0 \quad \forall s>0 \quad \text { for some } \mu>2, \tag{6.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\inf _{s>\bar{s}} F(s)>0 \text { for some } \bar{s}>0 \tag{6.11}
\end{equation*}
$$

But (6.11) is a direct consequence of

$$
\lim _{s \rightarrow+\infty} F(s)=+\infty
$$

and hence it remains only to prove (6.10). We can notice that $g(0)=0$ and for any $s>0$

$$
g^{\prime}(s)=\gamma s^{2} e^{\gamma s}-(\mu-2) s\left(e^{\gamma s}-1\right) \geq \gamma s^{2} e^{\gamma s}-\gamma(\mu-2) s^{2} e^{\gamma s}=(3-\mu) \gamma s^{2} e^{\gamma s} \geq 0
$$

provided that $\mu \leq 3$. Therefore, choosing $2<\mu \leq 3$ we have that $g(s) \geq 0$ for any $s>0$ and (6.10) holds.

## CHAPTER 7

## A biharmonic equation in $\mathbb{R}^{4}$ : the critical case

In this Chapter we give sufficient conditions for the existence of solutions of a biharmonic equation of the form

$$
\left\{\begin{array}{l}
\Delta^{2} u+V(x) u=f(u) \quad \text { in } \mathbb{R}^{4}  \tag{7.1}\\
u \in H^{2}\left(\mathbb{R}^{4}\right)
\end{array}\right.
$$

where $V$ is a continuos positive potential bounded away from zero and the nonlinearity $f(s)$ behaves like $e^{\alpha_{0} s^{2}}$ at infinity for some $\alpha_{0}>0$.

In order to overcome the lack of compactness due to the unboundedness of the domain $\mathbb{R}^{4}$, we require some additional assumptions on $V$. In the case when the potential $V$ is large at infinity we obtain the existence of a nontrivial solution, while requiring the potential $V$ to be spherically symmetric we obtain the existence of a nontrivial radial solution. In both cases, the main difficulty is the loss of compactness due to the critical exponential growth of the nonlinear term $f$.

For easy reference, we introduce now the conditions on the non linear term $f$ appearing in (7.1) which will be assumed in all theorems of this Chapter:
$\left(f_{0}\right) f: \mathbb{R} \rightarrow \mathbb{R}$ is continuous and has critical growth with $\alpha_{0}>0$, i.e.

$$
\lim _{|s| \rightarrow+\infty} \frac{|f(s)|}{e^{\alpha s^{2}}}= \begin{cases}0 & \text { if } \alpha>\alpha_{0} \\ +\infty & \text { if } \alpha<\alpha_{0}\end{cases}
$$

$\left(f_{1}\right)$ there exists $\mu>2$ such that $0<\mu F(s)=\mu \int_{0}^{s} f(t) d t \leq s f(s)$ for any $s \in \mathbb{R} \backslash\{0\}$;
$\left(f_{2}\right)$ there exist $s_{0}, M_{0}>0$ such that $0<F(s) \leq M_{0}|f(s)|$ for any $|s| \geq s_{0}$;
$\left(f_{3}\right) \lim _{s \rightarrow+\infty} \frac{s f(s)}{e^{\alpha_{0} s^{2}}} \geq \beta_{0}>0$.
We will treat two different problems distinguished by the behaviour of the potential $V$. The first result is concerned with the case when the potential $V: \mathbb{R}^{4} \rightarrow \mathbb{R}$ is bounded from below by a positive constant and unbounded at infinity, namely $V$ satisfies the following conditions:
$\left(V_{0}\right) V: \mathbb{R}^{4} \rightarrow \mathbb{R}$ is continuous and $V(x) \geq V_{0}>0$ for any $x \in \mathbb{R}^{4}$;
$\left(V_{1}\right)$ either $\lim _{|x| \rightarrow+\infty} V(x)=+\infty$ or $\frac{1}{V} \in L^{1}\left(\mathbb{R}^{4}\right)$.
The natural space for a variational treatment of the biharmonic problem (7.1) is the subspace $E$ of $H^{2}\left(\mathbb{R}^{4}\right)$ defined as

$$
\begin{equation*}
E:=\left\{u \in H^{2}\left(\mathbb{R}^{4}\right) \mid \int_{\mathbb{R}^{4}} V(x) u^{2} d x<+\infty\right\} \tag{7.2}
\end{equation*}
$$

From $\left(V_{0}\right)$ it follows that $E$ is a Hilbert space endowed with the inner product

$$
\langle u, v\rangle:=\int_{\mathbb{R}^{4}} \Delta u \Delta v d x+\int_{\mathbb{R}^{4}} V(x) u v d x \quad \forall u, v \in E
$$

to which corresponds the norm $\|u\|:=\sqrt{\langle u, u\rangle}$.
Condition $\left(V_{0}\right)$ implies that the embedding $E \hookrightarrow H^{2}\left(\mathbb{R}^{4}\right)$ is continuos and thus the embedding $E \hookrightarrow L^{p}\left(\mathbb{R}^{4}\right)$ is also continuous for any $p \in[2,+\infty)$. Moreover, exploiting condition ( $V_{1}$ ) and using standard arguments (see [26]), it is easy to prove that the embeddings

$$
E \hookrightarrow \hookrightarrow L^{p}\left(\mathbb{R}^{4}\right) \quad \forall p \in[2,+\infty)
$$

are compact (see Proposition 7.7).
Thus, in the case when $\left(V_{0}\right)$ and $\left(V_{1}\right)$ hold, the lack of compactness due to the unboundedness of the domain $\mathbb{R}^{4}$ is recovered. In this case we obtain the following existence result.

Theorem 7.1. Assume that the potential $V$ satisfies $\left(V_{0}\right),\left(V_{1}\right)$. Assume that the nonlinearity $f$ satisfies $\left(f_{0}\right)-\left(f_{3}\right)$ and
$\left(f_{4}\right) f$ is odd, namely $f(-s)=-f(s)$ for any $s \in \mathbb{R}$, and $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is nondecreasing, namely $f\left(s_{1}\right) \leq f\left(s_{2}\right)$ for any $0<s_{1} \leq s_{2}$.

Then problem (7.1) has a nontrivial solution.
Example 7.2. Let $\alpha_{0}>0$. The functions $f(s)=s\left(e^{\alpha_{0} s^{2}}-1\right)$ and $f(s)=\operatorname{sign}(s)\left(e^{\alpha s^{2}}-1\right)$ satisfy conditions $\left(f_{0}\right)-\left(f_{4}\right)$, for a proof see Proposition 7.17 and Proposition 7.18.

If we require only the potential $V$ to be bounded from below by a positive constant, namely $\left(V_{0}\right)$ holds, then we still have the continuous embedding $E \hookrightarrow L^{p}\left(\mathbb{R}^{4}\right)$ for any $p \in[2,+\infty)$ but these embeddings are not compact. However in the case when the potential $V$ is spherically symmetric, namely
$\left(V_{2}\right) V(x)=V(|x|)$ for any $x \in \mathbb{R}^{4}$,
then the lack of compactness due to the unboundedness of the domain $\mathbb{R}^{4}$ can be overcome by exploiting the spherical symmetry of the problem, obtaining the existence of a nontrivial radial solution.

Theorem 7.3. Assume that the potential $V$ satisfies $\left(V_{0}\right),\left(V_{2}\right)$ and that the nonlinearity $f$ satisfies $\left(f_{0}\right)-\left(f_{3}\right)$. Then problem (7.1) has a nontrivial radial solution.

We point out that if the potential $V$ is constant, i.e.

$$
V(x)=V_{0}>0 \quad \forall x \in \mathbb{R}^{4},
$$

then $\left(V_{0}\right)$ and $\left(V_{2}\right)$ hold. Hence as a particular case we have the following
Corollary 7.4. Let $V_{0}>0$ and assume that $f$ satisfies $\left(f_{0}\right)-\left(f_{3}\right)$. Then the biharmonic problem

$$
\left\{\begin{array}{l}
\Delta^{2} u+V_{0} u=f(u) \quad \text { in } \mathbb{R}^{4} \\
u \in H^{2}\left(\mathbb{R}^{4}\right)
\end{array}\right.
$$

has a nontrivial radial solution.
This Chapter is organized as follows. In Section 7.1 we study the geometric properties of the functional associated to a variational approach to problem (7.1) and in particular we prove that this functional has a mountain pass structure. This leads to consider the minimax level given by the mountain pass theorem of Ambrosetti and Rabinowitz [11]. In order to overcome the difficulties caused by the lack of compactness due to the critical growth of the nonlinearity $f$, in Section 7.2 we introduce tests functions connected with the sharp Adams' inequality (see Theorem 2.1 or inequality (3.1) for easy reference) that will enable us to obtain an upper estimate for the mountain pass level. In this estimate assumption $\left(f_{3}\right)$ will be crucial; we recall that an analogue of $\left(f_{3}\right)$ for bounded domains was introduced in [28] to obtain an existence result for elliptic equations with nonlinearities in the critical growth range in bounded domains of $\mathbb{R}^{2}$. Finally in Section 7.3 we prove Theorem 7.1 and in Section 7.4 we prove Theorem 7.3.

We end this Chapter showing, in Section 7.5, how to adapt these arguments in order to obtain similar results for the following problem

$$
\left\{\begin{array}{l}
\Delta^{2} u-\operatorname{div}(U(x) \nabla u)+V(x) u=f(u) \quad \text { in } \mathbb{R}^{4} \\
u \in H^{2}\left(\mathbb{R}^{4}\right)
\end{array}\right.
$$

under suitable assumptions on $U, V: \mathbb{R}^{4} \rightarrow \mathbb{R}$.

### 7.1. Variational approach

Let $(E,\langle\cdot, \cdot\rangle)$ be the Hilbert space introduced in (7.2) and assume $\left(V_{0}\right)$. The natural functional corresponding to a variational approach of problem (7.1) is

$$
I(u):=\frac{1}{2}\|u\|^{2}-\int_{\mathbb{R}^{4}} F(u) d x \quad \forall u \in E .
$$

If the nonlinear term $f$ satisfies $\left(f_{0}\right)$ and $\left(f_{1}\right)$, then $f(s)=o(s)$ as $s \rightarrow 0$, and for fixed $\alpha>\alpha_{0}, q \geq 1$ and for any $\varepsilon>0$ we have

$$
\begin{equation*}
|f(s)| \leq \varepsilon|s|+C(\alpha, q, \varepsilon)|s|^{q-1}\left(e^{\alpha s^{2}}-1\right) \quad \forall s \in \mathbb{R} \tag{7.3}
\end{equation*}
$$

where $C(\alpha, q, \varepsilon)>0$. Consequently, from $\left(f_{1}\right)$ we obtain easily that for fixed $\alpha>\alpha_{0}$ and for any $\varepsilon>0$

$$
\begin{equation*}
|F(s)| \leq \varepsilon|s|^{2}+C(\alpha, q, \varepsilon)|s|^{q}\left(e^{\alpha s^{2}}-1\right) \quad \forall s \in \mathbb{R} . \tag{7.4}
\end{equation*}
$$

From (7.4) and Remark 3.8 it follows that $F(u) \in L^{1}\left(\mathbb{R}^{4}\right)$ for any $u \in E$ and thus $I: E \rightarrow \mathbb{R}$ is well defined. Furthermore, using (7.3) and standard arguments (see [15], Theorem A.VI), it is easy to prove that $I \in \mathcal{C}^{1}(E, \mathbb{R})$,

$$
I^{\prime}(u) v=\langle u, v\rangle-\int_{\mathbb{R}^{4}} f(u) v d x \quad \forall u, v \in E
$$

The next lemma concerns the behaviour of $I$ near $u=0$.
Lemma 7.5. Assume that the potential $V$ satisfies $\left(V_{0}\right)$ and that the nonlinearity $f$ satisfies $\left(f_{0}\right)$ and $\left(f_{1}\right)$. Then there exist $\varrho, a>0$ such that

$$
I(u) \geq a>0
$$

for any $u \in E$ with $\|u\|=\varrho$.
Proof. Fix $\alpha>\alpha_{0}$ and $q \geq 3$. Using (7.4), we have for any $\varepsilon>0$

$$
\int_{\mathbb{R}^{4}} F(u) d x \leq \varepsilon\|u\|_{2}^{2}+C(\alpha, q, \varepsilon) \int_{\mathbb{R}^{4}}|u|^{q}\left(e^{\alpha u^{2}}-1\right) d x \quad \forall u \in E
$$

Recalling that the embedding $E \hookrightarrow H^{2}\left(\mathbb{R}^{4}\right)$ is continuous, namely there exists a constant $\bar{C}>0$ such that

$$
\|u\|_{H^{2}} \leq \bar{C}\|u\| \quad \forall u \in E
$$

we have that if $\|u\| \leq \frac{1}{\bar{C} \sqrt{\alpha}}$ then $\|u\|_{H^{2}} \leq \frac{1}{\sqrt{\alpha}}$ and applying Lemma 3.9

$$
\int_{\mathbb{R}^{4}} F(u) d x \leq \varepsilon\|u\|_{2}^{2}+\bar{C}(\alpha, q, \varepsilon)\|u\|^{q} \quad \forall u \in E,\|u\| \leq \frac{1}{\tilde{C} \sqrt{\alpha}}
$$

Therefore, for arbitrarily fixed $\varepsilon>0$, we have for any $u \in E$ with $\|u\| \leq \frac{1}{\tilde{C} \sqrt{\alpha}}$

$$
I(u) \geq \frac{1}{2}\|u\|^{2}-\varepsilon\|u\|_{2}^{2}-\bar{C}(\alpha, q, \varepsilon)\|u\|^{q} \geq\left(\frac{1}{2}-\frac{\varepsilon}{V_{0}}\right)\|u\|^{2}-\bar{C}(\alpha, q, \varepsilon)\|u\|^{q}
$$

Let

$$
g(s):=\left(\frac{1}{2}-\frac{\varepsilon}{V_{0}}\right) s^{2}-\bar{C}(\alpha, q, \varepsilon) s^{q}
$$

to complete the proof it suffices to choose $\varepsilon>0$ so small that $g$ achieves its maximum in $0<\varrho \leq \frac{1}{\bar{C} \sqrt{\alpha}}$ and set $a:=g(\varrho)$.

The next lemma concerns with the behaviour of $I$ at infinity.
Lemma 7.6. Assume that the potential $V$ satisfies $\left(V_{0}\right)$ and that the nonlinearity $f$ satisfies $\left(f_{1}\right)$ and $\left(f_{2}\right)$. Then for any $u \in E$

$$
I(t u) \rightarrow-\infty
$$

as $|t| \rightarrow+\infty$.

Proof. As a consequence of $\left(f_{1}\right)$ and $\left(f_{2}\right)$, there exist $C_{1}, C_{2}>0$ such that

$$
F(s) \geq C_{1}|s|^{\mu}-C_{2}|s|^{2} \quad \forall s \in \mathbb{R} .
$$

Therefore for any $u \in E$ we have

$$
I(t u) \leq \frac{1}{2} t^{2}\|u\|^{2}+C_{2} t^{2}\|u\|_{2}^{2}-C_{1}|t|^{\mu}\|u\|_{\mu}^{\mu} \leq\left(\frac{1}{2}+\frac{C_{2}}{V_{0}}\right) t^{2}\|u\|^{2}-C_{1}|t|^{\mu}\|u\|_{\mu}^{\mu} \quad \forall t \in \mathbb{R}
$$

and letting $|t| \rightarrow+\infty$, we obtain that $I(t u) \rightarrow-\infty$.
Under the assumptions $\left(V_{0}\right)$ and $\left(V_{1}\right)$ on the potential $V$, we have the following compact embeddings of the functional space $E$.

Proposition 7.7. Assume ( $V_{0}$ ).
(i) If

$$
\begin{equation*}
\lim _{|s| \rightarrow+\infty} V(x)=+\infty \tag{7.5}
\end{equation*}
$$

then the embedding $E \hookrightarrow \hookrightarrow L^{p}\left(\mathbb{R}^{4}\right)$ is compact for any $p \in[2,+\infty)$.
(ii) If $\frac{1}{V} \in L^{1}\left(\mathbb{R}^{4}\right)$ then the embedding $E \hookrightarrow \hookrightarrow L^{p}\left(\mathbb{R}^{4}\right)$ is compact for any $p \in[1,+\infty)$.

Proof of $(i)$. Recalling that the embedding $E \hookrightarrow H^{2}\left(\mathbb{R}^{4}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{4}\right)$ is continuos for any $p \in[2,+\infty)$, it suffices to prove that $u_{n} \rightarrow 0$ in $L^{2}\left(\mathbb{R}^{4}\right)$ whenever $u_{n} \rightharpoonup 0$ in $E$.

Let $\left\{u_{n}\right\}_{n} \subset E$ be such that $u_{n} \rightharpoonup 0$ in $E$, then $\left\{u_{n}\right\}_{n}$ is bounded in $E$ and there exists a constant $C>0$ such that

$$
\left\|u_{n}\right\|^{2} \leq C \quad \forall n \geq 1
$$

Arbitrarily fixed $\varepsilon>0$, we have to show the existence of $n_{\varepsilon} \geq 1$ such that

$$
\left\|u_{n}\right\|_{2}^{2} \leq \varepsilon \quad \forall n \geq 1
$$

To this aim, we write

$$
\left\|u_{n}\right\|_{2}^{2}=\int_{B_{R}} u_{n}^{2} d x+\int_{\mathbb{R}^{4} \backslash B_{R}} u_{n}^{2} d x \quad \forall n \geq 1
$$

with $R>0$ to be choosen during the proof.
For any $R>0$, we have that $u_{n} \rightarrow 0$ in $L^{2}\left(B_{R}\right)$ and hence, to conclude, it suffices to find an $R>0$ such that

$$
\int_{\mathbb{R}^{4} \backslash B_{R}} u_{n}^{2} d x \leq \frac{\varepsilon}{2} \quad \forall n \geq n_{\varepsilon, R}
$$

for some $n_{\varepsilon, R} \geq 1$. From (7.5), it follows that there exists $R>0$ such that

$$
V(x) \geq \frac{2 C}{\varepsilon} \quad \forall x \in \mathbb{R}^{4} \backslash B_{R}
$$

consequently

$$
\int_{\mathbb{R}^{4} \backslash B_{R}} u_{n}^{2} d x \leq \frac{\varepsilon}{2 C} \int_{\mathbb{R}^{4} \backslash B_{R}} V(x) u_{n}^{2} d x \leq \frac{\varepsilon}{2} \quad \forall n \geq 1
$$

Proof of (ii). Let $\left\{u_{n}\right\}_{n} \subset E$ be such that $u_{n} \rightharpoonup 0$ in $E$ and let $C>0$ be such that

$$
\left\|u_{n}\right\| \leq C \quad \forall n \geq 1
$$

Arguing as in the proof of $(i)$, arbitrarily fixed $\varepsilon>0$, it suffices to prove that there exists $R>0$ such that

$$
\int_{\mathbb{R}^{4} \backslash B_{R}}\left|u_{n}\right| d x \leq \frac{\varepsilon}{2} \quad \forall n \geq n_{\varepsilon, R}
$$

for some $n_{\varepsilon, R} \geq 1$.
Since $\frac{1}{V} \in L^{1}\left(\mathbb{R}^{4}\right)$, we have the existence of $R>0$ such that

$$
\int_{\mathbb{R}^{4} \backslash B_{R}} \frac{1}{V(x)} d x \leq\left(\frac{\varepsilon}{2 C}\right)^{2},
$$

hence, for any $n \geq 1$

$$
\begin{aligned}
\int_{\mathbb{R}^{4} \backslash B_{R}}\left|u_{n}\right| d x & =\int_{\mathbb{R}^{4} \backslash B_{R}} \frac{1}{\sqrt{V(x)}} \sqrt{V(x)}\left|u_{n}\right| d x \leq \\
& \leq\left(\int_{\mathbb{R}^{4} \backslash B_{R}} \frac{1}{V(x)} d x\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}^{4} \backslash B_{R}} V(x) u_{n}^{2} d x\right)^{\frac{1}{2}} \leq \frac{\varepsilon}{2}
\end{aligned}
$$

### 7.2. Estimate of the mountain pass level

In this Section we will assume that the potential $V$ satisfies $\left(V_{0}\right)$ and that the nonlinearity $f$ satisfies $\left(f_{3}\right)$. Furthermore, in order that the functional $I$ has a mountain pass geometry, we will also assume that $\left(f_{0}\right),\left(f_{1}\right)$ and $\left(f_{2}\right)$ hold.

Let

$$
\Gamma:=\{\gamma \in \mathcal{C}([0,1], E) \mid \gamma(0)=0, \gamma(1)=e\}
$$

with $e \in E$ to be chosen, our aim is to obtain a precise upper estimate for the mountain pass level

$$
c:=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} I(\gamma(t)) .
$$

In order to do this we will show the existence of $u_{0} \in E_{\text {rad }}$ such that

$$
\begin{equation*}
\max _{t \geq 0} I\left(t u_{0}\right)<\frac{16 \pi^{2}}{\alpha_{0}} \tag{7.6}
\end{equation*}
$$

and we can notice that this is indeed a maximum in view of Lemma 7.5 and Lemma 7.6. Let $t_{0}>0$ be such that

$$
I\left(t_{0} u_{0}\right)=\max _{t \geq 0} I\left(t u_{0}\right)
$$

and let $t_{1}>t_{0}$ be sufficiently large, so that $I\left(t_{1} u_{0}\right)<0$. Choosing $e:=t_{1} u_{0}$, then we have

$$
c \leq c_{\mathrm{rad}}<\frac{16 \pi^{2}}{\alpha_{0}}
$$

where

$$
c_{\mathrm{rad}}:=\inf _{\gamma \in \Gamma_{\mathrm{rad}}} \max _{t \in[0,1]} I(\gamma(t))
$$

and

$$
\Gamma_{\mathrm{rad}}:=\left\{\gamma \in \mathcal{C}\left([0,1], E_{\mathrm{rad}}\right) \mid \gamma(0)=0, \gamma(1)=e\right\} \subset \Gamma .
$$

In fact, defining the path $\gamma_{0} \in \Gamma_{\text {rad }}$ as

$$
\gamma_{0}:=t \cdot t_{1} u_{0} \quad \forall t \in[0,1],
$$

we get

$$
c_{\mathrm{rad}} \leq \max _{t \in[0,1]} I\left(\gamma_{0}(t)\right)=I\left(t_{0} u_{0}\right)<\frac{16 \pi^{2}}{\alpha_{0}} .
$$

We point out that, to obtain the existence of $u_{0} \in E$ satisfying (7.6), assumption $\left(f_{3}\right)$ will play a crucial role. In particular, $\left(f_{3}\right)$ implies that for any $\varepsilon>0$ there exists $s_{\varepsilon}>0$ such that

$$
\begin{equation*}
s f(s) \geq\left(\beta_{0}-\varepsilon\right) e^{\alpha_{0} s^{2}} \quad \forall s \geq s_{\varepsilon} \tag{7.7}
\end{equation*}
$$

Let $r>1$ be such that

$$
\begin{equation*}
\beta_{0}>\frac{64}{\alpha_{0} r^{4}} \tag{7.8}
\end{equation*}
$$

we introduce the sequence $\left\{\bar{\omega}_{n}\right\}_{n}$, where $\bar{\omega}_{n}$ is defined for any $n \geq 1$ as

$$
\bar{\omega}_{n}(x):= \begin{cases}\sqrt{\frac{\log n}{32 \pi^{2}}}-\frac{|x|^{2}}{\sqrt{8 \pi^{2} \frac{r^{4}}{n} \log n}}+\frac{1}{\sqrt{8 \pi^{2} \log n}} & 0 \leq|x| \leq \frac{r}{\sqrt[4]{n}} \\ \frac{1}{\sqrt{2 \pi^{2} \log n}} \log \frac{r}{|x|} & \frac{r}{4 \sqrt{n}}<|x| \leq r, \\ \eta_{n} & |x| \geq r .\end{cases}
$$

Here $\eta_{n}$ is a smooth compactly supported function satisfying for some $R>r$ independent of $n$

$$
\begin{gathered}
\left.\eta_{n}\right|_{\partial B_{r}}=\left.\eta_{n}\right|_{\partial B_{R}}=0 \\
\left.\frac{\partial \eta_{n}}{\partial \nu}\right|_{\partial B_{r}}=\frac{1}{\sqrt{2 \pi^{2} \log n}},\left.\quad \frac{\partial \eta_{n}}{\partial \nu}\right|_{\partial B_{R}}=0
\end{gathered}
$$

and $\eta_{n},\left|\nabla \eta_{n}\right|, \Delta \eta_{n}$ are all $\mathcal{O}\left(\frac{1}{\sqrt{\log n}}\right)$. For any $n \geq 1$, we have that $\bar{\omega}_{n} \in E$ and easy computations show that

$$
\left\|\bar{\omega}_{n}\right\|_{2}^{2}=\mathcal{O}\left(\frac{1}{\log n}\right), \quad\left\|\nabla \bar{\omega}_{n}\right\|_{2}^{2}=\mathcal{O}\left(\frac{1}{\log n}\right), \quad\left\|\Delta \bar{\omega}_{n}\right\|_{2}^{2}=1+\mathcal{O}\left(\frac{1}{\log n}\right) .
$$

Furthermore $\left\|\bar{\omega}_{n}\right\| \rightarrow 1$ as $n \rightarrow+\infty$. For any $n \geq 1$ we set

$$
\omega_{n}:=\frac{\bar{\omega}_{n}}{\left\|\bar{\omega}_{n}\right\|},
$$

so that $\omega_{n} \in E$ and $\left\|\omega_{n}\right\|=1$.
A version of the next Lemma concerning the case of bounded domains in $\mathbb{R}^{2}$ can be found in [28] (see also [31] for the whole space $\mathbb{R}^{2}$ ) and our proof follows the same type of arguments.

Lemma 7.8. Assume that the potential $V$ satisfies $\left(V_{0}\right)$ and that the nonlinearity $f$ satisfies $\left(f_{0}\right)-\left(f_{3}\right)$. Then there exists $n \geq 1$ such that

$$
\max _{t \geq 0} I\left(t \omega_{n}\right)<\frac{16 \pi^{2}}{\alpha_{0}}
$$

and

$$
c \leq c_{r a d}<\frac{16 \pi^{2}}{\alpha_{0}} .
$$

Proof. We argue by contradiction assuming that

$$
\max _{t \geq 0} I\left(t \omega_{n}\right) \geq \frac{16 \pi^{2}}{\alpha_{0}} \quad \forall n \geq 1
$$

For any $n \geq 1$, let $t_{n}>0$ be such that

$$
I\left(t_{n} \omega_{n}\right)=\max _{t \geq 0} I\left(t \omega_{n}\right) \geq \frac{16 \pi^{2}}{\alpha_{0}},
$$

then, since $\left(f_{1}\right)$ holds and $\left\|\omega_{n}\right\|=1$, we can estimate

$$
\frac{16 \pi^{2}}{\alpha_{0}} \leq I\left(t_{n} \omega_{n}\right)=\frac{1}{2} t_{n}^{2}\left\|\omega_{n}\right\|^{2}-\int_{\mathbb{R}^{4}} F\left(t_{n} \omega_{n}\right) d x \leq \frac{1}{2} t_{n}^{2} .
$$

Hence

$$
\begin{equation*}
t_{n}^{2} \geq \frac{32 \pi^{2}}{\alpha_{0}} \quad \forall n \geq 1 \tag{7.9}
\end{equation*}
$$

At $t=t_{n}$ we have

$$
0=\left.\frac{d}{d t} I\left(t \omega_{n}\right)\right|_{t=t_{n}}=t_{n}-\int_{\mathbb{R}^{4}} f\left(t_{n} \omega_{n}\right) \omega_{n} d x
$$

which implies that

$$
\begin{equation*}
t_{n}^{2}=\int_{\mathbb{R}^{4}} f\left(t_{n} \omega_{n}\right) t_{n} \omega_{n} d x \quad \forall n \geq 1 . \tag{7.10}
\end{equation*}
$$

We claim that $\left\{t_{n}\right\}_{n} \subset \mathbb{R}$ is bounded. In fact, since

$$
\frac{t_{n}}{\left\|\bar{\omega}_{n}\right\|} \sqrt{\frac{\log n}{32 \pi^{2}}} \rightarrow+\infty \quad \text { as } n \rightarrow+\infty
$$

and

$$
t_{n} \omega_{n} \geq \frac{t_{n}}{\left\|\bar{\omega}_{n}\right\|} \sqrt{\frac{\log n}{32 \pi^{2}}} \quad \text { in } B \frac{r}{\frac{1}{\sqrt[4]{n}}}
$$

from (7.7) it follows that for $n$ sufficiently large

$$
\begin{align*}
t_{n}^{2} & \geq \int_{B \frac{1}{\sqrt[4]{n}}} f\left(t_{n} \omega_{n}\right) t_{n} \omega_{n} d x \geq\left(\beta_{0}-\varepsilon\right) \int_{B_{\frac{1}{\sqrt[4]{n}}}^{\sqrt[4]{n}}} e^{\alpha_{0} t_{n}^{2} \omega_{n}^{2}} d x \geq \\
& \geq\left(\beta_{0}-\varepsilon\right) \int_{B_{\frac{1}{\sqrt[4]{n}}}} e^{\alpha_{0} \frac{t_{n}^{2}}{\left\|\omega_{n}\right\|^{2}} \frac{\log n}{32 \pi^{2}}} d x=2 \pi^{2}\left(\beta_{0}-\varepsilon\right) e^{\alpha_{0} \frac{t_{n}^{2}}{\left\|\bar{\omega}_{n}\right\|^{2}} \frac{\log n}{32 \pi^{2}}-\log n} \tag{7.11}
\end{align*}
$$

Consequently

$$
1 \geq 2 \pi^{2}\left(\beta_{0}-\varepsilon\right) e^{\alpha_{0} \frac{t_{n}^{2}}{\left\|\bar{\omega}_{n}\right\|^{2}} \frac{\log n}{32 \pi^{2}}-\log n-\log t_{n}^{2}}
$$

for $n \geq 1$ sufficiently large and $\left\{t_{n}\right\}_{n}$ must be bounded.
We claim that

$$
\lim _{n \rightarrow+\infty} t_{n}^{2}=\frac{32 \pi^{2}}{\alpha_{0}}
$$

Arguing by contradiction, since (7.9) holds, we necessarily have

$$
\lim _{n \rightarrow+\infty} t_{n}^{2}>\frac{32 \pi^{2}}{\alpha_{0}}
$$

Recalling (7.11), for $n \geq 1$ sufficiently large we have

$$
t_{n}^{2} \geq 2 \pi^{2}\left(\beta_{0}-\varepsilon\right) e^{\log n\left(\alpha_{0} \frac{t_{n}^{2}}{\left\|\overline{\omega_{n}}\right\|^{2}} \frac{1}{32 \pi^{2}}-1\right)}
$$

and letting $n \rightarrow+\infty$ we get a contradition with the boundedness of the sequence $\left\{t_{n}\right\}_{n}$.
In order to estimate (7.10) more precisely, we define the sets

$$
A_{n}:=\left\{x \in B_{r} \mid t_{n} \omega_{n} \geq s_{\varepsilon}\right\}, \quad C_{n}:=B_{r} \backslash A_{n}
$$

where $s_{\varepsilon}>0$ is given in (7.7). Using (7.10) and (7.7), we can estimate

$$
\begin{aligned}
t_{n}^{2} & \geq \int_{B_{r}} f\left(t_{n} \omega_{n}\right) t_{n} \omega_{n} d x \geq \\
& \geq\left(\beta_{0}-\varepsilon\right) \int_{B_{r}} e^{\alpha_{0} t_{n}^{2} \omega_{n}^{2}} d x+\int_{C_{n}} f\left(t_{n} \omega_{n}\right) t_{n} \omega_{n} d x-\left(\beta_{0}-\varepsilon\right) \int_{C_{n}} e^{\alpha_{0} t_{n}^{2} \omega_{n}^{2}} d x
\end{aligned}
$$

for any $n \geq 1$. Since $\omega_{n} \rightarrow 0$ a.e in $B_{r}$, from the definition of $C_{n}$ we obtain that the characteristic functions

$$
\chi_{C_{n}} \rightarrow 1 \quad \text { a.e. in } B_{r},
$$

and the Lebesgue dominated convergence theorem implies that

$$
\begin{gathered}
\int_{C_{n}} f\left(t_{n} \omega_{n}\right) t_{n} \omega_{n} d x \rightarrow 0, \\
\int_{C_{n}} e^{\alpha_{0} t_{n}^{2} \omega_{n}^{2}} d x \rightarrow \frac{\pi^{2}}{2} r^{4}
\end{gathered}
$$

as $n \rightarrow+\infty$. If we prove that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \int_{B_{r}} e^{\alpha_{0} t_{n}^{2} \omega_{n}^{2}} d x \geq \pi^{2} r^{4} \tag{7.12}
\end{equation*}
$$

then

$$
\frac{32 \pi^{2}}{\alpha_{0}}=\lim _{n \rightarrow+\infty} t_{n}^{2} \geq\left(\beta_{0}-\varepsilon\right) \frac{\pi^{2}}{2} r^{4}
$$

Since the choice of $\varepsilon>0$ is arbitrary, we can let $\varepsilon \rightarrow 0$ obtaining that

$$
\frac{32 \pi^{2}}{\alpha_{0}} \geq \beta_{0} \frac{\pi^{2}}{2} r^{4}
$$

which is in contradiction with (7.8). Therefore to end the proof it remains only to show that (7.12) holds. From (7.9) it follows that
and, making the change of variable

$$
\tau=\frac{1}{\left\|\bar{\omega}_{n}\right\| \log n} \log \frac{r}{s}
$$

we obtain that

$$
\int_{B_{r}} e^{\alpha_{0} t_{n}^{2} \omega_{n}^{2}} d x \geq 2 \pi^{2} r^{4}\left\|\bar{\omega}_{n}\right\| \log n \int_{0}^{\frac{1}{4\left\|\bar{\omega}_{n}\right\|}} e^{\log n\left(16 \tau^{2}-4\left\|\bar{\omega}_{n}\right\| \tau\right)} d \tau
$$

Now, using the following estimates from below

$$
16 \tau^{2}-4\left\|\bar{\omega}_{n}\right\| \tau \geq \begin{cases}-4\left\|\bar{\omega}_{n}\right\| \tau & 0 \leq \tau \leq \frac{1}{8\left\|\bar{\omega}_{n}\right\|}, \\ \left(\frac{2}{\left\|\bar{\omega}_{n}\right\|}-\left\|\bar{\omega}_{n}\right\|\right)\left(4 \tau-\frac{1}{\left\|\bar{\omega}_{n}\right\|}\right)+\frac{1}{\left\|\bar{\omega}_{n}\right\|^{2}}-1 & \frac{1}{8\left\|\bar{\omega}_{n}\right\|} \leq \tau \leq \frac{1}{4\left\|\bar{\omega}_{n}\right\|},\end{cases}
$$

it easy to see that (7.12) holds.

### 7.3. Proof of Theorem 7.1

In this Section we assume that the potential $V$ is bounded from below by a positive constant and is large at infinity, namely that $V$ satifies $\left(V_{0}\right)$ and $\left(V_{1}\right)$. Furthermore we assume that the nonlinear term $f$ satifies $\left(f_{0}\right)-\left(f_{4}\right)$.

To prove Theorem 7.1 we will follow the ideas introduced in [28] to treat elliptic equations in $\mathbb{R}^{2}$ with nonlinearities in the critical growth range. In particular we will apply the well known mountain-pass theorem of Ambrosetti and Rabinowitz
Theorem 7.9 ([11]). Let $E$ be a Hilbert space and let $I \in \mathcal{C}^{1}(E, \mathbb{R})$ be a functional such that $I(0)=0$. We assume that:
( $I_{1}$ ) there exist $\varrho, a>0$ such that $I(u) \geq a>0$ for any $u \in E$ with $\|u\|=\varrho$,
$\left(I_{2}\right)$ there exists $e \in E$ with $\|e\|>\varrho$ and $I(e)<0$.
If I satisfies the Palais-Smale condition at the level $c$, where $c$ is the mountain pass level

$$
c:=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} I(\gamma(t))
$$

and

$$
\Gamma:=\{\gamma \in \mathcal{C}([0,1], E) \mid \gamma(0)=0, \gamma(1)=e\}
$$

then $c$ is a critical value of $I$.

We recall that $I$ satisfies the Palais-Smale condition at a level $b \in \mathbb{R},(P S)_{b}$ for short, if any sequence $\left\{u_{n}\right\}_{n} \subset E$ such that

$$
\begin{equation*}
I\left(u_{n}\right) \rightarrow b \tag{7.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\left\langle u_{n}, v\right\rangle-\int_{\mathbb{R}^{4}} f\left(u_{n}\right) v d x\right| \leq \varepsilon_{n}\|v\| \quad \forall v \in E, \tag{7.14}
\end{equation*}
$$

where $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow+\infty$, admits a strongly convergent subsequence. We will say that a sequence $\left\{u_{n}\right\}_{n} \subset E$ satisfying (7.13) and (7.14) is a $(P S)_{b}$-sequence or $(P S)$-sequence.

We have already proved in Section 7.1 that $I: E \rightarrow \mathbb{R}$, under our assumptions, is a $\mathcal{C}^{1}$-functional which behaves like a mountain pass, namely $I$ satisfies $\left(I_{1}\right)$ and $\left(I_{2}\right)$ (see Lemma 7.5 and Lemma 7.6). Therefore, in order to apply the mountain-pass theorem of Ambrosetti and Rabinowitz, we have to show that the functional $I$ satisfies $(P S)_{c}$. Since we deal with a critical nonlinearity, the functional $I$ satisfies the Palais-Smale condition only at certain levels, and the main difficulty is to guarantee that the mountain pass level $c$ is inside the Palais-Smale region. We know from Lemma 7.8 that $c<\frac{16 \pi^{2}}{\alpha_{0}}$ and thus if we prove that $I$ satisfies $(P S)_{b}$ for any $-\infty<b<\frac{16 \pi^{2}}{\alpha_{0}}$ then we can conclude that $(P S)_{c}$ holds. The rest of this Section is therefore devoted to the proof of the following

Proposition 7.10. Assume that the potential $V$ satisfies $\left(V_{0}\right),\left(V_{1}\right)$. Furthermore assume $\left(f_{0}\right)-\left(f_{2}\right)$ and $\left(f_{4}\right)$. Then I satifies $(P S)_{b}$ for all

$$
b \in\left(-\infty, \frac{16 \pi^{2}}{\alpha_{0}}\right)
$$

We first study some properties of $(P S)$-sequences that will be useful in the proof of Proposition 7.10.

Lemma 7.11. Assume $\left(V_{0}\right)$ and $\left(f_{1}\right)$. If $\left\{u_{n}\right\}_{n} \subset E$ is a $(P S)$-sequence then for any $n \geq 1$

$$
\left\|u_{n}\right\| \leq C, \quad \int_{\mathbb{R}^{4}} f\left(u_{n}\right) u_{n} d x \leq C \quad \text { and } \quad \int_{\mathbb{R}^{4}} F\left(u_{n}\right) d x \leq C
$$

where $C>0$ is a constant independent of $n$.
Proof. Let $\left\{u_{n}\right\}_{n} \subset E$ be a $(P S)$-sequence. Since (7.13) implies that $\left\{I\left(u_{n}\right)\right\}_{n} \subset \mathbb{R}$ is bounded, there exists a constant $C>0$ such that

$$
\frac{1}{2}\|u\|^{2} \leq C+\int_{\mathbb{R}^{4}} F\left(u_{n}\right) d x \quad \forall n \geq 1
$$

From $\left(f_{1}\right)$ it follows that

$$
\begin{equation*}
\int_{\mathbb{R}^{4}} F\left(u_{n}\right) d x \leq \frac{1}{\mu} \int_{\mathbb{R}^{4}} f\left(u_{n}\right) u_{n} d x \tag{7.15}
\end{equation*}
$$

and, using (7.14) with $v=u_{n}$, we obtain

$$
\begin{equation*}
\int_{\mathbb{R}^{4}} f\left(u_{n}\right) u_{n} d x \leq \varepsilon_{n}\left\|u_{n}\right\|+\left\|u_{n}\right\|^{2} \quad \forall n \geq 1 . \tag{7.16}
\end{equation*}
$$

Therefore

$$
\frac{1}{2}\left\|u_{n}\right\|^{2} \leq C+\frac{\varepsilon_{n}}{\mu}\left\|u_{n}\right\|+\frac{1}{\mu}\left\|u_{n}\right\|^{2} \quad \forall n \geq 1
$$

and, since $\mu>2$,

$$
0 \leq\left(\frac{1}{2}-\frac{1}{\mu}\right)\left\|u_{n}\right\|^{2} \leq C+\frac{\varepsilon_{n}}{\mu}\left\|u_{n}\right\| \quad \forall n \geq 1
$$

from which we deduce that $\left\{u_{n}\right\}_{n}$ must be bounded in $E$.
Using the boundedness of $\left\{u_{n}\right\}_{n}$ in $E$ together with inequalities (7.15) and (7.16) we obtain the desired inequalities.

Assuming also $\left(V_{1}\right)$, we can notice that from Lemma 7.11 it follows that, given a $(P S)$ sequence $\left\{u_{n}\right\}_{n} \subset E$, we can always consider a subsequence denoted again by $\left\{u_{n}\right\}_{n}$ such that

$$
\begin{array}{llll}
u_{n} \rightharpoonup u & \text { in } & E & \\
u_{n} \rightarrow u & \text { in } & L^{p}\left(\mathbb{R}^{4}\right) & \forall p \in[2,+\infty) \\
u_{n} \rightarrow u & \text { a.e. in } & \mathbb{R}^{4} &
\end{array}
$$

where $u \in E$ and the strong convergence in $L^{p}\left(\mathbb{R}^{4}\right)$ for any $p \in[2,+\infty)$ is a consequence of the fact that under the assumptions $\left(V_{0}\right)$ and $\left(V_{1}\right)$ on the potential $V$ the embedding

$$
E \hookrightarrow \hookrightarrow L^{p}\left(\mathbb{R}^{4}\right)
$$

is compact for any $p \in[2,+\infty)$, see Proposition 7.7.
Assumption $\left(f_{4}\right)$ together with $\left(f_{1}\right)$ will enable us to reduce the following convergence result to the radial case.

Lemma 7.12. Assume that the potential $V$ satisfies $\left(V_{0}\right)$ and $\left(V_{1}\right)$. Furthermore assume $\left(f_{0}\right)-\left(f_{2}\right)$ and $\left(f_{4}\right)$. If $\left\{u_{n}\right\}_{n} \subset E$ is a $(P S)$-sequence and $u \in E$ is its weak limit, then

$$
\int_{\mathbb{R}^{4}} F\left(u_{n}\right) d x \rightarrow \int_{\mathbb{R}^{4}} F(u) d x
$$

up to subsequences.
Proof. Let $\left\{u_{n}\right\}_{n} \subset E$ be a $(P S)$-sequence and let $u \in E$ be its weak limit. We consider the sequence $\left\{u_{n}^{*}\right\}_{n}$ where $v *$ denotes the spherically symmetric decreasing rearrangement of $v \in E$. From $\left(f_{1}\right)$ and $\left(f_{4}\right)$ it follows that

$$
\int_{\mathbb{R}^{4}} F\left(u_{n}\right) d x=\int_{\mathbb{R}^{4}} F\left(u_{n}^{*}\right) d x \quad \forall n \geq 1, \quad \int_{\mathbb{R}^{4}} F(u) d x=\int_{\mathbb{R}^{4}} F\left(u^{*}\right) d x
$$

and to end the proof it suffices to show that

$$
\begin{equation*}
\int_{\mathbb{R}^{4}} F\left(u_{n}^{*}\right) d x \rightarrow \int_{\mathbb{R}^{4}} F\left(u^{*}\right) d x . \tag{7.17}
\end{equation*}
$$

Before proceeding with the proof we remark some properties of the sequence $\left\{u_{n}^{*}\right\}_{n}$. We have that $u_{n} \rightarrow u$ in $L^{2}\left(\mathbb{R}^{4}\right)$ and thus $\left|u_{n}\right| \rightarrow|u|$ in $L^{2}\left(\mathbb{R}^{4}\right)$; since the rearrangement is non-expansive on $L^{2}\left(\mathbb{R}^{4}\right)$ (see [45], Chapter 3, Section 3.4), namely

$$
\left\|u_{n}^{*}-u^{*}\right\|_{2} \leq\left\|\left|u_{n}\right|-|u|\right\|_{2} \quad \forall n \geq 1,
$$

we deduce that

$$
u_{n}^{*} \rightarrow u^{*} \quad \text { in } L^{2}\left(\mathbb{R}^{4}\right) .
$$

Furthermore, since

$$
\left\|\nabla u_{n}^{*}\right\|_{2} \leq\left\|\nabla u_{n}\right\|_{2}
$$

we have that $\left\{u_{n}^{*}\right\}_{n}$ is bounded in $H_{0}^{1}\left(\mathbb{R}^{4}\right)$.
We divide the proof of (7.17) into several steps.
Step 1. We claim that

$$
\begin{equation*}
f\left(u_{n}^{*}\right) \rightarrow f\left(u^{*}\right) \quad \text { in } L^{1}\left(B_{R}\right) \tag{7.18}
\end{equation*}
$$

for any $R>0$. Fixed $R>0$, to prove (7.18), the idea is to apply [28], Lemma 2.1. We can notice that, since $u_{n}^{*} \rightarrow u^{*}$ in $L^{2}\left(\mathbb{R}^{4}\right)$, we have that $u_{n}^{*} \rightarrow u^{*}$ in $L^{1}\left(B_{R}\right)$. Furthermore, from $\left(f_{4}\right)$ it follows that

$$
\begin{equation*}
\int_{B_{R}} f\left(u_{n}^{*}\right) u_{n}^{*} d x \leq \int_{\mathbb{R}^{4}} f\left(u_{n}^{*}\right) u_{n}^{*} d x=\int_{\mathbb{R}^{4}} f\left(u_{n}\right) u_{n} d x \quad \forall n \geq 1 \tag{7.19}
\end{equation*}
$$

and Lemma 7.11 leads to

$$
\int_{B_{R}} f\left(u_{n}^{*}\right) u_{n}^{*} d x \leq C \quad \forall n \geq 1
$$

This last inequality together with the boundedness of the domain $B_{R} \subset \mathbb{R}^{4}$ ensures that $f\left(u_{n}^{*}\right)$ and $f\left(u^{*}\right)$ are in $L^{1}\left(B_{R}\right)$; hence the assumptions of [28], Lemma 2.1 are satisfied and the claim (7.18) follows.

Step 2. From (7.18), we deduce that for any $R>0$

$$
\begin{equation*}
\int_{B_{R}} F\left(u_{n}^{*}\right) d x \rightarrow \int_{B_{R}} F\left(u^{*}\right) d x . \tag{7.20}
\end{equation*}
$$

Indeed $\left(f_{2}\right)$ leads to

$$
0<F\left(u_{n}^{*}\right) \leq M_{0}\left|f\left(u_{n}^{*}\right)\right| \quad \text { a.e. in }\left\{x \in \mathbb{R}^{4} \mid u_{n}^{*} \geq s_{0}\right\}
$$

and $\left(f_{1}\right)$ leads to

$$
0 \leq F\left(u_{n}^{*}\right) \leq \frac{s_{0}}{\mu}\left|f\left(u_{n}^{*}\right)\right| \quad \text { a.e. in }\left\{x \in \mathbb{R}^{4} \mid u_{n}^{*}<s_{0}\right\}
$$

and hence, applying the generalized Lebesgue dominated convergence theorem (see [60], Chapter 4, Theorem 4.17), we can conclude that (7.20) holds for any $R>0$.

Step 3. For any $\varepsilon>0$ there exists $R>1$ such that

$$
\begin{equation*}
\left|\int_{\mathbb{R}^{4} \backslash B_{R}}\left[F\left(u_{n}^{*}\right)-F\left(u^{*}\right)\right] d x\right| \leq \varepsilon \quad \forall n \geq 1 \tag{7.21}
\end{equation*}
$$

Let $R>1$ arbitrarily fixed. Since (7.4) holds, we have the existence of $C_{1}, C_{2}>0$ such that

$$
\int_{\mathbb{R}^{4} \backslash B_{R}} F\left(u_{n}^{*}\right) d x \leq C_{1} \int_{\mathbb{R}^{4} \backslash B_{R}}\left(u_{n}^{*}\right)^{2} d x+C_{2} \int_{\mathbb{R}^{4} \backslash B_{R}} u_{n}^{*}\left(e^{\alpha\left(u_{n}^{*}\right)^{2}}-1\right) d x \quad \forall n \geq 1
$$

Using the power series expansion of the exponential function and estimating the single terms with the radial lemma (3.8), we get for any $n \geq 1$

$$
\begin{aligned}
\int_{\mathbb{R}^{4} \backslash B_{R}} u_{n}^{*}\left(e^{\alpha\left(u_{n}^{*}\right)^{2}}-1\right) d x & =\sum_{j=1}^{+\infty} \frac{\alpha^{j}}{j!} \int_{\mathbb{R}^{4} \backslash B_{R}}\left(u_{n}^{*}\right)^{2 j+1} d x \leq \\
& \leq 2 \pi^{2} \sum_{j=1}^{+\infty} \frac{\alpha^{j}}{j!}\left(\frac{1}{2 \pi^{2}}\right)^{j+\frac{1}{2}}\left\|u_{n}\right\|_{H_{1}}^{2 j+1} \frac{R^{\frac{3}{2}-3 j}}{3 j-\frac{3}{2}} \leq \\
& \leq \frac{\sqrt{2 \pi^{2}}}{R}\left\|u_{n}\right\|_{H_{1}} \sum_{j=1}^{+\infty} \frac{1}{j!}\left(\frac{\alpha\left\|u_{n}\right\|_{H^{1}}^{2}}{2 \pi^{2}}\right)^{j} \leq \\
& \leq \frac{\sqrt{2 \pi^{2}}}{R}\left\|u_{n}\right\|_{H^{1}} \frac{\frac{\alpha}{2 \pi^{2}}\left\|u_{n}\right\|_{H^{1}}^{2}}{} .
\end{aligned}
$$

Therefore

$$
\int_{\mathbb{R}^{4} \backslash B_{R}} F\left(u_{n}^{*}\right) d x \leq C_{1} \int_{\mathbb{R}^{4} \backslash B_{R}}\left(u_{n}^{*}\right)^{2} d x+\frac{C_{3}}{R} \quad \forall n \geq 1,
$$

where $C_{3}>0$ is a constant independent of $n$ and $R$, provided that $R>1$. Since $u_{n}^{*} \rightarrow u^{*}$ in $L^{2}\left(\mathbb{R}^{4}\right)$, for any $\varepsilon>0$ there exists $R>1$ such that

$$
C_{1} \int_{\mathbb{R}^{4} \backslash B_{R}}\left(u_{n}^{*}\right)^{2} d x \leq \frac{\varepsilon}{3}
$$

and moreover

$$
\frac{C_{3}}{R} \leq \frac{\varepsilon}{3}, \quad \int_{\mathbb{R}^{4} \backslash B_{R}} F\left(u^{*}\right) d x \leq \frac{\varepsilon}{3} .
$$

In conclusion, for any $\varepsilon>0$ we have the existence of $R>1$ such that

$$
\left|\int_{\mathbb{R}^{4} \backslash B_{R}}\left[F\left(u_{n}^{*}\right)-F\left(u^{*}\right)\right] d x\right| \leq \int_{\mathbb{R}^{4} \backslash B_{R}} F\left(u_{n}^{*}\right) d x+\int_{\mathbb{R}^{4} \backslash B_{R}} F\left(u^{*}\right) d x \leq \varepsilon \quad \forall n \geq 1
$$

which is (7.21).
Step 4. Combining (7.20) and (7.21) we get

$$
\lim _{n \rightarrow+\infty}\left|\int_{\mathbb{R}^{4}}\left[F\left(u_{n}^{*}\right)-F\left(u^{*}\right)\right] d x\right| \leq \varepsilon \quad \forall \varepsilon>0
$$

and letting $\varepsilon \rightarrow 0$ we obtain (7.17).

Arguing as in Step 1 of the proof of Lemma 7.12, it is easy to see that given a $(P S)$ sequence $\left\{u_{n}\right\}_{n} \subset E$

$$
f\left(u_{n}\right) \rightarrow f(u) \quad \text { in } L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{4}\right) .
$$

We can now give a proof of Proposition 7.10.
Proof of Proposition 7.10. Fix $-\infty<b<\frac{16 \pi^{2}}{\alpha_{0}}$. Let $\left\{u_{n}\right\}_{n} \subset E$ be a $(P S)_{b}$-sequence and let $u \in E$ be its weak limit, we have to prove that $u_{n} \rightarrow u$ in $E$. Here and below the convergence has to be understood up to subsequences.

We deduce, from (7.13) and Lemma 7.12, that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty}\left\|u_{n}\right\|^{2}=2\left(b+\int_{\mathbb{R}^{4}} F(u) d x\right) \tag{7.22}
\end{equation*}
$$

and, from (7.14), that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \int_{\mathbb{R}^{4}} f\left(u_{n}\right) u_{n} d x=\lim _{n \rightarrow+\infty}\left\|u_{n}\right\|^{2} \tag{7.23}
\end{equation*}
$$

Combining (7.13), (7.23) and $\left(f_{1}\right)$, we have that $b \geq 0$.
Recalling that $u_{n} \rightharpoonup u$ in $E$ and $f\left(u_{n}\right) \rightarrow f(u)$ in $L_{\text {loc }}^{1}\left(\mathbb{R}^{4}\right)$, from (7.14) we also deduce that $u$ is a weak solution of (7.1), namely

$$
\langle u, v\rangle-\int_{\mathbb{R}^{4}} f(u) v d x=0 \quad \forall v \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{4}\right),
$$

and this in particular implies that

$$
I(u)=\frac{1}{2} \int_{\mathbb{R}^{4}} f(u) u d x-\int_{\mathbb{R}^{4}} F(u) d x \geq 0
$$

Now we distinguish three cases.
Case 1: $b=0$. Using (7.22) with $b=0$

$$
0 \leq I(u) \leq \frac{1}{2} \liminf _{n \rightarrow+\infty}\left\|u_{n}\right\|^{2}-\int_{\mathbb{R}^{4}} F(u) d x=0
$$

consequently $I(u)=0$. This together with (7.22) implies that $\left\|u_{n}\right\| \rightarrow\|u\|$ as $n \rightarrow+\infty$ and thus $u_{n} \rightarrow u$ in $E$.

Case 2: $b \neq 0$ and $u=0$. We will prove that this case cannot happen. We show below that

$$
\begin{equation*}
\mathcal{I}_{n}:=\int_{\mathbb{R}^{4}} f\left(u_{n}\right) u_{n} d x \rightarrow 0 \tag{7.24}
\end{equation*}
$$

as $n \rightarrow+\infty$. Using (7.14) with $v=u_{n}$ and the boundedness of $\left\{u_{n}\right\}_{n}$ in $E$, we get

$$
\left\|u_{n}\right\|^{2} \leq C \varepsilon_{n}+\int_{\mathbb{R}^{4}} f\left(u_{n}\right) u_{n} d x=C \varepsilon_{n}+\mathcal{I}_{n} \quad \forall n \geq 1
$$

from which we deduce that $\left\|u_{n}\right\|^{2} \rightarrow 0$ as $n \rightarrow+\infty$. On the other hand, from (7.22) it follows that $\left\|u_{n}\right\|^{2} \rightarrow 2 b \neq 0$ as $n \rightarrow+\infty$ which is a contradiction.

Therefore it remains to prove that (7.24) holds. Let $\alpha>\alpha_{0}$ and $q \geq 1$, using (7.3) and again the boundedness of $\left\{u_{n}\right\}_{n}$ in $E$, for any $\varepsilon>0$ we have

$$
\mathcal{I}_{n} \leq C_{1} \varepsilon+C(\alpha, q, \varepsilon) \int_{\mathbb{R}^{4}}\left|u_{n}\right|^{q}\left(e^{\alpha u_{n}^{2}}-1\right) d x \quad \forall n \geq 1
$$

and the proof of (7.24) reduces to show the existence of $\alpha>\alpha_{0}$ and $q \geq 1$ such that

$$
\mathcal{J}_{n}:=\int_{\mathbb{R}^{4}}\left|u_{n}\right|^{q}\left(e^{\alpha u_{n}^{2}}-1\right) d x \rightarrow 0
$$

as $n \rightarrow+\infty$. We estimate $\mathcal{J}_{n}$ applying Hölder's inequality with $1<p, p^{\prime}<+\infty, \frac{1}{p}+\frac{1}{p^{\prime}}=1$ to get

$$
\mathcal{J}_{n} \leq C_{\beta}\left\|u_{n}\right\|_{q p^{\prime}}^{q}\left(\int_{\mathbb{R}^{4}}\left(e^{\alpha \beta u_{n}^{2}}-1\right) d x\right)^{\frac{1}{p}} \quad \forall n \geq 1
$$

for any $\beta>p$.
We can notice that with a suitable choice of $\alpha>\alpha_{0}$ and $\beta>p>1$ we have that

$$
\begin{equation*}
\sup _{n} \int_{\mathbb{R}^{4}}\left(e^{\alpha \beta u_{n}^{2}}-1\right) d x<+\infty . \tag{7.25}
\end{equation*}
$$

In fact, in view of the Adams-type inequality (3.1) (see also Theorem 2.1), we have that (7.25) holds provided that

$$
\alpha \beta\left\|u_{n}\right\|_{H^{2}}^{2} \leq 32 \pi^{2}
$$

for any $n$ sufficiently large. Since $u_{n} \rightarrow 0$ in $L^{2}\left(\mathbb{R}^{4}\right)$ and $\left\|\Delta u_{n}\right\|_{2} \leq C$ for any $n \geq 1$, using the interpolation inequality

$$
\left\|\nabla u_{n}\right\|_{2}^{2} \leq \tilde{C}\left\|\Delta u_{n}\right\|_{2}\left\|u_{n}\right\|_{2} \quad \forall n \geq 1
$$

where $\tilde{C}>0$ is a constant independent of $n$, we can notice that

$$
\lim _{n \rightarrow+\infty}\left\|u_{n}\right\|_{H^{2}}^{2}=\lim _{n}\left\|\Delta u_{n}\right\|_{2}^{2} \leq \lim _{n \rightarrow+\infty}\left\|u_{n}\right\|^{2} .
$$

Furthermore, recalling that $b<\frac{16 \pi^{2}}{\alpha_{0}}$, from (7.13) we deduce that

$$
\lim _{n \rightarrow+\infty}\left\|u_{n}\right\|_{H^{2}}^{2} \leq 2 b<\frac{32 \pi^{2}}{\alpha_{0}}
$$

and there exists $\varepsilon>0$ such that

$$
\left\|u_{n}\right\|_{H^{2}}^{2} \leq 2 b+\varepsilon<\frac{32 \pi^{2}}{\alpha_{0}} \quad \forall n \geq n_{\varepsilon}
$$

with $n_{\varepsilon}>0$ sufficiently large. Therefore choosing $\alpha>\alpha_{0}$ sufficiently close to $\alpha_{0}$ and $p>1$ sufficiently close to 1 , so that also $\beta>p$ can be choosen sufficiently close to 1 , we have that

$$
\left\|u_{n}\right\|_{H^{2}}^{2} \leq \frac{32 \pi^{2}}{\alpha \beta} \quad \forall n \geq n_{\varepsilon}
$$

and (7.25) holds.
Finally, since $q p^{\prime}>q$, choosing $q \geq 2$ we have that $u_{n} \rightarrow 0$ in $L^{q p^{\prime}}\left(\mathbb{R}^{4}\right)$ and $\mathcal{J}_{n} \rightarrow 0$ as $n \rightarrow+\infty$.

CASE 3: $b \neq 0$ AND $u \neq 0$. We claim that $I(u)=b$. If this is the case, from (7.22) we deduce that

$$
\lim _{n \rightarrow+\infty}\left\|u_{n}\right\|^{2}=2\left(I(u)+\int_{\mathbb{R}^{4}} F(u) d x\right)=\|u\|^{2}
$$

which implies that $u_{n} \rightarrow u$ in $E$. Therefore we have to prove that $I(u)=b$.
We argue by contradiction assuming that $I(u) \neq b$. As a consequence of (7.22) and the weak convergence $u_{n} \rightharpoonup u$ in $E$, we have

$$
I(u) \leq \frac{1}{2} \liminf _{n \rightarrow+\infty}\left\|u_{n}\right\|^{2}-\int_{\mathbb{R}^{4}} F(u) d x=b .
$$

Consequently, we have necessarily that $I(u)<b$ and thus

$$
\|u\|^{2}<2\left(b+\int_{\mathbb{R}^{4}} F(u) d x\right) .
$$

We can notice that if we prove that $u_{n} \rightarrow u$ in $E$ then we get a contradiction with (7.22) and we can conclude that $I(u)=b$.

To this aim we let

$$
\begin{equation*}
v:=\frac{u}{\sqrt{2\left(b+\int_{\mathbb{R}^{4}} F(u) d x\right)}} \quad \text { and } \quad v_{n}:=\frac{u_{n}}{\left\|u_{n}\right\|} \quad \forall n \geq 1, \tag{7.26}
\end{equation*}
$$

so that $v_{n} \rightharpoonup v$ in $E,\left\|v_{n}\right\|=1$ for any $n \geq 1$ and $\|v\|<1$. Recalling that the embedding $E \hookrightarrow L^{2}\left(\mathbb{R}^{4}\right)$ is compact, we can apply Lemma 3.4 obtaining that

$$
\begin{equation*}
\sup _{n} \int_{\mathbb{R}^{4}}\left(e^{p v_{n}^{2}}-1\right) d x<+\infty \quad \forall p \in\left(0, \frac{32 \pi^{2}}{1-\|v\|^{2}}\right) \tag{7.27}
\end{equation*}
$$

Since $u_{n} \rightharpoonup u$ in $E$, in order to prove that $u_{n} \rightarrow u$ in $E$, it suffices to show that

$$
\left\langle u_{n}, u_{n}-u\right\rangle \rightarrow 0
$$

as $n \rightarrow+\infty$, and this is indeed the case if

$$
\begin{equation*}
\mathcal{I}_{n}:=\int_{\mathbb{R}^{4}} f\left(u_{n}\right)\left(u_{n}-u\right) d x \rightarrow 0 \tag{7.28}
\end{equation*}
$$

as $n \rightarrow+\infty$. Arguing as in Case 2, we can reduce the proof of (7.28) to show the existence of $\alpha>\alpha_{0}$ and $q \geq 1$ such that

$$
\mathcal{J}_{n}:=\int_{\mathbb{R}^{4}}\left|u_{n}\right|^{q-1}\left|u_{n}-u\right|\left(e^{\alpha u_{n}^{2}}-1\right) d x \rightarrow 0
$$

as $n \rightarrow+\infty$. Applying Hölder's inequality with $1<p, p^{\prime}<+\infty, \frac{1}{p}+\frac{1}{p^{\prime}}=1$, we get

$$
\mathcal{J}_{n} \leq C_{\beta}\left\|\left(\left|u_{n}\right|^{q-1}\left|u_{n}-u\right|\right)\right\|_{p^{\prime}}\left(\int_{\mathbb{R}^{4}}\left(e^{\alpha \beta u_{n}^{2}}-1\right) d x\right)^{\frac{1}{p}}
$$

for any $\beta>p$.
From (2.19), it follows that

$$
\sup _{n} \int_{\mathbb{R}^{4}}\left(e^{\alpha \beta u_{n}^{2}}-1\right) d x=\sup _{n} \int_{\mathbb{R}^{4}}\left(e^{\alpha \beta\left\|u_{n}\right\|^{2} v_{n}^{2}}-1\right) d x<+\infty
$$

provided that $\alpha>\alpha_{0}, p>1$ and $\beta>p$ can be chosen so that

$$
\begin{equation*}
\alpha \beta\left\|u_{n}\right\|^{2}<\frac{32 \pi^{2}}{1-\|v\|^{2}}=32 \pi^{2} \frac{b+\int_{\mathbb{R}^{4}} F(u) d x}{b-I(u)} \tag{7.29}
\end{equation*}
$$

at least for any $n \geq 1$ sufficiently large. From (7.13), we deduce that if

$$
\begin{equation*}
2 \alpha \beta<\frac{32 \pi^{2}}{b-I(u)} \tag{7.30}
\end{equation*}
$$

then (7.29) holds. Since $I(u) \geq 0$ and $b<\frac{16 \pi^{2}}{\alpha_{0}}$, there exists $\alpha>\alpha_{0}$ such that

$$
\alpha<\frac{16 \pi^{2}}{b-I(u)}
$$

and choosing $p>1$ sufficiently close to 1 , so that also $\beta>p$ can be chosen sufficiently close to 1 , we obtain (7.30).

Therefore with this choice of $\alpha>\alpha_{0}$ and $\beta>p>1$, we have

$$
\mathcal{J}_{n} \leq \bar{C}_{\beta}\left\|\left(\left|u_{n}\right|^{q-1}\left|u_{n}-u\right|\right)\right\|_{p^{\prime}} \leq \bar{C}_{\beta}\left\|u_{n}\right\|_{(q-1) p^{\prime} \sigma^{\prime}}^{q-1}\left\|u_{n}-u\right\|_{p^{\prime} \sigma}
$$

as a consequence of Hölder's inequality with $1<\sigma, \sigma^{\prime}<+\infty$ and $\frac{1}{\sigma}+\frac{1}{\sigma^{\prime}}=1$. Now, since $(q-1) p^{\prime} \sigma^{\prime}>q-1$ and $p^{\prime} \sigma>\sigma$, choosing $q \geq 3$ and $\sigma \geq 2$ we have that $\left\{u_{n}\right\}_{n}$ is bounded in $L^{(q-1) p^{\prime} \sigma^{\prime}}\left(\mathbb{R}^{4}\right)$ and $u_{n} \rightarrow u$ in $L^{p^{\prime} \sigma}\left(\mathbb{R}^{4}\right)$, hence $\mathcal{J}_{n} \rightarrow 0$ as $n \rightarrow+\infty$.

### 7.4. Proof of Theorem 7.3

In this Section we assume that the potential $V$ is spherically symmetric and bounded from below by a positive constant, namely that $\left(V_{0}\right)$ and $\left(V_{2}\right)$ hold. Furthermore we assume that the nonlinearity $f$ satisfies $\left(f_{0}\right)-\left(f_{3}\right)$.

As proved in Section 7.1, we recall that $I \in \mathcal{C}^{1}(E, \mathbb{R})$. Moreover Lemma 7.5 and Lemma 7.6 hold, consequently $I$ has a mountain pass geometry.

Since $\left(V_{2}\right)$ holds, as a consequence of the principle of symmetric criticality of Palais [55], any critical point of the restriction $\left.I\right|_{E_{\mathrm{rad}}}$ is a critical point of $I$ too and the proof of Theorem 7.3 reduces to show that $\left.I\right|_{E_{\mathrm{rad}}}$ satisfies the assumptions of the mountain pass theorem of Ambrosetti and Rabinowitz, i.e. Theorem 7.9. More precisely we have to prove that $\left.I\right|_{E_{\text {rad }}}$ satisfies the Palais-Smale condition at the mountain pass level

$$
c_{\mathrm{rad}}:=\inf _{\gamma \in \Gamma_{\mathrm{rad}}} \max _{t \in[0,1]} I(\gamma(t))
$$

with

$$
\Gamma_{\mathrm{rad}}:=\left\{\gamma \in \mathcal{C}\left([0,1], E_{\mathrm{rad}}\right) \mid \gamma(0)=0, \gamma(1)=e\right\}
$$

Since from Lemma 7.8 we know that $c_{\mathrm{rad}}<\frac{16 \pi^{2}}{\alpha_{0}}$, to complete the proof of Theorem 7.3 we have to show that $\left(-\infty, \frac{16 \pi^{2}}{\alpha_{0}}\right)$ is a Palais-Smale region for $\left.I\right|_{E_{\text {rad }}}$, namely

Proposition 7.13. Assume that the potential $V$ satisfies $\left(V_{0}\right)$. Furthermore assume $\left(f_{0}\right)-$ $\left(f_{2}\right)$. Then $\left.I\right|_{E_{\text {rad }}}$ satisfies $(P S)_{b}$ for all

$$
b \in\left(-\infty, \frac{16 \pi^{2}}{\alpha_{0}}\right)
$$

First, we can notice that Lemma 7.11 holds and thus any $(P S)$-sequence $\left\{u_{n}\right\}_{n} \subset E_{\text {rad }}$ for $\left.I\right|_{E_{\text {rad }}}$ satisfies

$$
\begin{equation*}
\left\|u_{n}\right\| \leq C, \quad \int_{\mathbb{R}^{4}} f\left(u_{n}\right) u_{n} d x \leq C \quad \text { and } \quad \int_{\mathbb{R}^{4}} F\left(u_{n}\right) d x \leq C \quad \forall n \geq 1 \tag{7.31}
\end{equation*}
$$

where $C>0$ is a constant independent of $n$. Consequently, given a $(P S)$-sequence $\left\{u_{n}\right\}_{n} \subset$ $E_{\text {rad }}$ for $\left.I\right|_{E_{\mathrm{rad}}}$, without loss of generality, we may always assume the existence of $u \in E_{\text {rad }}$ such that

$$
\begin{array}{lll}
u_{n} \rightharpoonup u & \text { in } & E, \\
u_{n} \rightarrow u & \text { in } & L^{p}\left(\mathbb{R}^{4}\right) \quad \forall p \in(2,+\infty), \\
u_{n} \rightarrow u & \text { a.e. in } & \mathbb{R}^{4} .
\end{array}
$$

Here the strong convergence in $L^{p}\left(\mathbb{R}^{4}\right)$ for any $p \in(2,+\infty)$ is given by the compact embeddings

$$
E_{\mathrm{rad}} \hookrightarrow \hookrightarrow L^{p}\left(\mathbb{R}^{4}\right) \quad \forall p \in(2,+\infty) .
$$

Lemma 7.14. Assume that the potential $V$ satisfies $\left(V_{0}\right)$. Furthermore assume $\left(f_{0}\right)-\left(f_{2}\right)$. If $\left\{u_{n}\right\}_{n} \subset E_{\text {rad }}$ is a $(P S)$-sequence for $\left.I\right|_{E_{\text {rad }}}$ and $u \in E_{\text {rad }}$ is its weak limit, then

$$
\int_{\mathbb{R}^{4}} F\left(u_{n}\right) d x \rightarrow \int_{\mathbb{R}^{4}} F(u) d x
$$

up to subsequences.
Proof. Arguing as in Step 1 and Step 2 of Lemma 7.12, it is easy to see that $f\left(u_{n}\right) \rightarrow f(u)$ in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{4}\right)$ and consequently for any $R>0$

$$
\int_{B_{R}} F\left(u_{n}\right) d x \rightarrow \int_{B_{R}} F(u) d x .
$$

Therefore the proof is complete if we show that for any $0<\varepsilon<1$ there exists $R>1$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{4} \backslash B_{R}} F\left(u_{n}\right) d x \leq C \varepsilon \quad \text { and } \quad \int_{\mathbb{R}^{4} \backslash B_{R}} F(u) d x \leq C \varepsilon \quad \forall n \geq 1 \tag{7.32}
\end{equation*}
$$

where $C>0$ is constant independent of $\varepsilon$ and $R$.
Let $0<\varepsilon<1$. Fixed $\alpha>\alpha_{0}$, for any $R>1$ we have

$$
\int_{\mathbb{R}^{4} \backslash B_{R}} F\left(u_{n}\right) d x \leq \varepsilon\left\|u_{n}\right\|_{2}^{2}+C(\alpha, \varepsilon) \int_{\mathbb{R}^{4} \backslash B_{R}}\left|u_{n}\right|^{2}\left(e^{\alpha u_{n}^{2}}-1\right) d x \quad \forall n \geq 1
$$

as a consequence of (7.4). Using the power series expansion of the exponential function and the radial lemma (3.8) we get

$$
\int_{\mathbb{R}^{4} \backslash B_{R}}\left|u_{n}\right|^{2}\left(e^{\alpha u_{n}^{2}}-1\right) d x \leq \frac{\left\|u_{n}\right\|_{H^{1}}^{2}}{R} e^{\frac{\alpha\left\|u_{n}\right\|_{H^{1}}^{2}}{2 \pi^{2}}} \quad \forall n \geq 1
$$

and from (7.31) it follows that for any $R>1$

$$
\int_{\mathbb{R}^{4} \backslash B_{R}} F\left(u_{n}\right) d x \leq C_{1} \varepsilon+\frac{C_{2}(\alpha, \varepsilon)}{R} \quad \forall n \geq 1
$$

Without loss of generality we may always assume that $C_{2}(\alpha, \varepsilon)>1$, and choosing

$$
R:=\frac{C_{2}(\alpha, \varepsilon)}{\varepsilon}>1
$$

we have

$$
\int_{\mathbb{R}^{4} \backslash B_{R}} F\left(u_{n}\right) d x \leq\left(C_{1}+1\right) \varepsilon \quad \forall n \geq 1 .
$$

Similarly

$$
\int_{\mathbb{R}^{4} \backslash B_{R}} F(u) d x \leq\left(C_{1}+1\right) \varepsilon
$$

and we get (7.32).
As a by-product of this proof we have that given a $(P S)$-sequence $\left\{u_{n}\right\}_{n} \subset E_{\mathrm{rad}}$ for $\left.I\right|_{E_{\text {rad }}}$

$$
f\left(u_{n}\right) \rightarrow f(u) \quad \text { in } L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{4}\right) .
$$

Proof of Proposition 7.13. Fixed $-\infty<b<\frac{16 \pi^{2}}{\alpha_{0}}$, let $\left\{u_{n}\right\}_{n} \subset E_{\text {rad }}$ be a $(P S)_{b}$-sequence for $\left.I\right|_{E_{\text {rad }}}$, namely $I\left(u_{n}\right) \rightarrow b$ as $n \rightarrow+\infty$ and

$$
\begin{equation*}
\left|\left\langle u_{n}, v\right\rangle-\int_{\mathbb{R}^{4}} f\left(u_{n}\right) v d x\right| \leq \varepsilon_{n}\|v\| \quad \forall v \in E_{\mathrm{rad}} \tag{7.33}
\end{equation*}
$$

where $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow+\infty$.
Arguing as in the proof of Proposition 7.10, it is easy to see that

$$
\begin{equation*}
\lim _{n t o+\infty}\left\|u_{n}\right\|^{2}=\lim _{n \rightarrow+\infty} \int_{\mathbb{R}^{4}} f\left(u_{n}\right) u_{n} d x=2\left(b+\int_{\mathbb{R}^{4}} F(u) d x\right) \tag{7.34}
\end{equation*}
$$

furthermore $b \geq 0$ and $I(u) \geq 0$.
Since in the case when $b=0$ the same reasoning as in the proof of Proposition 7.10 leads us to conclude that $u_{n} \rightarrow u$ in $E$, we will focus our attention only in the remaining two cases.

Case 1: $b \neq 0$ and $u=0$. Our aim is to prove that $u_{n} \rightarrow 0$ in $E$, in this way we get a contradiction with (7.34) and we can conclude that this case cannot happen. Using (7.33) with $v=u_{n}$ and the boundedness of $\left\{u_{n}\right\}_{n}$ in $E$, the proof reduces to show that

$$
\begin{equation*}
\mathcal{I}_{n}:=\int_{\mathbb{R}^{4}} f\left(u_{n}\right) u_{n} d x \rightarrow 0 \tag{7.35}
\end{equation*}
$$

as $n \rightarrow+\infty$ then $u_{n} \rightarrow 0$ in $E$.
Let $\alpha>\alpha_{0}$ and $q \geq 1$. Using (7.3) and again the boundedness of $\left\{u_{n}\right\}_{n}$ in $E$, for any $\varepsilon>0$ we have

$$
\mathcal{I}_{n} \leq C_{1} \varepsilon+C(\alpha, q, \varepsilon) \int_{\mathbb{R}^{4}}\left|u_{n}\right|^{q}\left(e^{\alpha u_{n}^{2}}-1\right) d x \quad \forall n \geq 1
$$

and if we prove the existence of $\alpha>\alpha_{0}$ and $q \geq 1$ such that

$$
\mathcal{J}_{n}:=\int_{\mathbb{R}^{4}}\left|u_{n}\right|^{q}\left(e^{\alpha u_{n}^{2}}-1\right) d x \rightarrow 0
$$

as $n \rightarrow+\infty$ then the proof is complete. Applying Hölder's inequality with $1<p, p^{\prime}<$ $+\infty, \frac{1}{p}+\frac{1}{p^{\prime}}=1$, we get

$$
\mathcal{J}_{n} \leq C_{\beta}\left\|u_{n}\right\|_{q p^{\prime}}^{q}\left(\int_{\mathbb{R}^{4}}\left(e^{\alpha \beta u_{n}^{2}}-1\right) d x\right)^{\frac{1}{p}} \quad \forall n \geq 1
$$

for any $\beta>p$.
We can notice that with a suitable choice of $\alpha>\alpha_{0}$ and $\beta>p>1$ we have that

$$
\begin{equation*}
\sup _{n} \int_{\mathbb{R}^{4}}\left(e^{\alpha \beta u_{n}^{2}}-1\right) d x<+\infty \tag{7.36}
\end{equation*}
$$

In fact, since

$$
\lim _{n \rightarrow+\infty}\left\|\Delta u_{n}\right\|_{2}^{2} \leq \lim _{n \rightarrow+\infty}\left\|u_{n}\right\|^{2}=2 b<\frac{32 \pi^{2}}{\alpha_{0}}
$$

there exist $\delta, \sigma>0$ such that

$$
\left\|\Delta u_{n}\right\|_{2}^{2} \leq 2 b+\delta<\frac{32 \pi^{2}}{\alpha_{0}}(1-\sigma) \quad \forall n \geq \bar{n}
$$

with $\bar{n} \geq 1$ sufficiently large. Consequently we can find $\tau>0$ satisfying

$$
\left\|u_{n}\right\|_{H^{2}, \tau}^{2} \leq \frac{32 \pi^{2}}{\alpha_{0}}(1-\sigma) \quad \forall n \geq \bar{n}
$$

and, from (3.2), it follows that (7.36) holds provided that

$$
\alpha \beta \frac{32 \pi^{2}}{\alpha_{0}}(1-\sigma) \leq 32 \pi^{2} .
$$

Now it suffices to notice that this is indeed the case if we choose $\alpha>\alpha_{0}$ sufficiently close to $\alpha_{0}$ and $p>1$ sufficiently close to 1 , so that we can choose $\beta>p>1$ sufficiently close to 1 too.

Finally, since $q p^{\prime}>q$, choosing $q>2$ we have that $u_{n} \rightarrow 0$ in $L^{q p^{\prime}}\left(\mathbb{R}^{4}\right)$ and $\mathcal{J}_{n} \rightarrow 0$ as $n \rightarrow+\infty$.

Case 2: $b \neq 0$ and $u \neq 0$. Note that $I(u)=b$ implies that $u_{n} \rightarrow u$ in $E$, therefore our aim is to show that $I(u)=b$. To do this, we argue by contradiction as in the proof of Proposition 7.10, assuming that $I(u) \neq b$ and defining $v$ and the sequence $\left\{v_{n}\right\}_{n} \subset E_{\mathrm{rad}}$ as
in (7.26). In this way $v_{n} \rightarrow v$ in $E,\left\|v_{n}\right\|=1$ for any $n \geq 1$ and $0<\|v\|<1$, and applying Lemma 3.6 we obtain that

$$
\begin{equation*}
\sup _{n} \int_{\mathbb{R}^{4}}\left(e^{p v_{n}^{2}}-1\right) d x<+\infty \quad \forall p \in\left(0, \frac{32 \pi^{2}}{1-\|v\|^{2}}\right) \tag{7.37}
\end{equation*}
$$

We can notice that if we prove that $u_{n} \rightarrow u$ in $E$ then we get a contradiction with (7.34) and we can conclude that $I(u)=b$. Since $u_{n} \rightharpoonup u$ in $E$, it suffices to prove that

$$
\left\langle u_{n}, u_{n}-u\right\rangle \rightarrow 0
$$

as $n \rightarrow+\infty$, and this is indeed the case if

$$
\begin{equation*}
\mathcal{I}_{n}:=\int_{\mathbb{R}^{4}} f\left(u_{n}\right)\left(u_{n}-u\right) d x \rightarrow 0 \tag{7.38}
\end{equation*}
$$

as $n \rightarrow+\infty$. Arguing as in Case 1, we can reduce the proof of (7.38) to show the existence of $\alpha>\alpha_{0}$ and $q \geq 1$ such that

$$
\mathcal{J}_{n}:=\int_{\mathbb{R}^{4}}\left|u_{n}\right|^{q-1}\left|u_{n}-u\right|\left(e^{\alpha u_{n}^{2}}-1\right) d x \rightarrow 0
$$

as $n \rightarrow+\infty$. Applying twice Hölder's inequality with $1<p, p^{\prime}, \sigma, \sigma^{\prime}<+\infty$ and $\frac{1}{p}+\frac{1}{p^{\prime}}=$ $\frac{1}{\sigma}+\frac{1}{\sigma^{\prime}}=1$, we get for any $\beta>p$

$$
\mathcal{J}_{n} \leq C_{\beta}\left\|u_{n}\right\|_{(q-1) p^{\prime} \sigma^{\prime}}^{q-1}\left\|u_{n}-u\right\|_{p^{\prime} \sigma}\left(\int_{\mathbb{R}^{4}}\left(e^{\alpha \beta u_{n}^{2}}-1\right) d x\right)^{\frac{1}{p}} .
$$

From (7.37), it follows that

$$
\sup _{n} \int_{\mathbb{R}^{4}}\left(e^{\alpha \beta u_{n}^{2}}-1\right) d x=\sup _{n} \int_{\mathbb{R}^{4}}\left(e^{\alpha \beta\left\|u_{n}\right\|^{2} v_{n}^{2}}-1\right) d x<+\infty
$$

provided that $\alpha>\alpha_{0}$ is sufficiently close to $\alpha_{0}$ and $p>1$ is sufficiently close to 1 , so that we can choose $\beta>p>1$ sufficiently close to 1 too.

Since $(q-1) p^{\prime} \sigma^{\prime}>q-1$ and $p^{\prime} \sigma>\sigma$, choosing $q \geq 3$ and $\sigma>2$ we have that $\left\{u_{n}\right\}_{n}$ is bounded in $L^{(q-1) p^{\prime} \sigma^{\prime}}\left(\mathbb{R}^{4}\right)$ and $u_{n} \rightarrow u$ in $L^{p^{\prime} \sigma}\left(\mathbb{R}^{4}\right)$, hence $\mathcal{J}_{n} \rightarrow 0$ as $n \rightarrow+\infty$.

### 7.5. Final remarks

The arguments of this Chapter can be easily adapted to obtain existence result for equations of the form

$$
\left\{\begin{array}{l}
\Delta^{2} u-\operatorname{div}(U(x) \nabla u)+V(x) u=f(u) \quad \text { in } \mathbb{R}^{4}  \tag{7.39}\\
u \in H^{2}\left(\mathbb{R}^{4}\right)
\end{array}\right.
$$

under suitable assumptions on $U, V: \mathbb{R}^{4} \rightarrow \mathbb{R}$. More precisely, we will assume $\left(V_{0}\right)$ and $\left(U_{0}\right) U: \mathbb{R}^{4} \rightarrow \mathbb{R}$ is continuous and $U(x) \geq U_{0}>0$ for any $x \in \mathbb{R}^{4}$.

The following result holds
Theorem 7.15. Assume $\left(U_{0}\right),\left(V_{0}\right)$ and $\left(f_{1}\right)-\left(f_{3}\right)$.
(i) If the potential $V$ satisfies $\left(V_{1}\right)$ and the nonlinearity $f$ satisfies $\left(f_{4}\right)$ then problem (7.39) has a nontrivial solution.
(ii) If $U, V$ are spherically symmetric, i.e.

$$
U(x)=U(|x|), \quad V(x)=V(|x|) \quad \forall x \in \mathbb{R}^{4}
$$

then problem (7.39) has a nontrivial radial solution.
We can notice that the functional space for a variational approach of problem (7.39) is the subspace $\tilde{E}$ of $H^{2}\left(\mathbb{R}^{4}\right)$

$$
\tilde{E}:=\left\{u \in H^{2}\left(\mathbb{R}^{4}\right) \mid \int_{\mathbb{R}^{4}}\left[U(x)|\nabla u|^{2}+V(x) u^{2}\right] d x<+\infty\right\} \subseteq E,
$$

which is a Hilbert space endowed with the inner product

$$
\langle u, v\rangle_{\tilde{E}}:=\int_{\mathbb{R}^{4}} \Delta u \Delta v d x+\int_{\mathbb{R}^{4}} U(x) \nabla u \cdot \nabla v d x+\int_{\mathbb{R}^{4}} V(x) u v d x \quad \forall u, v \in \tilde{E} .
$$

We will denote by $\|\cdot\|_{\tilde{E}}$ the corresponding norm, i.e. $\|u\|_{\tilde{E}}:=\sqrt{\langle u, u\rangle_{\tilde{E}}}$ for any $u \in \tilde{E}$.
As a consequence of $\left(U_{0}\right)$ and $\left(V_{0}\right)$, it is easy to see that the embedding $\tilde{E} \hookrightarrow H^{2}\left(\mathbb{R}^{4}\right)$ is continuous and, from $\left(V_{1}\right)$ it follows that the embedding

$$
\tilde{E} \hookrightarrow \hookrightarrow L^{p}\left(\mathbb{R}^{4}\right)
$$

is compact for any $p \in[2,+\infty)$.
The energy functional associated to problem (7.39) is

$$
I(u):=\frac{1}{2}\|u\|_{\tilde{E}}^{2}-\int_{\mathbb{R}^{4}} F(u) d x \quad \forall u \in \tilde{E},
$$

and, in order to adapt the arguments in the previous sections to this functional, it suffices only to specify how to recover the steps in which we applied the Adams-type inequality (3.1) (see also Theorem 2.1) and the Lions-type concentration-compactness Lemmas 3.4 and 3.6.

To this aim, we recall the following version of Adams' inequality (see (3.3))

$$
\begin{equation*}
\sup _{u \in H^{2}\left(\mathbb{R}^{4}\right),\|u\|_{H^{2}, U_{0}, V_{0}} \leq 1} \int_{\mathbb{R}^{4}}\left(e^{32 \pi^{2} u^{2}}-1\right) d x<+\infty \tag{7.40}
\end{equation*}
$$

where

$$
\|u\|_{H^{2}, U_{0}, V_{0}}^{2}:=\|\Delta u\|_{2}^{2}+U_{0}\|\nabla u\|_{2}^{2}+V_{0}\|u\|_{2}^{2} \quad \forall u \in H^{2}\left(\mathbb{R}^{4}\right) .
$$

It is straightforward to notice that

$$
\|u\|_{H^{2}, U_{0}, V_{0}} \leq\|u\|_{\tilde{E}} \quad \forall u \in \tilde{E},
$$

and hence, to obtain (7.25) and (7.36), we can apply (7.40) instead of (3.1). Finally, the following Lions-type concentration-compactness result holds

Lemma 7.16. Let $\left\{u_{n}\right\}_{n} \subset \tilde{E}$ be such that $\left\|u_{n}\right\|_{\tilde{E}}=1$ for any $n \geq 1$ and let $u \in \tilde{E}$ be the weak limit of $\left\{u_{n}\right\}_{n}$ in $\tilde{E}$. If $\|u\|_{\tilde{E}}<1$ then

$$
\sup _{n} \int_{\mathbb{R}^{4}}\left(e^{p u_{n}^{2}}-1\right) d x<+\infty \quad \forall p \in\left(0, \frac{32 \pi^{2}}{1-\|u\|_{\tilde{E}}}\right) .
$$

Proof. Since

$$
\left\|u_{n}-u\right\|_{H^{2}, U_{0}, V_{0}} \leq\left\|u_{n}-u\right\|_{\tilde{E}} \quad \forall n \geq 1,
$$

the proof follows using the same arguments as in Lemma 3.2 and the modified version (7.40) of Adams' inequality.

We end this Section with the Example 7.2 mentioned in the introduction of this Chapter.
Proposition 7.17. Let $\alpha_{0}>0$. The function $f(s)=s\left(e^{\alpha_{0} s^{2}}-1\right) \quad \forall s \in \mathbb{R}$ satisfies the assumptions $\left(f_{0}\right)-\left(f_{4}\right)$.

Proof. Obviously $f$ satisfies $\left(f_{0}\right),\left(f_{3}\right)$ and $\left(f_{4}\right)$. In order to show that $f$ satisfies also $\left(f_{1}\right),\left(f_{2}\right)$, since $f$ is odd and $F$ is even, it suffices to prove that

$$
\begin{equation*}
0<\mu F(s) \leq s f(s) \quad \forall s>0, \quad \text { for some } \mu>2 \tag{7.41}
\end{equation*}
$$

and that there exist $s_{0}, M_{0}>0$ such that

$$
\begin{equation*}
F(s) \leq M_{0} f(s) \quad \forall s \geq s_{0} \tag{7.42}
\end{equation*}
$$

We have that

$$
F(s)=\frac{1}{2 \alpha_{0}}\left(e^{\alpha_{0} s^{2}}-\alpha s^{2}-1\right)=\frac{1}{2 \alpha_{0}} \sum_{j=2}^{+\infty} \frac{\alpha_{0}^{j}}{j!} s^{2 j}>0 \quad \forall s>0,
$$

consequently, for $0<\mu<4$ we have

$$
\mu F(s)=\frac{\mu}{2 \alpha_{0}} s^{2} \sum_{j=2}^{+\infty} \frac{\alpha_{0}^{j}}{j!} s^{2(j-1)} \leq \frac{\mu}{4} s^{2} \sum_{j=1}^{+\infty} \frac{\alpha_{0}^{j}}{j!} s^{2 j}<s^{2}\left(e^{\alpha_{0} s^{2}}-1\right)=s f(s) \quad \forall s>0
$$

and (7.41) holds provided that $2<\mu<4$.
Finally, for any $s \geq 1$ we have

$$
F(s) \leq \frac{1}{2 \alpha_{0}}\left(e^{\alpha_{0} s^{2}}-1\right) \leq \frac{1}{2 \alpha_{0}}|s|\left(e^{\alpha_{0} s^{2}}-1\right)=\frac{1}{2 \alpha_{0}} f(s),
$$

which is nothing but (7.42) with $s_{0}=\frac{1}{2 \alpha_{0}}$ and $M_{0}=1$.
The following example has been introduced in [32].
Proposition 7.18. Let $\alpha_{0}>0$. The function $f(s)=\operatorname{sign}(s)\left(e^{\alpha_{0} s^{2}}-1\right) \quad \forall s \in \mathbb{R}$ satisfies the assumptions $\left(f_{0}\right)-\left(f_{4}\right)$.

Proof. As before, it suffices only to show that (7.41) and (7.42) holds. Let

$$
\tilde{F}(s)=\frac{1}{s}\left(e^{\alpha_{0} s^{2}}-\alpha_{0} s^{2}-1\right) \quad \forall s>0,
$$

then, using the power series expansion of the exponential function, we obtain that

$$
\frac{3}{2} \alpha_{0} f(s) \leq \tilde{F}^{\prime}(s) \quad \forall s>0
$$

Consequently

$$
\begin{equation*}
F(s) \leq \frac{2}{3 \alpha_{0}} \tilde{F}(s) \quad \forall s>0 . \tag{7.43}
\end{equation*}
$$

Using again the power series expansion of the exponential function,

$$
\frac{2}{\alpha_{0}} \tilde{F}(s) \leq s f(s) \quad \forall s>0
$$

which leads to

$$
\mu F(s) \leq \mu \frac{2}{3 \alpha_{0}} \tilde{F}(s) \leq \frac{\mu}{3} s f(s) \quad \forall s>0, \quad \forall \mu>0
$$

Therefore, choosing $2<\mu<3$ we obtain (7.41) and hence $\left(f_{1}\right)$.
Moreover, $\left(f_{2}\right)$ follows easily by

$$
\tilde{F}(s) \leq|f(s)| \quad \forall s \geq 1
$$

In fact, this last inequality together with (7.43) gives

$$
F(s) \leq \frac{2}{3 \alpha_{0}}|f(s)| \quad \forall s \geq 1 .
$$
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